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ABSTRACT

The High-Luminosity LHC (HL-LHC) project offers a very ambitious physics program

that includes high-precision measurements of the Standard Model (SM) and the searches

for new physics beyond the SM (BSM). The efficient data collection and precise events

reconstruction in the harsh environment of 200 proton-proton interactions per bunch

crossing are vital for achieving the success of the HL-LHC program. To fulfill these

requirements, the CMS experiment plans to build and install completely new data ac-

quisition (DAQ) and trigger systems during the so-called CMS Phase-2 upgrade. The

Phase-2 CMS Level-1 calorimeter trigger system will handle the enormous detector input

data bandwidth of 75 Tbps and is desired to complete the single event processing within

12.5 µs. For this purpose, CMS plans to replace the Phase-1 µTCA-based processor

boards and crates with an ATCA form factor. Each ATCA board will host Xilinx Ultra-

Scale+ family FPGA that supports over a hundred high-speed optical links at 25 Gbps,

capable of meeting the high bandwidth and processing requirements of the HL-LHC.

Along with the advancement in hardware, the Level-1 trigger system will employ highly

modular, flexible, and adequately sophisticated algorithms currently possible only in

offline reconstruction, such as a particle-flow algorithm. The modular and flexible ar-

chitecture will help to address the HL-LHC physics requirements. In this thesis, we will

discuss the system design, prototyping, and algorithms being developed for the Phase-2

Level-1 Calorimeter trigger system.
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Chapter 1

Introduction

The Large Hadron Collider (LHC) is the most prominent and powerful particle accelera-

tor and collider [1]. It accelerates two counter-rotating beams of particles in a 27 km long

tunnel and collides them at four interaction points: ATLAS, ALICE, CMS, and LHCb.

CMS is built to probe the aftermath of collision by reconstructing and identifying the

particles. It is installed 100 meters underground near the French commune of Cessy,

amidst the mountains of Jura and Lake Geneva [2]. One of the significant achievements

of the LHC experiments is the discovery of the Higgs boson particle [3], announced by

the CMS and ATLAS experiments in the year 2012. The data mined through the colli-

sions help physicists in their quest to find the answers to some of the most challenging

questions of modern-day physics. These include the comprehensive study of the Higgs

boson particle, the existence of supersymmetry (SUSY), physics beyond the Standard

Model (BSM), dark matter, etc. [4].

The CMS detector helps in the study and measurements of rare occurring physics phe-

nomena, which requires a large amount of data to be delivered by the LHC. Luminosity

is a crucial performance indicator of an accelerator: it is proportional to the number of

collisions that occur in a given amount of time. A higher luminosity indicates a greater

likelihood of particles colliding [5]. The planned High-Luminosity LHC (HL-LHC) will

be the upgraded version of the LHC, aiming to deliver a large amount of collision data to

the CMS. During collisions, the CMS detector encounters billions of events per second.

Storing and processing these events require massive storage and hardware infrastructure

capacity. However, many of these events do not carry any rare or significant physics in-

formation and could be discarded early in data acquisition. The CMS detector employs

the trigger mechanism to perform this rapid rate reduction by efficiently selecting rare

and interesting events and rejecting the noise. The CMS trigger system performs this

rate reduction in two steps [6]. The first step is the Level-1 trigger system, which is based

1
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on a custom-designed electronics board (hosting FPGAs), which reduces the incoming

rate (LHC bunch-crossing) from 40 MHz to 110 kHz (which will increase to 750 kHz

during HL-LHC). The second step employs a CPU and GPU-based High-Level Trigger

(HLT) to facilitate the rejection from 110 kHz to 2.6 kHz (which will increase to 7.5

kHz during HL-LHC) [7]. The CMS Level-1 trigger system performs this rate reduction

by taking the sub-detector information, analyzes the collision data using sophisticated

algorithms to build physics objects, such as electrons, photons, jets, tau leptons, muons,

and missing transverse energy (MET), and forward this information to the global trigger

for the final decision.

The period of CMS and data taking is classified into two phases. The Phase-1 refers

to the Run-1, Run-2, and Run-3 data-taking periods during the years 2011-12, 2015-18,

and 2022-2025, respectively. The Phase-2 period refers to the HL-LHC operation period,

including Run-4, Run-5, and Run-6 operations designated during 2029-32, 2035-38, and

2040-41 years, respectively. The next section discusses the design and drawbacks of

the Phase-1 calorimeter trigger system, which demands designing a calorimeter trigger

system.

1.1 Literature Review

The CMS Phase-1 Level-1 trigger system is designed and currently operating at the

instantaneous luminosity of 2.0× 1034m−2s−1 with a maximum pile-up of 70. With the

input bunch-crossing rate of 40 MHz, the Level-1 trigger performs the event selection

in 3.8 µs, providing an output rate of 110 kHz. The Phase-1 Level-1 calorimeter trig-

ger takes coarse input from three calorimeter sub-systems: electromagnetic calorimeter

(ECAL), hadronic calorimeter (HCAL), and forward hadronic (HF). It is implemented

using a two-layer strategy with the calorimeter layer-1 comprising 18 calorimeter trigger

processor boards (CTP7) [8] that receive the ECAL and HCAL inputs, perform pre-

processing, and provide the output to the layer-2 boards in a time-multiplexing manner.

The 10 layer-2 master processor boards (MP7) [8] host various calorimeter trigger algo-

rithms that identify the calorimeter particle candidates and calculate the global energy

sums.

The maximum input bandwidth of the calorimeter Layer-1 board is 10 Gbps, which is

sufficient to collect the tower information of the ECAL, HCAL, and HF. With an eight

times increment in luminosity (reaching up to 7.5 × 1034m−2s−1) and, subsequently, an

increase in the average pile-up to 200, a more precise triggering strategy is required,

mimicking the offline reconstruction methodology at Phase-2. Therefore, it requires full

granularity of the detector to be processed at the Phase-2 calorimeter trigger. It involves
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a crystal level of information, which increases the input granularity by 25 times com-

pared to the Phase-1 architecture. The processing of crystal information at the Phase-2

calorimeter trigger is made possible using large FPGAs and optical links supporting 25

Gbps of link bandwidth, which was not possible using Phase-1 architecture.

Additionally, the massive influx of radiation in the forward region of the detector requires

a new radiation-hardened high-granularity calorimeter (HGCAL) [9] and the correspond-

ing triggering infrastructure at the Level-1 calorimeter trigger, which is currently miss-

ing in the Phase-1. In addition, the Phase-1 calorimeter trigger employs Xilinx Virtex-7

FPGAs as the central processing element, which is unable to satisfy the demand of

the Phase-2 calorimeter trigger, that requires additional MGTs with high bandwidth,

more logic capacity in terms of look-up table (LUT), flip-flops (FF), and digital signal

processor (DSP).

On the algorithm side, the Phase-1 system works over the tower’s granularity. To pro-

cess the crystal information, it is necessary to redefine the algorithms and clustering

strategies. The Phase-1 algorithm lacks the particle-flow (PF) clustering vital for the

PF algorithms at the correlator trigger. Therefore, a completely new calorimeter trigger

system is required during HL-LHC.

The Phase-2 Level-1 trigger system, which satisfies the above constraints, receives input

from the calorimeter, muon spectrometer, and track finder. The calorimeter trigger

processes the barrel information of the electromagnetic calorimeter (ECAL) and hadronic

calorimeter (HCAL) in the regional calorimeter trigger (RCT), also known as the barrel

calorimeter trigger (BCT). The global calorimeter trigger (GCT) computes the upstream

information from RCT, the forward hadron calorimeter (HF), and the HGCAL. The

muon trigger system collects the inputs from various muon spectrometers, such as the

resistive plate chambers (RPC), drift tube (DT), cathode strip chambers (CSC), and

gas electron multiplier (GEM). In the local sub-division, the muon trigger comprises the

muon track finder and the barrel layer-1 processor. The muon track finder processes the

input from three distinct regions called BMTF, EMTF, and OMTF for barrel, endcap,

and overlap, respectively.

For the first time, the tracker information is included in the Level-1 trigger, which is

implemented at the global track trigger (GTT). The GTT sends the tracker output to

the correlator trigger and global trigger. This thesis work is entirely dedicated to the

calorimeter trigger. The latency budget for the Phase-2 L1 trigger system is proposed

to be 12.5 µs with a maximum output rate of 750 kHz. The calorimeter trigger is

expected to complete the single event processing within 3 µs for the barrel and 4 µs,

including the endcap. One of the main highlights of the Phase-2 Level-1 trigger system

is the implementation of the particle-flow algorithm [10], organized in two layers and



➊ Introduction 4

called a correlator trigger (CT). It helps to identify higher-level objects such as photons,

electrons, muon, taus, jets, and others. The final decision of the Level-1 trigger is

executed by the global trigger (GT). Fig. 1.1 represents the architecture of the Phase-2

Level-1 trigger, which includes the calorimeter trigger.

Figure 1.1: CMS Phase-2 Level-1 trigger system architecture comprising three trigger
sub-systems: calorimeter, muon, and track [6]. The correlator trigger is also included
in the L1 trigger architecture. The thesis work entirely focuses on the design and

prototyping of the calorimeter trigger highlighted in the box

The next section describe the problem definition, requirements and the associated con-

straints of the Phase-2 calorimeter trigger system.

1.2 Problem Definition

As mentioned earlier, the FPGA boards are the central processing elements of the Level-

1 trigger system, which hosts the trigger algorithms. Therefore, the architecture design

is a quest to optimize the board processing region and interconnections to accomplish

the required physics strategy with the lowest number of FPGA boards and target latency

while maintaining headroom for flexibility and robustness.

The Phase-2 calorimeter trigger plans to handle an enormous bandwidth of 75 Tbps and

has access to the information of each crystal in the barrel and tower from the HGCAL.

Therefore, the increased granularity of the calorimeter system requires designing new

algorithms. Ultimately, designing algorithms with high algorithm clock frequency and

bandwidth pose an enormous challenge in the final implementation of the algorithm

circuit.
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The HL-LHC plans to operate during the year 2029-2041 (13 years). The long year of

HL-LHC operation requires a contingency of latency and device logic, which should be

reserved for future endeavors. It is necessary to implement calorimeter trigger to fit the

current constraint while preserving 50 percent of the logic fabric for any potential future

up-scope.

With all the constraints defined above, the proposed system must be prototyped using

a minimum number of FPGA boards and employing the calorimeter trigger algorithms

to cover all the proposed physics cases. The next section describe the thesis objective.

1.3 Thesis Objective

The main objective of the thesis is to design and implement the Phase-2 calorimeter

trigger system, which takes input from four calorimeter sub-detectors.

• Proposing an architecture for the Phase-2 calorimeter trigger by leveraging the

unique detector symmetry and identical division of the calorimeter geometry for

FPGA processing by optimizing the algorithm and board connectivity with mini-

mum sharing of overlapping regions, utilizing fewer boards and optical links.

• Implementing the barrel calorimeter trigger algorithm and firmware, which in-

cludes the information from ECAL and HCAL within the latency budget of 3

µs.

• Implementing the endcap trigger and providing the final output to the global

trigger (GT) within the latency budget of 4 µs.

• Implementation of the entire calorimeter trigger with a reserved contingency of

50% of device logic.

• Prototyping and validating the entire system with a handful of FPGA boards and

optical connections.

1.4 Proposed Solution and Thesis Contribution

This thesis proposes an architecture of the Phase-2 calorimeter trigger, designed in

two levels: regional calorimeter trigger (RCT) and global calorimeter trigger (GCT).

The RCT processes the barrel region of the calorimeter using 36 APx boards [6]. In

this thesis, an RCT algorithm is developed and validated on the APd1 board, which
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prepares the electron/photon clusters and tower information and send it to the GCT

barrel board.

The second level is the GCT, which processes the barrel and endcap information using

10 APx boards. The processing of the barrel information from the 36 RCT boards is

proposed to be implemented using three GCT barrel boards. In this thesis, a GCT

barrel algorithm is developed and validated on the APd1 board. The algorithm includes

stitching the RCT electron/photon cluster at the eta and phi boundaries and performing

the clustering of the barrel towers, such as particle flow (PF) clustering, jet, and taus.

It also computes the partial MET information (another portion is implemented in the

GCT sum algorithm) and time-multiplex the final output for the correlator trigger. The

output of the GCT barrel is sent to the correlator (CT) and global trigger (GT).

The endcap part of the detector, i.e., the information from the HGCAL and HF, is

planned to be processed using 6 GCT endcap boards. In this thesis, a GCT endcap

algorithm is developed and validated on the APd1 board, which demultiplexes the input

and performs the jets and taus clustering. The output of the algorithm is sent to the

final GCT sum board.

The GCT sum board takes input from the GCT barrel and endcap boards in terms

of calorimeter-only objects. In this thesis, a GCT sum algorithm is developed and

validated on the APd1 board, which transforms the calorimeter object information as

per the requirement of the global trigger, computes the final MET quantity using the

CORDIC algorithm, and prepares the output for the global trigger (GT) in a time-

multiplex manner.

Infrastructure-wise, the planned architecture foreseen 46 APx boards, 2988 input optical

links from barrel calorimeter, HF, and endcap HGCAL, 144 output links to the correlator

trigger, and six output links to the global trigger. In the thesis, the overall system is

prototyped using only four APd1 board connected using 16 optical links.

Fig 1.2 and Fig 1.3 represent the APd1 board based on APx philosophy and block

diagram of the proposed Phase-2 Level-1 calorimeter trigger system.
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Figure 1.2: APd1 board with the XCVU9P FPGA beneath the heatsink. APd1 board
is used to prototype the calorimeter trigger system.

Figure 1.3: Two level architecture of the Phase-2 Level-1 calorimeter trigger.

1.5 Thesis Organization

This thesis presents the architectural design, algorithm, and implementation details of

the proposed Phase-2 Level-1 Calorimeter Trigger.

1.5.1 Chapter 1: Introduction

This chapter introduces the LHC, CMS, Level-1 trigger, and HL-LHC. It highlights the

features of the Phase-1 Level-1 trigger, its drawbacks, and the requirement for a new

Phase-2 calorimeter trigger. This chapter also describes the problem definition, proposed

solution, thesis contribution, thesis objective, and thesis organization.
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1.5.2 Chapter 2: The CMS experiment at the LHC-CERN

This chapter describes LHC design and its accelerator chain. The salient features of the

CMS detector and its components, such as the solenoid magnet, tracker, calorimeter,

and muon system, are presented. The detector’s main electronics components, such as

the data acquisition (DAQ) and trigger system, including the hardware-based Level-1

trigger, are also discussed.

1.5.3 Chapter 3: Triggering in High Luminosity LHC

This chapter briefly describes the main highlights and benefits of HL-LHC. It briefly

outlines the details of the CMS Phase-2 upgrade, which includes the advancement of

pixel, tracker, muon system, calorimeter, data acquisition (DAQ), and Level-1 trigger.

1.5.4 Chapter 4: Phase-2 Level-1 Calorimeter Trigger

This chapter discusses the proposed architecture of the Phase-2 Level-1 calorimeter trig-

ger and its salient feature. It summarizes the hardware infrastructure of the Phase-2

Level-1 calorimeter trigger, such as the details of the ATCA (Advanced Telecommuni-

cations Computing Architecture) specification employed for the electronic system of the

Phase-2 Level-1 trigger. The details of the APd1 board and its main sub-component are

outlined. The design flow, which includes the phases of Monte Carlo simulation, high-

level synthesis (HLS), RTL simulation and integration, and final bitfile test, is discussed.

Finally, major system design and prototyping constraints are discussed.

1.5.5 Chapter 5: Calorimeter Trigger Algorithm

This chapter describes the various calorimeter objects used and prepared in the Phase-2

Leve-1 calorimeter trigger. It briefly describes the barrel calorimeter geometry and its

partitioning for efficient algorithm implementation and prototyping. The regional (RCT)

and global calorimeter trigger (GCT) architecture and algorithms are described, along

with their performance in terms of latency, device utilization, and FMAX are discussed.

1.5.6 Chapter 6: Calorimeter Trigger Firmware and Prototyping

This chapter describes the calorimeter trigger prototype and test setup. It outlines the

test methodology for single-board and multi-board tests. It also discusses the imple-

mentation details and single board tests of each calorimeter trigger algorithm, such as
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RCT, GCT barrel, GCT endcap, and GCT sum. The multi-board test between the RCT

and GCT barrel and the complete prototyping of the calorimeter trigger using only four

APd1 boards are also discussed.

1.5.7 Chapter 7: Summary, Conclusions, and Future Work

This chapter summarizes the advantages and details of the overall architecture of the

Phase-2 Level-1 calorimeter trigger. The achieved results on algorithms, firmware, and

prototyping results of the RCT, GCT (GCT barrel, endcap, and sum), and the complete

calorimeter trigger system are outlined.



Chapter 2

The CMS experiment at the

LHC-CERN

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a two-counter-rotating particle accelerator and

collider established in the 26.7 km tunnel built between the years 1984 and 1989 for the

CERN Large Electron Positron (LEP) machine. The LHC tunnel features 8 arcs and 8

linear sections. It is placed between 45 and 170 m underneath the ground, inclining 1.4%

towards the lake Geneva. About 90% of its circumference is in molasse rock, featuring

ideal characteristics for this application. The rest 10% are in the limestone beneath the

Jura mountain.

The LHC is designed to deliver collisions with the peak energy of
√
s = 14 TeV. Dur-

ing Run-3 (2022-2025), the particles are collided at
√
s = 6.8 TeV. The instantaneous

luminosity achieved in Run-3 is 2× 1034cm−2s−1 with the maximum pile up of 70. The

LHC also collides heavy ions (Pb-Pb) for a shorter operating duration of approximately

one month per year.

In LHC, the two beams orbit the ring inside vacuum tubes guided by the superconduct-

ing magnets. Thousands of such magnets supervise the beams in the LHC, including

1232 35-ton and fifteen-meter-long dipole magnets, as shown in Fig. 2.1. These dipole

magnets feature a special design called a “2-in-1” configuration, allowing the two beams

to orient in opposite directions in the same dipole (with two different beam pipes). The

dipoles are configured with a cooling temperature of 1.9 K, with a current flow of 11.7

kA, delivering an 8.4 T magnetic field to support the operation with a 7 TeV energy

beam.

10
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Figure 2.1: Cross-section of the LHC dipole [1].

The LHC collides two beams with a maximum of 2808 proton bunches per beam. Each

bunch is several centimeters long and retains about 100 billion protons. The probability

of a hard collision increases by squeezing the beam as much as feasible at the interaction

point of the experiment to a diameter of tens of microns. It is expected to encounter an

average of 70 additional proton-proton interactions (pile-up) for these operating design

conditions [7].

The CERN injector complex advances the proton beams to 450 GeV (0.45 TeV) of kinetic

energy. It accomplishes this through a sequence of accelerators: a linear accelerator

(Linac 2) followed by three synchrotrons such as the Proton Synchrotron Booster (PSB)

[11], the Proton Synchrotron (PS) [12], and the Super Proton Synchrotron (SPS) [13].

At first, protons with 50 MeV of energy are yielded in the Linac 2 and accelerated to 1.4

GeV in the PSB. The beams are then injected in the PS, gaining energy of 26 GeV and

further accelerated to 450 GeV in the SPS. Ultimately, they are injected into the main

LHC circle, reaching a maximum energy of 7 TeV. The injector complex also equips the

LHC with heavy ion beams, first accelerated via a linear accelerator (Linac 3) and the

Low Energy Ion Ring (LEIR) synchrotron and subsequently by the PS and the SPS.

Besides delivering beams to the LHC, the CERN injectors also serve several fixed-target

experiments, including the CLOUD [14], COMPASS [15], and many others. Fig. 2.2

shows the injector chain of the LHC along with the experiments located on the LHC

circumference.
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Figure 2.2: CERN injector chain and LHC[1].

The LHC hosts nine experiments, including the Compact Muon Solenoid (CMS) detec-

tor. The term luminosity is one of the critical parameters of the particle collider. The

concept of Luminosity is discussed in the next sub-section.

2.2 The Concept of Luminosity in Colliders

The study and measurements of the rare occurring physics phenomena require a large

amount of collision data. The term luminosity estimates the number of collisions that

occur in a detector per cm−2 and per second. It is the proportional factor between cross-

section σp and the number of events per second N . Therefore, the unit of luminosity L
is cm−2 s−1.

dN

dt
= L · σp (2.1)

For two colliding Gaussian beams as shown in Fig. 2.3 the expression of luminosity is:
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Figure 2.3: Graphical representation of two colliding beams [16].

L =
N1N2fNb

4ϵβ∗ (2.2)

Where the N1 and N2 represent the number of particles in the bunch, f is the revolu-

tion frequency, with Nb representing the number of bunches per beam, ϵ represent the

emittance and β∗ depicting the amplitude function [16].

The LHC recorded luminosity over a given amount of time also known as the integrated

luminosity is:

LI ≡
∫
∆t

Ldt (2.3)

The integrated luminosity directly depends on the instantaneous luminosity and also

relies on the machine operating time (∆t) in the collision mode. The enhancement

of the operating time is as important and challenging (when the machine run in a

highly constrained environment and pushed to the boundaries of its acceptable values)

as increasing the instantaneous luminosity. The integrated luminosity is expressed in

inverse of cross-section (1/fb or femtobarn−1). One inverse femtobarn (1 fb−1) signifies

the collisions of approximately 70 × 1012 protons.

LHC has attained the luminosity of 1 × 1034cm−2s−1 on 26 June 2016. The peak

luminosity of 2×1034cm−2s−1 was achieved in 2018 due to the reduction in β∗ from the

nominal value of 55 cm to 30 cm and also due to the small injected beam emittance.

This high luminosity and a longer and excellent operational period helped reach the

integrated luminosity of 65 fb−1 in 2018. The Run-3 agenda is to collect the integrated

luminosity of 350 fb−1 by the end of 2025.
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2.3 The Compact Muon Solenoid (CMS) Experiment

The Compact Muon Solenoid (CMS) detector is a general-purpose detector operating at

the Large Hadron Collider (LHC) at CERN. CMS is established about 100 meters below

ground, near the French village of Cessy, between the Jura mountains and lake Geneva.

CMS is cylindrical in shape, with several concentric layers of sub-detectors installed to

precisely measure the tracks, energy, and momentum of the particles emerging from

the collisions. The layout and features of the CMS detector are discussed in the next

sub-section.

2.3.1 CMS coordinate system

The CMS has adopted the coordinate system with the origin located at the collision

point of the detector. The y-axis directs vertically upward, and the x-axis directs radially

inward toward the ATLAS detector. The z-axis direct toward the beamline. The x-axis

in the x-y plane determines the azimuthal angle ϕ, and the radial position is defined by

r. The z-axis in the z-y plane defines the polar angle θ. The Pseudorapidity is described

as η = -ln[tan(θ/2)] [17]. The energy and momentum transverse to the beam direction,

represented by ET and pT , respectively, are estimated from the x and y components.

Fig 2.4 represents the CMS coordinate system [2].

Figure 2.4: CMS coordinate system.

2.3.2 Detector Layout and Salient Features

The CMS detector is 21.6 m long and has a diameter of 14.6 m. It has a total weight

of 12500 tons. At the core of CMS sits a superconducting solenoid with a dimension of
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13m in length, 6m in inner diameter, and 4T of magnetic field providing ample bending

power (12 Tm) before the muon system, which calculates the muon bending angle.

The return field incorporates four muon stations to ensure full geometric coverage and

robustness. The muon system comprises the aluminium-based drift tube (DT) in the

barrel region, and the endcap is covered by the cathode strip chambers (CSC). Another

muon system complements both regions, known as resistive plate chambers (RPC). Fig.

2.5 represents the layout of the CMS detector highlighting the sub-detector installed at

various positions.

Figure 2.5: CMS detector [2].

The inner bore of the solenoid coil houses the tracker and the calorimetry inside. The

CMS tracker volume is characterized by a cylinder of size 2.6 m in diameter and 5.8

m in length. CMS utilizes ten silicon microstrip detectors to manage the high-track

multiplicities, delivering the required precision and granularity. In expansion, three

layers of silicon pixel detectors are established proximate to the interaction region to

enhance the measurement of the charged-particle tracks and the position of secondary

vertices. CMS electromagnetic calorimeter (ECAL) utilizes lead tungstate (PbWO4)

crystals, which cover the regions in pseudorapidity up to |η| < 3.0. The silicon-based

avalanche photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in

the endcap, capture and detect the scintillation rays. A preshower system is installed

before the endcap ECAL for π0 rejection [2].
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The ECAL is encircled by a brass/scintillator sampling hadron calorimeter (HCAL)

with a coverage range of up to |η| < 3.0. The scintillation light is transformed by

wavelength-shifting (WLS) fibers integrated with the scintillator tiles and directed to the

photodetectors. The forward calorimeters provide full geometric coverage for estimating

the transverse energy in the event. Further, forward coverage is achieved with other

diverse sets of dedicated calorimeters (ZDC [2]) and the TOTEM [18] tracking detectors.

The following section briefly describes the CMS ECAL and HCAL.

2.3.3 Electromagnetic Calorimeter

The Higgs boson discovery via exploring the ‘golden channel’ H → γγ would not be

achievable without an excellent and superior electromagnetic calorimeter (ECAL). The

ECAL was devised to have fine granularity and excellent energy resolution, which per-

mits the distinction of two photons and, as an outcome, suppresses the background

comprised by π0 → γγ decays.

The ECAL is a homogeneous calorimeter constructed by mounting 61200 lead tungstate

(PbWO4) crystals in the central barrel part, sealed by 7324 crystals in each endcap. A

preshower detector is positioned in front of the endcaps. As photodetectors, the barrel

has employed Avalanche photodiodes (APDs), and the endcap uses vacuum phototriodes

(VPTs). The employment of high-density crystals has permitted the design of a fast

calorimeter, which has radiation resistance and fine granularity, all essential elements in

the LHC environment.

The features of the lead tungstate crystals make them an appropriate option for function

at LHC [19]. The high density (8.28 g/cm3), small radiation length (0.89 cm), and

short Molière radius (2.2 cm) result in a fine granularity and a compact calorimeter.

The light beam degradation interval of these crystals closely follows the LHC bunch

crossing time of 25 ns to emit approximately 80% of the light. The light output of these

crystals is relatively low, and changes with temperature (-2.1% 0C−1 at 180C): at 180C,

about 4.5 photoelectrons per MeV are accumulated in both VPTs and APDs. Fig. 2.6

represents the lead-tungstate crystal and APD used in the barrel calorimeter (EB). Fig.

2.7 represents the lead-tungstate crystal and VPT used in the endcap calorimeter (EE).

2.3.3.1 ECAL Layout

The pseudorapidity coverage of the ECAL barrel (EB) region is |η| < 1.479. The EB

granularity is 2 × 85-fold in η, and 360-fold in ϕ resulting in 61200 crystals. The crystals

maintain a tapered profile, varying slightly with the position in η. The crystals are
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Figure 2.6: PbWO4 crystal with APD photodetector attached [2].

Figure 2.7: Alveolar, Interface Plate, Housing, Optical Fibre Insert, Crystal and VPT
and End-Stop of the CMS ECAL Endcap (EE) [20].

positioned in a quasi-projective geometry to evade cracks aligned with the trajectories

of the particles. Crystal axes make a slight angle (30) regarding the vector from the

interaction vertex in the η and ϕ projections. The cross-section of the crystal corresponds

to nearly 0.0174× 0.0174 in η - ϕ or 22 x 22 mm2 at the front surface of the crystal and

26 x 26 mm2 at the rear surface. The length of the crystal is 230 mm, corresponds to

25.8 X0.

The rapidity range of the endcap calorimeter (EE) is 1.479 < |η| < 3.0. The endcap

comprises crystals identically organized in the mechanical entity of 5η × 5ϕ crystals

(super-crystals) incorporating a carbon-fiber alveola configuration. Both the endcaps

are further partitioned into two identical halves or Dees. Each half maintains 3662
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crystals. The crystals and super-crystals are organized in an x-y rectangular grid. The

rear face area of crystals is 30× 30 mm2. The front face area is 28.62× 28.62 mm2 and

has a span of 220 mm (24.7 X0). The layout of the CMS calorimeter is presented in Fig.

2.8.

Figure 2.8: Longitudinal (top) and 3D (bottom) view of the CMS calorimeter system
[2].

As discussed earlier, the essential requirement to suppress the background comprised

by π0 → γγ decays, a preshower (ES) detector positioned before the ECAL to prevent

such false signals. The ES has a considerably finer and better granularity than the

ECAL, with sensor strips 2 mm wide in contrast to the 3 cm wide crystals of ECAL. It

comprises two planes of lead (Pb) absorber (of thickness approximately 1 X0) followed by

silicon detectors identical to those employed in the tracker. When a photon transverses



➋ The CMS experiment at the LHC-CERN 19

via the lead layer, it generates an electromagnetic shower, detected and measured by

the silicon sensors. From this, the photon’s energy is estimated while maintaining two

detector layers, providing two measurements to accurately locate the particle’s position

and assist in separating the two photons from a π0.

2.3.4 Hadronic Calorimeter

The design and placement of the CMS hadron calorimeter (HCAL) were constrained by

the volume required to install the detector. The barrel (HB) and endcaps (HE) region

of the hadron calorimeter are placed outside the ECAL. The HB is radially confined

between the outermost space of the ECAL (R = 1.77 m) and the internal volume of

the solenoid coil (R = 2.95 m). This configuration restrains the volume of material that

can be placed in to digest the hadronic shower. Further |η| = 3, the forward hadronic

calorimeter (HF) is established at 11.2 m from the collision point, increasing the coverage

of the calorimeter till |η| = 5.2.

As a sampling calorimeter, HB comprises 36 azimuthal wedges in identical shapes cov-

ering the pseudorapidity range η < 3. Each wedge is subdivided into 16 azimuthal

plates assembled to eliminate projective dead material. Brass (70% Copper and 30%

Zinc) is utilized as the absorber, besides the first and last layers, which are constructed

of stainless steel for structural integrity. The coverage of the endcap (HE) region is

1.3 < η < 3.0. The active medium employs the tile and wavelength shifting fiber (WFS)

method to carry out the light wave, read out through hybrid photodiodes (HPDs). The

HCAL granularity is an integral multiple of the ECAL. Up to η < 1.6, HCAL towers

maintain a dimension of ∆η × ∆ϕ = 0.087× 0.087, while for η > 1.6, the size extended

to ∆η × ∆ϕ = 0.17 × 0.17. Fig 2.9 shows the longitudinal view of the CMS detector

and highlighting the HCAL and its components.

2.3.5 Solenoid Magnet, Tracker, and Muon System

2.3.5.1 Solenoid Magnet

The characteristics of the magnet are essential for ensuring adequate performance for

the physics experiment carried out in the high-energy domain. It requires high bending

power to precisely measure the charged particle momenta at a broad range of energies

that can be accomplished by employing strong magnetic fields. For a charged particle,

the momentum in a uniform magnetic field is given by
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Figure 2.9: Schematic diagram of the HCAL elements in the CMS, including the
barrel hadronic (HB), the endcap region (HE), the tail catcher beyond the magnet

(HO), and the forward hadronic (HF) [2].

p = γmv = qBr (2.4)

where q is the charge, B is the magnetic field, m is the mass and r is the bending radius.

The sagitta of the trajectory is given by

s =
L2

8r
=

qBL2

8p
(2.5)

where L is the track length in the magnetic field, and considering that the particle

traverses the solenoid from the interaction point, L is equivalent to the solenoid radius.

The transverse momentum resolution is proportional to the solenoid radius and magnetic

field as

dp

p
∝ p

BL2
(2.6)

Therefore, a high volume and a strong field are required to enhance the resolution. The

design of the CMS targets both parameters as it employs a large solenoid of 6 m diameter

and an enormous magnetic field of 3.8 T.
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2.3.5.2 Tracker

The inner tracking module is designed to equip CMS with the efficient and detailed

measurement of the tracks of charged particles arising from the collisions and accurate

reconstruction of secondary vertices. It encloses the collision point inside a diameter

of 2.5 m and features a length of 5 m. The CMS tracker comprises a pixel detector

featuring three barrel layers at radii in the range of 4.4 cm and 10.2 cm and ten barrel

detection layers of silicon strip tracker advancing outwards to a radius of 1.1 m. The

endcaps provide tracking information in the forward region of the detector. On each the

front of the barrel, it comprises 2 plates in the pixel detector and 12 plates in the strip

tracker. This topology increases the tracking coverage in the range of |η| < 2.5. The

CMS tracker is the largest silicon tracker ever built, with nearly 200 m2 of active silicon

space. Fig. 2.10 represents the layout of the CMS tracker.

Figure 2.10: Cross-section depicting the CMS tracker. The single line defines the
detector module, whereas the double lines point to the back-to-back modules [2].

The design and layout of the read-out electronics and silicon sensors must consider and

evaluate the radiation damage caused by large particle flux. It must ensure a signal-

to-noise ratio (SNR) of 10:1 or higher over the entire lifespan of the detector to ensure

robust and accurate track recognition at an adequate fake hit rate. The ionizing particles

generate charges in the electronic circuitry of the sensors, which can alter the functioning

of memory cells and disrupt the read-out performance. A standard 0.25 µm CMOS tech-

nology is used to fabricate the read-out chips of the CMS tracker, which is intrinsically

radiation-hard due to unique design rules and thin gate oxide. The deterioration of the

silicon sensors due to the high radiation limits the lifespan of the silicon strip tracker.

Nuclear interactions of charged particles in the detector material significantly decrease

the tracking efficiency for these particles. Furthermore, the sensor material causes the

bremsstrahlung and photon conversion, adversely impacting the ECAL measurement
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accuracy. Therefore, it is necessary to maintain the optimum quantity of the sensor

material.

2.3.5.3 Muon System

One of the key channels in the study and search for the SM Higgs boson is the decay

into ZZ or ZZ∗, which decays into four leptons [2]. The most reasonable case is when

all four leptons are muons since they are easily detectable and deliver the best mass

resolution. Therefore, CMS must identify the muons in the collisions precisely. This

task is achieved by the CMS muon system, which must deliver standalone measurements

of muon momenta to help in muon identification.

The muon system covers the entire kinematic range of CMS. The muon detector area

is nearly 25000 m2. The CMS employs gaseous detectors to construct the muon system

since they are reliable, inexpensive, and robust. Three kinds of muon detectors are

installed in the CMS detector.

In the barrel region, drift tube (DT) sections and resistive plate chambers (RPC) are

installed, whereas for the endcap sector, Cathode Strip Chambers (CSC) and RPC are

established to operate in more dense conditions. The layout of the muon system and its

components is depicted in Figure 2.11.

Figure 2.11: One quadrant layout of the muon detector in the r - z plane depicting
the placement of muon sub-detectors viz. DT, RPC, and CSC. [21]
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2.3.6 Triggering at the CMS

During collisions, The CMS detector encounters billions of events per second. Stor-

ing and processing these events require massive storage and hardware infrastructure

capacity. However, many of these events do not carry any rare or significant physics

information and could be discarded early in data acquisition. The CMS detector em-

ploys the trigger mechanism to perform rapid rate reduction by efficiently selecting rare

and interesting events and rejecting the noise. The CMS trigger system performs this

rate reduction in two steps [6]. At first, the Level-1 trigger, based on a custom-designed

electronics board (hosts FPGAs), reduces the incoming rate (LHC bunch-crossing) from

40 MHz to 110 kHz. In the second stage, a CPU farm-based High-Level Trigger (HLT)

facilitates the rejection from 110 kHz to 2.4 kHz. Fig. 2.12 illustrates the CMS two-level

triggering scheme.

Figure 2.12: Schematic of CMS trigger system implemented in two-level: first is the
Level-1 trigger (LV1) based on custom-designed FPGA boards, and second is the high-

level trigger (HLT) based on processor farm.

2.3.6.1 Level-1 Trigger

The Level-1 trigger is based on a custom-designed electronics board with FPGA as the

central processing element. The Phase-1 Level-1 trigger takes coarse (less granular) data

from the muon and calorimeter backend system while temporarily retaining the high

granular data in the pipelined buffers in the front-end (FE) electronics. The objective

of the Level-1 trigger is to achieve adequate reduction from the input bunch-crossing
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rate of 40 MHz to deliver an output rate of 110 kHz. The triggering begins from

local or regional information in calorimeters and muon sub-detectors. This detector

data is encoded in trigger primitives (TPs), essentially hit patterns and energies in the

calorimeters and features in muon chambers. The subsequent stage uses the regional

triggers that merge data from TPs to create ranked trigger objects in localized parts

of the detector. The global calorimeter and muon triggers then sort the regionally

constructed candidates and send the highest-ranked ones to the global trigger (GT).

The GT incorporates all information from the global calorimeter and muon trigger, and

flexibly, it can apply topological conditions and requirements for combinations of trigger

objects. The architecture of the Phase-1 Level-1 trigger system is depicted in Figure

2.13.

Figure 2.13: CMS Phase-1 Level-1 trigger architecture [22].

The Phase-1 calorimeter trigger is implemented into two successive processing layers.

The layer-1 comprises 18 Calorimeter Trigger Processor (CTP7) boards that perform

pre-processing and data formatting. The algorithms are based on processing the tower

level of the ECAL and HCAL, such as the aggregate of ECAL and HCAL energies, energy

calibration, and the calculation of the H/E ratio. The 9 layer-2 processor boards (MP7)

host calorimeter algorithms that find particle candidates and calculate total global en-

ergy. Each MP7 can access an entire event at trigger tower (TT) granularity. The layer-2

employ the time-multiplexing approach which eliminates the requirement of sharing the
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of boundary region. The algorithms are completely pipelined and start processing once

the lowest portion of data is acquired. The trigger candidates are transmitted to a de-

multiplexer board, also an MP7, that re-formats the information for the upgraded uGT.

The uGT is liable for permitting the event to be further analyzed by the HLT. Fig. 2.14

highlights the two level implementation of the Phase-1 calorimeter trigger.

Figure 2.14: The Phase-1 Level-1 calorimeter trigger. The boards are organized in
two layers. Layer-1 comprises 18 CTP7 boards receiving a total of 1152 input links.
Each board sends 48 output links (4 links per bunch-crossing) to the MP7 board (via a
patch panel), which are organized in TM9 mode with three redundant or spare boards.

Each MP7 board receives 72 input links and sends six output links to the GT [8].

The main highlight of the Phase-1 trigger electronics is the upgrade from VME-based

crate system to µTCA standard [23]. The µTCA crate is based on the Vadatech VT892

7U chassis that supports 12 AMC [24] double-width slots. The 12 AMC slots fulfill the

requirements of many trigger systems. The double-width cards yield additional front

panel space and PCB real estate that can be required, such as routing large numbers of

optical links and high-density FPGAs. Fig 2.15 describes the Vadatech VT892 µTCA

crate. The crate has dual mTCA Carrier Hubs (MCHs), Power Modules (PMs), and

Cooling Units (CUs), allowing complete redundancy for systems. CMS has decided to

utilize the second MCH slot to provide the trigger signals, distribute the LHC clock,

and optionally consolidate the data via the Data Acquisition (DAQ) system.
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The AMC13 is a customized board that provides a feedback mechanism for the Trig-

ger Throttling System (TTS), Trigger Timing and Control signals (TTC), and a high-

bandwidth DAQ link for a µTCA crate in CMS [2]. The AMC13 is located in the

secondary MCH site with a “dual-star” backplane featuring point-to-point connections

to each of the twelve AMC cards in the crate. The AMC13 card corresponds to an MCH

form factor. However, it is treated by the main MCH as a “13th AMC”. Consequently,

the term AMC13. It uses the TTS input to request a change in the state of the CMS

trigger throttling system (TTS) output. It utilizes the TTS state response to report

the synchronization error conditions or buffer overflow warnings. The response of the

AMC13 to these inputs is made programmable.

Figure 2.15: The VT892 µTCA crate from Vadatech. The ventilation cavities for the
top-bottom cooling are apparently visible. The dual power modules (PMs) are located
on the left of the crate. The dual µTCA Carrier Hubs (MCHs) cards are placed in the

center. The center top MCH slot is occupied with a custom “AMC13” module.

The main processing components of the Phase-1 trigger is the Calorimeter Trigger Pro-

cessor (CTP7) board. The CTP7 hosts the Xilinx Virtex-7 FPGA and supports high-

bandwidth serial communication capability through MGTs. The Avago technologies

provide the transceiver’s optical links, which are populated on the front side of the

CTP7. The MGTs are placed on a custom backplane designed by Vadatech to facilitate

data sharing within the crate. Fig 2.16 shows the CTP7 card used in the Calo Layer-1

featuring the Virtex-7 FPGA without the heatsink.

The CTP7 card feature a dedicated card control system based on Xilinx ZYNQ SoC

technology [25]. The ZYNQ supports a Linux operating system that facilitates nec-

essary functions and extensive board monitoring. Special arrangements are made for

power supplies and cooling infrastructure to ensure the efficient usage of the logic core

for calorimeter trigger applications. The careful design of the clocking infrastructure

ensures that numerous speeds can be supported synchronously, asynchronously, or si-

multaneously with reference to the LHC clock.
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Most CTP7 serial links are on the front panel through MiniPOD and Avago CXP optical

modules. Three CXP modules handle 36 RX and 36 TX links, compatible with the MPO-

24 interface. Additionally, there are 31 RX and 12 TX links over the Avago MiniPODs

on the front panel MPO-48 interface. Furthermore, the backplane supports 14 RX and

14 TX links. Out of 48 TX and 67 RX optical links, 36 TX and 40 RX fibers are linked to

the front side of the board, and the remaining 12 TX and 27 RX are tied to the backside

of the board. On the other hand, There are DAQ and Gigabit-Ethernet (GbE) links

over the backplane. The links are developed and validated to function at up to 10 Gbps

asynchronously and synchronously with the LHC clock facilitated by the crate.

Figure 2.16: CTP7 card with Virtex-7 FPGA and ZYNQ SoC.

2.3.6.2 High Level Trigger

The High-Level Trigger (HLT) processes the events using a commercial processor filter

farm comprising CPUs and GPUs. The main objective of the HLT is to decrease the

incoming event rate from 110 kHz to 2.4 kHz. After receiving the Level-1 accept signal,

the events corresponding to the same bunch-crossing must be transmitted from the

readout units (RU) to a single processor of the HLT for evaluation. A fast network

known as Event Builder (EB) is employed that has a readout (RU) and builder (BU)

layer bridging across a high-speed switching system. It constructs one entire event from

the data fragments arriving at its readout units. It successively streams all the data of

each bunch-crossing to a respective filter unit (FU) for evaluation at HLT. Since HLT

processing takes more latency than Level-1, this process is serial, resulting in individual

nodes in the farm processing a distinct event. The processing power in the farm must

be adequate such that when the last node is populated, the first node is open for the
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next event. However, prominent safety factors have to be employed for the possibility of

failing nodes or nodes that spend much more time for event processing due to algorithm

and events anomalies (i.e., massive number of tracks to be reconstructed).

To optimize the processing time at the HLT, it employs several phases of event rejection.

Simple algorithms run first, and essential requirements are applied before executing more

complicated algorithms that burn more time. If the event is rejected in the first step,

complex algorithms do not execute, and the node is unrestricted to accept the next

event. The event accepted by the HLT is finally stored in the CERN TIER0 system.

Next chapter describes the High-Luminosity LHC, the drawback of the Phase-1 Level-1

trigger, triggering requirements of HL-LHC, Phase-2 upgrade of the CMS detector, and

major design and prototype requirement of the Phase-2 Level-1 calorimeter trigger is

discussed in the next chapter.



Chapter 3

High Luminosity LHC and

Triggering in Phase-2

High-Luminosity LHC (HL-LHC) will increase the potential of the LHC in terms of

precise measurements and physics discoveries. In its ultimate condition, the instan-

taneous luminosity of the HL-LHC will be 7.5 × 1034cm−2s−1, seven times the LHC

original design parameter (1 × 1034cm−2s−1) [26]. The goal is to enhance the perfor-

mance of the LHC after Phase-1 by delivering a large amount of collision data, which

helps in solving some of the most challenging questions of modern-day physics, such as

the comprehensive study of the Higgs boson particle and its properties, the existence of

supersymmetry (SUSY), physics beyond the Standard Model (BSM), and dark matter.

These rare physics phenomena have a significantly lower probability of occurrences (the

cross-section) and thus require extensive data collection (integrated luminosity). Fig.

3.1 represents the LHC operational timeline, including the HL-LHC, which will initiate

the operation during May 2029 after Long-Shutdown 3 (LS3) and planned to operate

till year 2041.

Figure 3.1: The LHC timeline and its advancement to the HL-LHC (May 2029 to
October 2038) after Long-Shutdown 3 [27].

29
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In the ultimate luminosity regime of 7.5 × 1034cm−2s−1 and considering thirteen years

of operation, the ambitious goal of the HL-LHC is to collect 4000 fb−1 of collisions

data. The high luminosity of the LHC is associated with the higher number of simulta-

neous proton-proton interactions, called pileup. A high pileup environment poses more

complexity and contaminate the particle reconstruction process. Table 3.1 summarises

the Run-2 and HL-LHC expected (instantaneous and integrated) luminosity and the

maximum pile-up information.

Instantaneous luminosity Pile-up (average)
Integrated

luminosity (fb−1)

Run-2 2.1 × 1034cm−2s−1 55 160

HL-LHC
(baseline)

5 × 1034cm−2s−1 140 3000

HL-LHC
(ultimate)

7.5 × 1034cm−2s−1 200 4000

fb = femtobarn

Table 3.1: Luminosity and pile-up Information of HL-LHC and Run-2.

The next section describes the drawbacks of the Phase-1 system which leads to the

upgrade of the CMS Level-1 calorimeter trigger.

3.1 Phase-2 Upgrade of the CMS Detector

The HL-LHC poses the limitation regarding higher pile-up multiplicity and extreme ra-

diation environment. To tackle these challenges, the CMS detector requires significantly

upgrading its sub-detectors, front-end and backend readout, data acquisitions (DAQ),

and trigger system. The main highlights of the Phase-2 upgrade of the Level-1 trigger

are the employment of large FPGAs, high-speed optical links, and the first-time inclu-

sion of the tracker information and PF-based correlator trigger. Fig. 3.2 highlights the

major upgrade planned for the CMS detector during Phase-2. The following sections

describe the main highlights of the CMS Phase-2 upgrade in detail.

3.1.1 Pixel and Tracker

The CMS has planned to upgrade the entire tracking system by replacing the pixel and

strip tracking detector with a smaller pixel sensor that can endure the high radiation

environment. The Outer Tracker features micro pixel and strip sensor, extending the

overall coverage to |η| = 3.9 [26]. Stacked strip modules at the outer tracker help lower

the hit multiplicity and provide the particle’s track information to the Level-1 trigger

system. The Outer Tracker performs the identification of charged particles (at 40 MHz of
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Figure 3.2: Summary of the CMS HL-LHC upgrade.

bunch-crossing) through ”pT modules”. It uses the pT threshold of 2 GeV for particles to

filter a signal by evaluating the hit correlation between two neighboring silicon sensors.

The backend Level-1 track-finding system receives the pairs of correlated tracker hits,

also known as ”stubs”. The track-finding system employs a ”hybrid” algorithm [26], and

it is implemented on the FPGA-based ATCA platform, extensively exploring parallel

processing in geometrical topology and in time.

The implementation strategy is partitioning the outer tracker into nine ϕ sectors, with

a single FPGA processing one ϕ sector. It also employs the time-multiplexing (TMUX)

scheme [28], leading to the requirement of a 162 FPGA board for the track-finding

system.

3.1.2 Muon system

The Phase-2 upgrade of the muon system includes the replacement of the drift tubes

(DT) and cathode strip chambers (CSCs) front and backend electronics along with the

installation of improved resistive plate chambers (iRPC) and gas electron multiplier

(GEM) chambers to increase the coverage upto |η| = 2.4 and 2.8, respectively. The

combined muon barrel trigger primitives generator and the DT DAQ comprise 6 ATCA
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crates, each supporting ten Barrel Muon Trigger (BMT) [26] boards to cover 60 DT

sectors. Two crates with 12 boards per crate are required to cover 12 DT wedges.

Phase-2 upgrade of the RPC backend electronics will utilize 18 Serenity boards with

three ATCA crates, one for each RPC barrel, endcap, and iRPC. The Phase-2 upgrade of

the CSC includes partially replacing various components in the read-out chain, spanning

from off-chamber to on-chamber electronics. The CSC backend system will incorporate

two ATCA crates, one per endcap, each housing five APx boards. Fig 3.3 illustrates the

barrel muon backend system.

Figure 3.3: Barrel muon trigger primitive generation architecture. The DT informa-
tion is processed via the onboard DT frontend system and ultimately forwarded to the
backend barrel muon trigger layer-1 (BMTL1). The barrel RPC hits are transferred via
the link system. The BMTL1 performs the clustering of the RPC hits, constructs the
DT trigger segments, and merges both collections into super-primitives. The BMTL1
trigger primitive outputs are sent to the Overlap Muon Track Finder (OMTF) and

Barrel Muon Track Finder (BMTF) via the high-speed optical links [26].

3.1.3 Calorimeter

CMS collaboration has planned to entirely replace the endcap calorimeter and upgrade

the on-detector front end and backend electronics of the barrel calorimeter. The up-

grade mainly emphasizes the high radiation tolerance in the forward region, the high

granularity information from the endcap and barrel, and the spatial timing information

of the individual particles to mitigate the effect of the high pile-up.

The Phase-1 endcap calorimeter will be entirely replaced by a new radiation-tolerant

high-granularity 5D imaging capable calorimeter known as the high-granularity calorime-

ter (HGCAL) [9]. It will provide the energy, positional, and precision-timing informa-

tion with 30 ps of resolution. Excellent physics performance will be achieved by using

radiation-tolerant silicon pad sensors (0.5 or 1 cm2 of area) and SiPM-on-scintillator
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tiles (4 to 32 cm2) with high transversal and longitudinal segmentation. The HGCAL

supports 6.4 million readout channels, almost double the magnitude of channels sup-

ported by the Phase-1 endcap system. The electromagnetic section of HGCAL houses

26 active layers of silicon-based sensors interleaved with lead absorbers, copper, and

copper-tungsten. The assembling of the hadronic system is planned by using 21 active

layers of silicon and scintillator tiles, uncoupled by steel absorbers. Overall, the silicon

sensors will occupy 600 m2 of area (three times the area covered by the tracker), and

the SiPMs-on-scintillator tiles will cover 400 m2 of area.

One of the prominent features of the HGCAL is the hexagonal-shaped sensors processed

on 8-inch silicon wafers. The hexagonal bee-hive-like structure optimally utilized the

circular wafer, making it highly cost-effective. Fig 3.4 illustrates the HGCAL bee-hive

shaved trigger cell formed due to the grouping of the sensor cell.

Figure 3.4: Illustration of the grouping of sensor cells in three-fold diamond pattern
on hexagonal 8-inch silicon wafer. Arrangement of large sensor cell (1.18 cm2) is shown

in left and smaller cell (0.52 cm2) in the right [9].

The barrel calorimeter (ECAL and HCAL) was crucial in discovering the Higgs boson

particle due to its decay in two photons (γ). The Phase-2 upgrade preserves the current

ECAL lead-tungstate (PbWO4) crystals and HCAL scintillator. However, the barrel

front-end and backend electronics will entirely be replaced to increase the granularity

from tower level (five-by-five crystals) to each crystal with further enhancement due to

the inclusion of timing information using the MIP timing detector [29]. The timing

information helps reduce the pile-ups.

With 61200 crystals in ECAL, the readout of the crystals is planned to be carried out

in the group of 25 such crystals, leading to 2448 such groups. It requires four low power

GBT (lpGBT) [30] links (10 Gbps) per group, resulting in 9792 links for the whole

barrel ECAL. The key technical reason for the barrel calorimeter electronics upgrade is

the increase in the L1 trigger latency from 4 µs in the Phase-1 system to 12.5 µs in the
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Phase-2, and the increment in L1 trigger output rate from 100 KHz to 750 KHz. Fig.

3.5 represents the proposed front-end readout architecture of the barrel ECAL.

Figure 3.5: ECAL Phase-2 front-end readout scheme [31].

The barrel calorimeter signal amplification, shaping, and digitization operation is per-

formed by the Very Front End (VFE) board. These VFE board will be replaced and

planned to provide noise filtering and better timing resolution to suppress the APD

anomalous signal (known as ”spikes”) effect at the L1 trigger.

The Phase-2 barrel backend system uses the barrel calorimeter processor (BCP) board,

which can process up to 96 lpGBT links [31]. It requires 108 BCP boards housed in

9 ATCA crates (12 cards per crate). The BCP cards perform the operation of data

buffering and generate the trigger primitives (TPs) for the Level-1 calorimeter trigger.

The mapping and coverage of the BCP crate to process the CMS barrel calorimeter are

shown in Fig 3.6.

3.1.4 Data Acquisition (DAQ)

CMS also planned to entirely replace the data acquisition (DAQ) and the trigger system

(Level-1 and HLT). The front-end (FE) system is often mounted on the detector or in

its vicinity. Conventionally it comprises a combination of an analog and digital module,

which performs the task of gathering, processing, and digitizing the signals from the

detector. It also acquires additional logic to control these processes and helps monitor

the detector parameters. The backend (BE) electronics are localized in the service cavern

(USC), which encounters negligible or no stray magnetic field and offers a radiation-free

environment. The backend system receives and processes the digitized data from the
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Figure 3.6: Mapping of the BCP crate with the barrel ECAL [31].

front-end, ensuring its control and synchronization. Ultimately, it serves as an input to

either the data acquisition (DAQ) or L1 trigger.

The detector FE and BE communicate via bidirectional links. The backend uses the

downlinks to distribute the L1 accept signal (provided by the L1 trigger), the master

clock, and control signals for the FE electronics (mainly reset signals). The FE uses the

uplinks to transmit the detector digitized data to the BE electronics for pre-processing

before channeling it to the L1 trigger and sending the full granular information to the

DAQ system. Several sub-detectors transmit a limited amount of collisions data while

buffering the entire information in the FE pipeline buffers (waits for the L1 accept

signal), while others transmit the entire bunch-crossing (BX) of the information to the

corresponding backend sub-system.

The major role of the CMS DAQ is to facilitate the routing of the detector data and

decoupling of the time domain between the synchronous front (backend and hardware

trigger system) and the asynchronous HLT and permanent storage. Fig. 3.7 describes

the synchronous and asynchronous DAQ front.

The synchronous part of the DAQ system distributes the trigger accept, master clocks,

and control signals, such as the Trigger, Timing, and Control (TTC) signal to the BE.

It collects the buffer flag signal of each BE board to supervise the application of the L1

accept signal and inhibit the buffer overrun. In CMS, these two functions are merged
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Figure 3.7: Asynchronous and synchronous interface of the CMS Phase-2 DAQ system
[32].

and performed by the Trigger and Timing Control and Distribution System (TCDS)

[33]. The main objective of the DAQ is to collect the L1 accepted events and stabilize

the effective deadtime at a nominal level. The DAQ and TCDS Hub (DTH) [26] board

is used to accumulate the data from multiple BE boards and merge it to feed the high-

speed commercial Data to Surface (D2S) optical links with a bandwidth of 100 Gbps or

higher. The D2S links transfer the data to the surface, where the buffering is provided

via the set of I/O processors until the event building. Fig 3.8 illustrate the Phase-2

architecture of the CMS DAQ system.

3.1.5 Level-1 Trigger

The Phase-2 upgrade of the CMS Level-1 trigger system focuses on all three fronts, such

as the extensive usage of large FPGAs, high bandwidth optical links, and the imple-

mentation of sophisticated and complex algorithms, which were only possible at HLT

in the Phase-1 system. The Phase-2 trigger system is currently prototyped using Xilinx

UltraScale+ XCVU9P FPGA and is planned to use the XCVU13P FPGA in the final

system, which can support the maximum bandwidth of 32.75 Gbps. The UltraScale+

FPGA features more than double the amount of LUTs, FFs, and serial bandwidth

the Virtex-7 FPGA (Phase-1) can offer. Table 3.2 summarized the specification of the

Virtex-7 FPGA used in Phase-1 and UltraScale+ (VU9P and VU13P) FPGA used for

prototyping Phase-2.
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Figure 3.8: Graphical representation of Phase-2 DAQ system [33].

Phase-1

Virtex-7 (XC7VX690T)

Phase-2

UltraScale+ (XCVU9P)

Phase-2

UltraScale+ (XCVU13P)

Technology 28 nm 16 nm 16 nm

LUTs 693,120 1,182,240 1,728,000

FFs 866,400 2,364,480 3,456,300

DSPs 3600 6,840 12,288

Maximum Serial bandwidth
(Gbps)

13.1 32.75 32.75

GTs 80 120 128

Table 3.2: Logic, and serial bandwidth comparison between the Phase-1 Virtex-7 [34]
and Phase-2 UltraScale+ FPGA devices [35].

On the architecture front, the Phase-2 triggering at CMS will preserve its two-level

rate reduction strategy while emphasizing the increased reconstruction complexity at

the L1 trigger. The latency of the Phase-2 Level-1 trigger system will be 12.5 µs to

accommodate more complex algorithms, processing high-granular information and new

sub-systems such as correlator trigger (CT) and track trigger. The output rate of the

L1 trigger will increase from 100 KHz to 750 KHz while maintaining the same input

frequency of 40 MHz of bunch-crossing. The Phase-2 HLT system will employ advanced

and high-performance processing systems and is planned to share some of the recon-

struction algorithms to compile on GPUs. The input rate for the HLT will be 750 KHz,

and it accesses the full granularity of the detector and reduces the rate up to 7.5 KHz

within the maximum timing budget of 500 ms.

The system receives input from the calorimeter, muon spectrometer, and track finder.

Due to high bandwidth constraints, the computation of the trigger quantities, such as

the trigger primitives, is planned to be implemented at the detector backend system.

The calorimeter trigger processes the barrel information of electromagnetic calorimeter
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(ECAL) and hadronic calorimeter (HCAL) in the regional calorimeter trigger processor

cards (RCT). The global calorimeter trigger computes the upstream information from

RCT, hadron forward calorimeter (HF), and the HGCAL. The muon trigger system

collects the inputs from various muon spectrometers, such as the resistive plate chambers

(RPC), drift tube (DT), cathode strip chambers (CSC), and gas electron multiplier

(GEM). In the local sub-division, the muon trigger is comprised of the muon track

finder and the barrel layer-1 processor. The muon track finder processes the input from

three distinct regions called BMTF, EMTF, and OMTF for barrel, endcap, and overlap,

respectively.

The Phase-2 Level-1 trigger system employs the particle-flow algorithm, organized in

two layers and referred to as correlator trigger (CT). It reconstructs higher-level objects

and identifies them into electrons, photons, muons, taus, and jets. The global trigger

(GT) makes the final decision, which issues the Level-1 trigger decision on whether to

accept the collision data. The Fig. 3.9 represents the architecture of the Phase-2 Level-1

trigger.

Figure 3.9: CMS Phase-2 L1 trigger system comprises three trigger sub-systems:
calorimeter, muon, and tracker [26].

This thesis work concentrates on the algorithm and firmware development of Level-1

calorimeter trigger, which requires designing and prototyping the new system. The

next chapter of the thesis discusses the proposed architecture of the calorimeter trigger,

the hardware components required, and the major design and prototyping constraints

associated with the system.



Chapter 4

Phase-2 Level-1 Calorimeter

Trigger

The Phase-2 CMS calorimeter system comprises four calorimeter sub-detector systems

to strategically cover the barrel and endcap geometry. This includes the electromagnetic

calorimeter (ECAL) and hadronic calorimeter (HCAL) in the barrel part of the detector.

A new radiation-hardened high-granular calorimeter (HGCAL) encloses the two end-cap

and the forward hadronic (HF) calorimeter in the forward regions of the detector.

4.1 Proposed Solution and Architecture

The proposed architecture of the Phase-2 calorimeter trigger is devised in two levels:

regional calorimeter trigger (RCT) and global calorimeter trigger (GCT). The levels

are further subdivided into three layers. The first level (layer-1) is the RCT, proposed

to be implemented using 36 FPGA boards (each hosting one XCVU9P FPGA). The

RCT employs the electron/photon clustering algorithm and processes only the inputs

from barrel region of the calorimeter. It sends the barrel calorimeter clusters and tower

information to the three GCT barrel boards using 144 optical links.

The second level is the GCT, proposed using ten FPGA boards (each hosting one

XCVU9P FPGA). In the second level (layer-2), three GCT barrel boards take the pro-

cessed input information from the RCT boards, and six GCT endcap boards take the

input from the forward region of the calorimeter, viz. HGCAL and HF.

The three GCT barrel boards receive the cluster and tower information of the barrel

and perform various hadronic clustering such as particle flow (PF), jets, taus clustering,

and computes the partial MET information. It merges the electron/photon clusters

39
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positioned at the RCT board boundaries and sends the final barrel information to the

correlator trigger in six-time slices using 144 output links.

The GCT endcap receives the HGCAL and HF information using 234 input links. Six

GCT endcap boards cover the HGCAL and HF, with three boards per endcap. The

inputs from HGCAL are time-multiplexed and require de-multiplexing at the GCT end-

cap board before processing in the clustering algorithm, which prepares the jet and taus

information. The GCT endcap sends the final output to the GCT sum board using six

output links.

In the second level (third layer), the GCT sum board, takes input from all the nine layer-

2 boards in the form of calorimeter-based objects from the entire calorimeter (ECAL,

HCAL, HGCAL, and HF). It formats the information as per the global trigger require-

ments, time-multiplex the data, and sends the final output to the global trigger using

six output links.

Infrastructure-wise, the planned architecture requires 46 FPGA boards, 2988 input op-

tical links from barrel calorimeter, HF, and endcap HGCAL, 144 output links to the

correlator trigger, and six output links to the global trigger. Fig 4.1 shows calorime-

ter trigger architecture with the required number of FPGA boards and optical links

connection.

Figure 4.1: Two-level and three layers architecture of the calorimeter trigger using
APx boards.
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4.2 Hardware Infrastructure of Phase-2

The Phase-2 upgrade of the CMS Level-1 trigger system is planned to replace the Phase-1

µTCA-based processors (utilizing in current Phase-1 trigger system) with the Advanced

Telecommunications Computing Architecture (ATCA) standard board, crate, and rack

system. The ATCA specification [36] promised numerous advantages over the µTCA

in terms of more power with associated cooling, high density, and a high-performance

backplane compatible with various sets of common serial standards (1/10/100 GbE,

PCIe, and others). The CMS Phase-2 ATCA board family features one or two Xilinx

large FPGAs (UltraScale/UltraScale+) for increased computational capability for the

Level-1 algorithms in Phase-2. The ATCA boards are equipped with high-speed optical

links to gather the collision data and thus provide a comprehensive view of the detector

for event reconstruction. The next section describes the ATCA specification in details.

4.2.1 Advanced Telecommunication Architecture: ATCA

The ATCA benchmark defines the board, shelf (chassis), frame (rack) form factors,

power, core backplane connectivity, management interfaces, cooling, and the electrome-

chanical specifications of the boards. The specification defines the key elements of ATCA

as:

• Boards: The computing blades/cards that are pluggable and removable in a shelf

• Shelf : The 12U (U is rack unit equivalent to 1.75 inches) tall chassis delivers

power, backplane connectivity, cooling, and the slots to maintain up to 16 boards.

• Frame: A rack (generally 46U high) delivers a rigid framework abiding up to three

shelves.

The ATCA board specification defines the form factor of 8U tall (14 in) by 280mm of

depth (11.02 in) and 6HP wide (1.2”/30.48mm). The board spans 140 square inches

of area, enabling multi-processor strategies or designs to accommodate large chunks of

memory. The rear side of the board has alignment keys, power connectors, rear I/O

access, and high-speed links to the passive backplane. Fig. 4.2 illustrate the ATCA

board and Rear Transition Module (RTM) layout.

Each ATCA crate/shelf incorporates one or two hub slots, determined by slot numbers

1 and 2. Each hub slot is connected to each node slot using a dual-star configuration

with four high-quality signal pairs as shown in Fig. 4.3.
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Figure 4.2: ATCA board specifications [36].

Figure 4.3: Dual Star connection topology [36].

The ATCA layout adopted for the Phase-2 upgrades is based on a 14-slot crate, provided

with a CERN-endorsed crate manager. For widespread system reasons (availability of

spare slots, cooling load, and power) and future requirements, reserving two of the twelve

node slots as spares is recommended. Fig 4.4 depicts the initially planned backplane

connectivity strategy between the hub and node slots.

CERN-endorsed exterior mains-to-48 V power converters will power the ATCA crates.

For installation, the ATCA racks need vertical airflow for cooling in the current elec-

tronics rack infrastructure in the service cavern (USC). The cooling system of the USC

rack is rated for an ultimate heat load of 10 kW per rack, with an average of 6 kW.

Furthermore, the USC Heating, Ventilation, and Air Conditioning (HVAC) system is
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Figure 4.4: CMS dual star backplane connection topology. Each of the two hub
boards are connected with the node board in ”star” convention [26].

designed to manage the maximum heat leakage of 50 W per rack. Therefore, the rec-

ommended threshold for the maximum power dissipation for the node blades is 300 W.

The next section describe the APd1 board used in prototyping the Phase-2 calorimeter

trigger.

4.2.2 First APx Demonstrator Board: APd1

Designed at the University of Wisconsin, the Advanced Processor (APx) philosophy aim

is to provide a generic trigger processing board to fulfill the requirements of the Phase-2

trigger system in terms of high-speed optical bandwidth and computation power. It

features FPGA as the central trigger processing element. The fundamental design idea

is to explore a modular methodology exploiting reusable firmware, circuits, and software.

The APx philosophy employs the Xilinx ZYNQ system-on-chip (a blend of programmable

logic and processing system on the same silicon) device as the primary embedded Linux-

based control site. This SoC-based control site uses integrated programmable logic

(FPGA) to assist the Linux system in efficiently handling the optical modules, FPGAs,

clock synthesizers, and additional board parts.

The APx board hosts several auxiliary mezzanine cards such as Ethernet Switch Mez-

zanine (ESM) [26], ATCA Rear Transition Module (RTM) [36], Embedded Linux Mez-

zanine (ELM) [26], and Intelligent Platform Manager Control (IPMC) [26]. APd1 is

the first demonstrator board of the APx philosophy, hosting a single Xilinx XCVU9P

FPGA and supporting hundreds of high-speed (25 Gbps) optical links. Fig. 4.5 shows

the APd1 board and its elements.
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Figure 4.5: APd1 board with the XCVU9P FPGA beneath the heatsink.

The IPMC and the ELM provide controls in the APx. The IPMC mezzanine card works

with the Shelf Manager (IPM controller) and controls the sensor readouts and crate

power on/off. When the ATCA card is plugged in (or the crate is powered up), only the

ESM and IPMC cards initially have the power (ESM to equip the IPMC with network

connectivity). Upon appropriate negotiation established for crate resources with the

Shelf Manager, the IPMC facilitates the power to the ELM and primary board elements

(FPGA, optics, etc.). Once booted, the ELM Linux system delivers the operational

support and configuration for the platform. It contains the initialization of FPGAs (bit-

stream loading and register or memory initialization) and the configuration of support

devices such as clock switches, Firefly optics, and jitter-cleaner. Communication between

the ELM board and APx FPGA(s) is facilitated over an AXI (Advanced eXtensible In-

terface) bridge which brings the memories and FPGA registers into the address space of

the Xilinx ZYNQ CPU at the hardware level. AXI is an interface benchmark advocated

by the industry and well merged into the FPGA core catalog and methodology of Xilinx

Vivado [37].

4.2.3 CMS Standard Protocol (CSP)

The CMS Standard Protocol (CSP) framework describes the rules and conventions for

encoding CMS trigger primitive and processed data onto serial optical links. CSP
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is a custom protocol that aims to communicate the physics information at an LHC-

synchronous line rate of 25 Gbps over serial links that function at the asynchronous line

rate of 25.78125 Gbps utilized in the telecommunication industry.

CSP works by splitting the bandwidth into a data fragment of a determinate size pro-

portionate to the LHC clock (40.079 MHz) and a filler part of indeterminate length,

depending on the respective transmitter (Tx) reference frequency. The four main prin-

ciples of operation of CSP are:

• Efficiency: minimize the overhead volume in the LHC bandwidth to expand the

amount of physics payload, which can be facilitated in the data stream. CSP

fulfills this by accommodating the data integrity checks and synchronization into

the filler bandwidth.

• Flexibility: Support for the diverse packet lengths required by the various detector

subsystems.

• Reliability: facilitating means of reliability that diagnose and protect the data

stream integrity in the existence of transmission bit errors.

• Modularity: allowing various rule-based implementations of CSP to materialize,

providing they qualify interoperability tests, thereby widening the area of exper-

tise.

The APx firmware shall incorporate a robust CSP algorithm with extensive reliability

and diagnostic capabilities, efficient use of firmware resources, and low latency. The

APx implementation of CSP is organized in five processing steps such as:

1. The buffer at the transmitter side (Tx) captures the algorithm’s AXI stream data

and forwards the stored packets from the buffer to the protocol transmitter module.

2. The protocol transmitter module transforms the captured data from the algorithms

to a bit stream according to the CSP conventions for data communication over

serial links.

3. An MGT hardware block that incorporates the FPGA transmitter and receiver

interfaces.

4. The protocol receiver module receives the serial link data in the CSP structure

and transforms it into an AXI stream for the final delivery to the receiver (Rx)

side algorithm.

5. A buffer at the receiver side can capture the AXI stream from the CSP protocol

receiver and forward the data to the receiver’s algorithm.
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4.3 DAQ and TCDS Hub: DTH board

In the baseline design planned for the CMS Phase-2 DAQ, sub-detector and sub-system

data (i.e., Level-1 trigger systems) are aggregated in the corresponding backend boards.

The data is transmitted using mid-board optics over short, point-to-point, and optical

links using a custom-developed protocol through the front panel to the DTH. Therefore,

the DTH aggregates the data from different backend cards in one backend crate and

merges the respective streams for transmission over the data-to-surface (D2S) network

for analysis and storage. Hence, the DTH decouples the detector and networking time

domains: changes in trigger rate and event size are buffered in the backend boards, and

changes in network throughput are buffered in the DTH.

The DTH card is also accountable for circulating the LHC bunch clock, fast commands,

Level-1 accepts (L1A), and trigger control directives for synchronization, calibration,

etc., to the backend boards, all over dedicated point-to-point backplane connections. On

the other hand, the backend cards report their readiness for data-taking to the DTH,

where these signals are accumulated for recovery procedures and trigger throttling [33].

The CMS trigger and timing control and distribution system (TCDS) depends on two

pieces of information shared between the sub-system electronics and TCDS master. The

TCDS master streams the Trigger Timing and Control (TTC) signal to the sub-systems

and distributes the beam-synchronous timing commands, LHC bunch clock, and the

Level-1 triggers. A Trigger Throttling Stream (TTS) signal notifies the master regarding

the readiness of the sub-systems in data-taking. For Phase-2, the throttling (TTS2)

and timing (TTC2) streams are established on high-speed serial links (approximately

10 Gbps of line rate) over the backplane and synchronous to the LHC bunch-crossing

clock. Fig 4.6 shows the prototype of the DTH board under test.

4.4 Algorithm and Firmware Design Flow

• Monte-Carlo Simulation: The algorithms are tested using the Monte Carlo

(MC) simulation of the physics background at the HL-LHC condition. Using the

MC simulation, we generate the input test vector and reference output for the

HL-LHC events. This reference output is used to validate the algorithms during

the HLS, RTL, and bitfile testing.

• HLS Development: Once the physics scope and the processing region are de-

cided, the algorithm development starts in the high-level synthesis (HLS) tool. The

first development step is to perform the HLS simulation and validate the algorithm
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Figure 4.6: A first DTH prototype in a test chassis. The left side of the diagram
represents the front panel of the DTH board. Two black heatsinks cover the TCDS
(bottom) and DAQ (top) FPGAs. Connectivity to central services is supplied via
front-panel QSFPs (for the D2S network) and SFPs (for TCDS2). Connections to the
node board occur via Firefly optics and backplane connectors, assigning the front-panel

optics for sub-system data [33].

using the input test vector and reference output generated in the MC simulation.

The HLS tool convert the algorithm written in C/C++ into the RTL, which is

further optimized for the area and timing. The timing performance requires de-

signing the algorithm for minimum latency and FMAX . The FMAX defines the

robustness of the design, the maximum clock frequency an algorithm can handle

without facing any data integrity issue. At the HLS level, the FMAX of the design

highlights the maximum clock frequency achieved for a design without providing

any input and output pin constraints (standalone mode). Once the algorithm is

tuned for the desired latency value, device utilization, and FMAX , the design is

exported for the RTL simulation and integration.

• RTL Integration and Simulation: In this step, the algorithm is verified in

the RTL simulation using the VHDL test bench using the input test vector and

reference output generated in the MC simulation. Once the simulation matches

the HLS and MC simulated output, the algorithm is integrated with the APx

firmware shell, which requires binding the input and output ports of the algorithm
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with the device MGTs. The algorithm also required floorplanning in the FPGA

in super logic regions (SLR) to meet the FMAX requirement.

• On Board Bitfile Test: Once the design passes the timing constraints of the

design, the algorithm firmware (bitfile) is then uploaded in the APd1 board and

validated using the test vector and reference output generated in the MC sim-

ulation. If the output of the bitfile matches the previous validation steps, the

system is prototyped successfully. Therefore, successful validation means the out-

put matches at all the following stages mentioned before. Fig. 4.7 represents the

design flow of the Phase-2 calorimeter trigger algorithm and firmware.

MC == HLS == RTL == Bitfile (4.1)

Figure 4.7: Design flow of the Phase-2 calorimeter trigger.

4.5 FPGA Specifications

The FPGA used for the calorimeter trigger system design and prototyping is the Xilinx

3D IC XCVU9P device, which is fabricated using SSI technology [38]. In this fabrication

technology, several identical FPGA dies, also known as silicon logic regions (SLR), are

stacked up to form a larger device using passive silicon interposers with microbumps and

through-silicon vias (TSVs). The adjacent SLRs are connected using a high bandwidth

and low latency super long line (SLL). The XCVU9P FPGA supports three SLRs where

the SLL connects the SLR2 with SLR1 and SLR1 to SLR0 (no direct connection between

SLR2 and SLR0). Fig 4.8 represents the side view of the FPGA die fabricated with four

SLRs.
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Figure 4.8: FPGA fabricated using SSI technology [38].

4.6 Major Design and Prototyping Constraints

Following section defines the major constraints of the design and prototyping.

4.6.1 Very high-throughput

The increased granularity of the input information planned for the Phase-2 upgrade

leads to the constraint of very high throughput for the calorimeter trigger system. For

the first time, the ECAL front-end system will provide each crystal energy and timing

information. Ultimately, it increases the granularity by 25 times compared to the Phase-

1 system. Similarly, the granularity at the HCAL and HGCAL increases 4 and 500 times,

respectively. For example, the Phase-2 regional calorimeter trigger (RCT) will handle

the throughput of 75 Tbps compared to the throughput of 5.18 Tbps of the Phase-1

system. The constraint of high throughput is handled by employing FPGAs with higher

MGTs counts and bandwidth. The current Xilinx UltraScale+ XCVU9P FPGA support

the transceivers (MGTs) which can operate with the data bandwidth of 32 Gbps having

120 such MGTs block fabricated on the device. Therefore, it can handle the throughput

of 3.93 Tbps, approximately 5 times the Virtex-7 FPGA used in the Phase-1 system.

4.6.2 Input and output placement

The SLR division of the FPGA poses significant challenges over the implementation of

the trigger algorithms. One the main challenge is the distribution of the transceivers
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(MGTs) over the entire FPGA territory. This distribution governs the partition of the

trigger algorithm over the FPGA and if the algorithm implemented in their correspond-

ing SLR require to communicate with each other is required to cross the SLR boundary

using the SLL. This inter SLR communication impact the timing performance of the

algorithm in terms of latency. The major impact of this constraint is discussed in the

chapter 5.

4.6.3 Latency

As mentioned earlier, the CMS trigger system should rapidly and selectively take its

decision; otherwise, the experiment will lose valuable collision data. Therefore, latency

is one of the significant constraints of the trigger system. The Phase-2 calorimeter

trigger must process the high throughput data from the calorimeter sub-detectors in the

required time budget. The latency budget of the calorimeter trigger (RCT and GCT

barrel) to process the barrel part of the detector and provide the output to the correlator

trigger is 3 µS. Similarly, the latency budget of the calorimeter trigger to provide the

output to the global trigger is 4 µS, which includes the processing of the two endcaps.

Therefore, the algorithms must fit the latency budget.

4.6.4 Utilization

The logic utilization of the calorimeter trigger directly impacts the scalability of the

system. Lower device utilization increases the scalability of the system. It allows the

integration of more complex or logic-intensive algorithms at the FPGA and ensures the

overall flexibility of the system throughout the operational period. The device utilization

of the trigger algorithm is preferred within the 50% of the device logic.

4.6.5 Input and Output bit-width constraints

The 25 Gbps of links bandwidth and 40 MHz of LHC clock (one bunch-crossing fre-

quency) corresponds to 576 bits of physics payload available for the algorithm in one

bunch-crossing. The bit-width constraint on the input ports of the algorithm defines the

amount of information it can receive from the detector in each bunch-crossing. Similarly,

the output port bid-width constraint defines the amount of data the algorithm can pack

for each bunch-crossing. For example, the information of one ECAL crystal is 14-bits

wide, and there are 25 crystals in one ECAL tower. Therefore, tower information of 25

crystals occupies 350 bits in the available 576-bit wide input bus. The rest of the bits
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can be utilized in the later design stage to pack additional crystal information. There-

fore, the number of bits packed in the input and output must be optimum to ensure the

flexibility of the system. At the same time, it should not be underutilized, which leads

to the utilization of more links. Using more links in the algorithm increases the design

compile time from HLS to bitfile and requires additional IO planning to meet the timing

constraints.

The next chapter discusses the Phase-2 calorimeter trigger algorithms employed at RCT,

GCT barrel, GCT endcap, and GCT sum.



Chapter 5

Level-1 Calorimeter Trigger

Algorithms

5.1 Level-1 Calorimeter Trigger Objects

The primitive unit of the electromagnetic calorimeter (ECAL) is the lead-tungstate

(PbWO4) crystal. The group of 25 such crystals (5η×5ϕ) is one ECAL tower. Similarly,

in the hadronic calorimeter, the primitive unit is one HCAL tower. The position of the

ECAL crystal, tower, and HCAL tower is geometrically fixed in the CMS detector. The

Level-1 calorimeter trigger creates the electron/photon (e/γ), tau lepton, and hadronic

jet information by computing cluster energy in various regions of crystals and towers.

The preferred region of crystal and tower require to compute the cluster energy depends

on the interaction of these particles in the calorimeter detector. For example, a photon

created at the interaction point passes through the tracker, penetrates ECAL crystals,

and loses all its energy through an electromagnetic shower. If a photon passes through

the tracker without interaction, it deposits about 94% (97%) of its energy into 3η × 3ϕ

(5η × 5ϕ) ECAL crystal region [39]. The calorimeter trigger computes the e/γ cluster

energy in the 3η × 5ϕ crystal region around the peak crystal. The crystal with the

highest energy deposition is termed a peak crystal. In addition, the electron might

lose its energy due to bremsstrahlung radiation. Hence, it bends further in the phi

direction due to the presence of the magnetic field. Therefore, the calorimeter trigger

computes the cluster energy in the 3η × 5ϕ crystal region in positive and negative phi

direction of the primary e/γ clusters to account for the bremsstrahlung losses. The jets

and taus have a larger footprint in the calorimeter as hadronization and the subsequent

decays of unstable hadrons can create hundreds of particles close to each other in the

CMS detector. The jet and tau energy is computed by accumulating the energy of the

52
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towers in the 9η × 9ϕ tower geometry [26]. The calorimeter trigger also computes the

particle flow (PF) cluster by accumulating the tower energies in 3η×3ϕ tower geometry.

The correlator trigger uses the PF clusters to identify the hadrons. Fig 5.1 depicts the

calorimeter trigger object and the various clustering regions in crystals and towers.

Figure 5.1: Illustration of the ECAL crystal, tower, HCAL tower, and the elec-
tron/photon clusters. The clustering includes the bremsstrahlung losses in the phi
direction and jets region to account for the hadronization of quarks and gluons. The

particle flow (PF) clustering is considered for the correlator trigger.

5.2 Detector Region Partitioning for Algorithms

The Level-1 calorimeter trigger algorithms are designed to process a distinct detector

region and are implemented on the FPGA board. The size of the detector region for

the algorithm processing is decided based on the number of multi-gigabit transceivers

(MGTs: the input and output 25 Gbps links of the FPGA) the FPGA supports. The

XCVU9P FPGA, the central processing element of the APd1 board, supports 100 such

transceivers. Therefore, it is necessary to partition the calorimeter detector geometry

into smaller regions based on the number of links (MGTs) the FPGA can support.

In addition, the transceivers on this FPGA are spread across the three SLRs, with SLR0,

SLR1, and SLR2 supporting 24, 36, and 40 links, respectively. Therefore, the algorithm

processing region must partitioned into SLRs in the early stage of development. These

transceivers are instantiated using the APx firmware shell, which is floorplanned at the

boundary of the XCVU9P FPGA in six sectors. The middle of the SLRs is reserved

for the trigger algorithm. Fig. 5.2 shows the floorplan of the XCVU9P FPGA and the

sector-wise link allocation in each SLR.
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Figure 5.2: Floorplan of the XCVU9P FPGA. The device is fabricated by stacking
three SLR dies. The MGTs of the FPGA are instantiated using the APx firmware shell,
which is implemented in six sectors. The firmware shell is located at the boundary, near

the MGTs location [6].

The partitioning of the detector region and the algorithm functionality significantly

dictate the architecture of each calorimeter trigger algorithm, which will be discussed in

the following sections.

5.3 Layer-1: Regional Calorimeter Trigger (RCT)

As discussed earlier, the implementation of the barrel calorimeter trigger is proposed in

two levels. The first level, the Regional Calorimeter Trigger (RCT), takes input from the

barrel backend system and processes the entire detector barrel of ECAL and HCAL in 36

APx boards. The division of the detector geometry is identical, and each board processes

the tower region of 17η × 4ϕ of ECAL and 16η × 4ϕ of HCAL, employing an identical

algorithm. The identical division of the barrel region ensures that the prototyping of

36 boards can be readily performed using one board. The processing tower region of

17η × 4ϕ in ECAL and 16η × 4ϕ in HCAL corresponds to accommodating 70 (68 from

ECAL and 2 from HCAL) input links, which fit into the constraints of 100 links of the

APd1 board. Nevertheless, It can also process the region of 17η × 5ϕ in ECAL and

16η× 5ϕ in HCAL, corresponding to 88 input links (85 from ECAL and 3 from HCAL).

However, this makes the barrel partition non-identical and requires a minimum of two
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different algorithms and two boards to prototype the system. Similarly, choosing the

tower region of 17η × 6ϕ in ECAL, which partitions the barrel ECAL into 24 identical

regions, can be prototyped using a single algorithm and one board. However, the number

of input links associated with this region, 102 for ECAL, made it impossible to implement

using the APd1 board. Therefore, it is essential to find a balance between the number

of links required and the processing region for a single board, such that it makes the

prototyping easier and scalable. Therefore, we choose the tower region of 17η × 4ϕ in

ECAL and 16η × 4ϕ in HCAL as the processing region for layer-1 RCT board.

The barrel calorimeter geometry highlighting the coverage of one RCT board is depicted

in Fig. 5.3. The x− axis represents the integer phi (iϕ), where each integer represents

5 degrees in phi. The y − axis represents the integer eta (iη) or pseudorapidity. This

region represents the barrel geometry of ECAL and HCAL. The ECAL comprises 34

towers in eta and 72 in phi (34η×72ϕ). Similarly, the HCAL comprises 32 towers in eta

and 72 in phi (32η×72ϕ). Each small square represents one tower of HCAL and ECAL.

For ECAL, one tower represents 25 lead-lungstate crystals. The primary function of the

RCT is to prepare towers and e/γ cluster information for the GCT barrel. The next

sub-sections explain the RCT v1.0 and RCT v2.0 algorithm in details.

Figure 5.3: CMS barrel calorimeter geometry, including the ECAL and HCAL de-
tectors. The processing region of one RCT board, i.e., 17η × 4ϕ towers in ECAL and

16η × 4ϕ towers in HCAL, is highlighted in the yellow box [40].
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5.3.1 RCT v1.0

The RCT region of 17η × 4ϕ tower in ECAL corresponds to processing 68 input links,

which satisfies the 100 link constraint of the APd1 board. However, in APd1, the

maximum number of links it can support in one SLR is not more than 40. Therefore, it

is necessary to partition the RCT region of, i.e., 17η× 4ϕ towers into smaller regions to

satisfy the SLR link constraint. In the RCT v1.0 algorithm, the ECAL tower geometry

of 17η × 4ϕ (68 links) is partitioned across the central phi boundary into two identical

sub-regions of 17η × 2ϕ (34 links), proposed to be implemented in SLR2 (40 links) and

SLR1 (36 links), respectively [6]. The RCT v1.0 algorithm is proposed in two stages. In

the first stage, the RCT17x2 algorithm concurrently processes the two 17η × 4ϕ ECAL

tower regions. The RCT17x2 algorithm receives the ECAL information in 34 input

links, each carrying 25 ECAL crystal information. It creates the e/γ cluster and tower

information and provides the output to the next stage algorithm called the PhiMerge

algorithm. The PhiMerge algorithm combines the e/γ cluster information of both the

RCT17x2 and sends the final output to the GCT barrel board. Fig. 5.4 represents the

two-stage architecture of the RCT v1.0 algorithm.

Figure 5.4: Two-stage architecture of the RCT v1.0 algorithm. The first level employs
two identical RCT17x2 algorithms processing the crystal information. The second stage
is implemented using the PhiMerge algorithm, which combines the information from

the first level and sends it to the GCT barrel board.

The primary function of the RCT17x2 algorithm is to create the e/γ cluster and tower

information. The algorithm first unpacks the input link containing the crystal informa-

tion with 14 bits allocated for each crystal. Each crystal contains information in terms

of 10 bits for crystal energy, 3 bits for timing, and 1 bit for electronic spike in the crys-

tal. The timing and spike information is not included in the RCT v1.0 algorithm. Each

input link contains 25 crystals information, occupying 350 bits out of 576 bits available.

Table 5.1 summarized the crystal packet details.
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Quantity Number of bit(s)

crystal energy 10

timing 3

spike 1

Total: 14

Table 5.1: Input ECAL crystal information.

The main steps of RCT17x2 algorithm are

• Finding peak crystal in each tower using the energy-weighted sum methodology.

• Computing eγ cluster energy in the 3η × 5ϕ crystal region.

• Stitching the cluster energy of one tower with another in eta and phi direction to

account for energy loss at the tower boundaries.

• Calculate the total energy of the tower by adding all the 25 crystal energy.

• Final stitching of the two 17η × 2ϕ tower regions across the phi boundary.

• Packing the tower information in 32 bits, which includes 10 bits for cluster energy,

10 bits for tower energy, 3 bits for phi position of the peak crystal, 3 bits for eta

position of the peak, 3 bits for the timing information, and 3 bits for HCAL to

ECAL (H/E) energy ratio. The timing and H/E ratio are not included in the

algorithm output as it only processes the ECAL crystal information and uses only

the crystal energy information. Table 5.2 summarized the packing of one tower

information in a 32-bit word.

• Ultimately, packing the 68 towers (one ϕ slice) information in four output link (17

towers per link).

Quantity Number of bit(s)

e/γ cluster
energy

10

tower energy 10

peak crystal phi 3

peak crystal eta 3

time 3

H/E 3

Total: 32 bits

Table 5.2: Output e/γ cluster information packing in 32 bits.

The position of the peak crystal in a tower is computed using the energy-weighted

sum algorithm. This algorithm determines the peak crystal in the two-dimensional
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(5η × 5ϕ) crystal matrix. The energy deposit or hit pattern of electrons or photons is

used to find the peak crystal in the tower. First, it prepares strips (or arrays) in eta

(row) and phi (column) by adding all the corresponding crystal energy in each of the eta

and phi positions. The tower energy is calculated by summing the energy of either eta

or phi strip elements. The algorithm then computes the weighted sum of the eta (phi)

strip by applying the appropriate weight on each of the elements of the strip and adding

them in the end. The difference between the weighted sum and tower energy provides

the position of the peak crystal in the eta and phi direction. Tab 5.3 determines the

position of the peak element in the eta and phi strip based on comparing the weighted

sum of the strip energy and tower energy. The position of the peak element in eta and

phi strip determines the peak crystal position in a tower. Fig 5.5 demonstrates the

formation of the strip energy, weighted sum, and tower energy.

Comparison equation
Peak element position

in eta and phi

weighted strip energy ≤ tower energy 0

weighted strip energy ≤ 2 × tower energy 1

weighted strip energy ≤ 3 × tower energy 2

weighted strip energy ≤ 4 × tower energy 3

others 4

Table 5.3: The position of the peak element in the eta and phi strips is based on
comparing the weighted sum and tower energy.

Based on the peak crystal position, the algorithm computes the cluster energy in 3η×5ϕ

crystal region in each tower. The process of making tower information requires 26 clock

cycles. It includes finding the position of the peak crystal, computing cluster energy,

and computing the tower energy. One of the main features of the RCT17x2 algorithm

is the independent computation of clustering for each of the 34 towers. The algorithm

computes the cluster and prepares the tower information for each of the 34 towers

concurrently. Thus, reducing the overall latency of the algorithm. Fig 5.6 shows the

cluster formation of size 3η × 5ϕ around the peak crystal in the tower.

The electron and photon deposit their energy arbitrarily in the electromagnetic calorime-

ter. Therefore, the footprint of the electron and photon energy deposition (clustering

region) in ECAL may lie between the boundaries of multiple RCT regions, or between

two 17η × 2ϕ regions, or between two towers. Hence, it is necessary to merge the clus-

ters at the appropriate eta and phi boundaries. The stitching of two clusters requires

satisfying the neighboring condition of the corresponding peak crystals in the eta and

phi direction. In RCT17x2, the stitching logic is applied for two iteration in eta to cover

two distinct boundary sequences and once in the phi direction. The stitching logic is

explained below:
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Figure 5.5: The illustration of energy-weighted sum algorithm for finding peak in a
tower.

Figure 5.6: Cluster formation of size 3η × 5ϕ around the peak crystal energy in an
ECAL tower.

• Stitching in eta: For two towers, stitching of the clusters in eta is true if the

peak crystals of both the clusters have identical phi and are neighbors in eta.

• Stitching in phi: For two towers, stitching of clusters in phi is true if the peak

crystals of both the clusters have identical eta and are neighbors in phi.

Fig 5.7 explain the two stitching sequence in eta and the required steps for stitching two

clusters. Fig 5.8 explain the stitching steps in the phi direction.

The latency for stitching clusters in the eta and phi direction is four clock

cycles. The stage-2 PhiMerge algorithm stitches the clusters of two 17η × 2ϕ tower
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Figure 5.7: Stitching logic of clusters in eta. The double-sided arrow in the 17η× 2ϕ
RCT geometry signifies the direction of stitching in eta direction.

regions across the phi boundary. The latency of the PhiMerge algorithm is nine

clock cycles. The final phi stitching can be implemented at SLR2 or SLR1, which

internally receives the output information from the two RCT17x2 algorithms.

The algorithm is synthesized in HLS, and the RTL is verified in Vivado. Fig 5.9 and

5.10 represent the HLS timing and RTL simulation result of the RCT17x2 algorithm. In

the RTL, the algorithm latency is measured by taking the difference between the first

rising edge of the algoStart and the algoDone signals.

The RCT17x2 and PhiMerge RTLs are combined using a VHDL wrapper. The wrapper

is designed to provide LHC bunch-crossing of input along with the standard control

signal such as start and reset. The total latency of the RCT v1.0 algorithm,

including the VHDL wrapper, is 97 clock cycles.

RCT v1.0 algorithm handles the latency constraint by employing the flip-flops (FFs) as

the primary storage elements for the crystals and using the shift register logic (SRL) for a

long buffer chain. Employing FFs and SRLs removes the bottleneck of the read latency

associated with BRAMs. Table 5.4 and 5.5 summarizes the latency and utilization

results of the RCT v1.0 algorithms, respectively.



➎ Calorimeter Trigger Algorithms 61

Figure 5.8: Stitching logic of clusters in phi. The double-sided arrow in the 17η× 2ϕ
RCT geometry signifies the direction of stitching in phi direction

Figure 5.9: RCT17x2 HLS latency report.

The implementation details such as floorplaning, validation, and prototyping, are dis-

cussed in the next chapter.
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Figure 5.10: RCT17x2 RTL simulation validating the latency of 50 clock cycle.

Input to RCT v1.0 algorithm:

ECAL: a region of 17η × 4ϕ towers corresponds to
85η × 20ϕ crystals (1700 crystals)
Input links: 68
clock frequency: 360 MHz

ECAL region for RCT is sub-divided in two 17η × 2ϕ tower regions.

RCT17x2 algorithm

Creating tower information by unpacking the input links and
filling 25 crystals data in each tower

Processing each towers concurrently

➊ Finding peak crystal in a tower and calculating
the cluster and tower energy 26 clock cycles

➋ Stitching clusters in eta direction 4 clock cycles

➌ Stitching clusters in phi direction 4 clock cycles

PhiMerge algorithm

Stitching clusters at the phi boundary 9 clock cycles

Total latency∗ 97 clock cycles

Output:

Output links: 4
Tower: 68 barrel calorimeter tower information
Clusters: 8 clusters information

Table 5.4: RCT v1.0 algorithm steps and latency report. ∗ Total latency includes the
latency of the wrapper which combines RCT17x2 and PhiMerge algorithm in RTL and

it also included the SLR crossing of the internal signals.
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RCT17x2 PhiMerge

Latency
(ns)

139 25

FMAX

(MHz)
410 422

LUTs 3.6 % 0.2 %

FFs 3.8 % 0.3 %

Table 5.5: Timing and utilization summary of the RCT v1.0 algorithm.

5.3.2 RCT v2.0

The processing region of the RCT v2.0 algorithm is 17η × 4ϕ towers in ECAL and

16η × 4ϕ towers in HCAL. It requires 68 input links for the ECAL and 2 input links

for the HCAL. As discussed earlier, the constraint of a maximum of 40 links available

in one SLR of XCVU9P FPGA, the algorithm needs to be partitioned into SLRs. In

the RCT v2.0 algorithm, the 17η × 4ϕ ECAL tower region is partitioned across the eta

direction, which results in 8η × 4ϕ and 9η × 4ϕ tower regions. The two tower regions

are subdivided into three smaller 3η × 4ϕ tower regions (the 8η × 4ϕ tower region is

extended in eta by adding a row of 1η × 4ϕ null towers and then partitioned into three

3η × 4ϕ tower regions). The partition of the RCT geometry across the eta ensures the

accuracy of calculating the clusters near the interaction point, which was not considered

in the RCT v1.0 algorithm. Fig 5.11 represents the CMS barrel calorimeter geometry

highlighting the coverage of one RCT board.

Figure 5.11: RCT v2.0 covering region in the CMS ECAL barrel.

As discussed earlier in Chapter 4, the constraint of device utilization and overall timing

performance (latency and FMAX), the RCT v2.0 subdivide the algorithm functionality
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into three individual IPs. The functionality sub-division ensures the algorithm’s per-

formance at the desired frequency of 360 MHz, which was not achieved without this

sub-division. Fig 5.12 shows the architecture of the RCT v2.0 algorithm. The tower

region of 9η × 4ϕ and 8η × 4ϕ takes the input from 36 and 32 ECAL towers via 25

Gbps links and processes them in three distinct algorithms labeled IP1, IP2, and IP3.

The HCAL towers energy is added to the corresponding ECAL towers in the final IP3.

Therefore, a buffer is required to hold the HCAL information, which is the latency of

the arrival time of the ECAL information from IP1 to IP3.

Figure 5.12: RCT v2.0 architecture with a regional partition in two tower region of
9η × 4ϕ and 8η × 4ϕ, and functional division into three IPs or algorithms labeled IP1,

IP2, and IP3.

The ECAL tower region of 3η× 4ϕ is the smallest processing region of RCT v2.0, which

corresponds to the 15η×20ϕ crystal region. The processing strategy for each IP in RCT

v2.0 is as follows.

• IP1: Processes the 8η × 4ϕ and 9η × 4ϕ tower regions concurrently in two SLR.

Following are the algorithm steps:

■ Mapping of the ECAL crystal information into three 3η × 4ϕ tower regions.

Mapping in 3η×4ϕ tower region corresponds to filling the crystal information

such as energy and position in eta and phi inside the 15η×20ϕ crystal region.

■ Finding peak crystal position in the 15η × 20ϕ crystal region.
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■ Computing the central e/γ cluster energy by adding the crystal energies in

the 3η × 5ϕ crystal region around the peak crystal.

■ Computing two bremsstrahlung cluster energy by adding the crystal energies

in the 3η × 5ϕ crystal region in the positive and negative phi side of the

primary cluster.

■ Computing two shape cluster energy by adding the crystal energies in the

2η × 5ϕ crystal region inside the primary cluster.

■ Removing the peak crystal from the 15η× 20ϕ crystals to prepare this region

for the next iteration of clustering.

■ Repeating the clustering steps for four iterations to build 4 clusters in one

3η × 4ϕ tower region. Thus preparing 12 clusters in three such regions.

■ Computing 12 towers energies in the 3η× 4ϕ tower region. Thus, creating 36

tower energy in the three such regions.

■ Packing three output links for the IP2, each containing 12 towers and 4

clusters information.

• IP2: It concurrently processes the output of the 9η× 4ϕ and 8η× 4ϕ tower region

in two SLRs. Following are the algorithm steps

■ Receives the information of 12 clusters and 36 towers of three 3η × 4ϕ tower

regions from the IP1.

■ Performing the stitching of the clusters at the two eta boundary.

■ Sorting the 12 clusters using Bitonic sort algorithm. Select the six highest

clusters for IP3. The remaining six clusters are added back with the corre-

sponding tower energy.

■ Send the final output to the IP3 over two output links, each containing 18

towers and 3 clusters information.

• IP3: Processes the output of two IP2 of 9η × 4ϕ and 8η × 4ϕ tower regions. It

also process the HCAL input links. Following are the algorithm steps

■ Receives the e/γ clusters and towers information from the IP2 of 9η×4ϕ and

8η× 4ϕ tower region. It also receives the HCAL tower information in 2 input

links. Overall, it receives 12 e/γ clusters, 68 ECAL towers, and 64 HCAL

tower information.

■ Perform the stitching of the clusters at the central eta boundary.

■ Sort the 12 e/γ clusters using the Bitonic Sort algorithm. The highest eight

clusters are the output for the GCT barrel.
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■ The remaining four clusters are added back with the corresponding tower.

■ Perform the addition of HCAL and the corresponding ECAL towers. The

ratio of the ECAL and HCAL tower energies (H/E) is calculated.

■ Packs four output links for the GCT Barrel. Each link carrying 17 towers

and 2 clusters information.

The input of the RCT v2.0 is ECAL crystal and HCAL tower. Each ECAL crystal carries

14 bits of information, with 10 bits for crystal energy and 4 for timing information. The

HCAL tower information is packed in 16 bits, with 10 bits allocated for the tower

energy and 6 bits for the HCAL feature. The HCAL feature bits enable encoding of (a)

longitudinal shower shape data for usage in lepton isolation, calibration, and tagging

of minimum ionizing particles (MIPs), (b) shower time information created from the 2

bits of the Time-to-Digital-Converter (TDC) data available in the individual constituent

channel of the trigger tower. However, in the current RCT v2.0 algorithm, the timing

information of ECAL and feature bit information of HCAL are yet to be incorporated.

Fig 5.13 shows the bit structure of ECAL crystal and HCAL tower used in the RCT

v2.0 algorithm.

Figure 5.13: RCT v2.0 ECAL crystal and HCAL tower input bits pattern.

5.3.2.1 IP1

The IP1 concurrently processes the 9η × 4ϕ and 8η × 4ϕ tower regions in two SLR.

It partition this region into three 3η × 4ϕ mutually independent tower regions. In the

first step, IP1 maps the ECAL crystal information into three 3η × 4ϕ tower regions,

corresponding to mapping the crystals in three 15η × 20ϕ crystal regions. During the

crystal mapping, the IP1 assigns the positional information to each crystal in terms of

its location in the eta and phi in 15η× 20ϕ crystal region. Fig 5.14 represents the RCT

v2.0 partitioned tower regions and also includes the 15η × 20ϕ crystal region.
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Figure 5.14: IP1 ECAL crystal mapping in 15η × 20ϕ crystal region.

One of the main tasks of the IP1 algorithm is to build the e/γ clusters around the peak

crystal, which has the maximum energy deposited by electromagnetic particles such as

electrons and photons. In IP1, this process starts with finding the peak crystal in the

15η × 20ϕ crystal region. The peak finding in this 2-dimensional region is executed in

the following two steps.

The 15η × 20ϕ region is considered 15 strips in eta, each consisting of 20 crystals.

The process starts with finding the peak crystal in each eta strip. Since the strips are

mutually independent, finding the peak crystal in each strip is parallel and reduces the

overall system latency. A multi-level comparison strategy is utilized to find the peak

crystal in the strips. The adjacent crystals are compared, and the superior candidate

passes to the next comparison level. Finding the peak in one eta bin with 20 crystals

requires five levels of comparison. The first element is compared with the second, and

the third is compared with the fourth, and so on. The number of comparisons at

each subsequent level reduces, and the final level provides the peak crystal. The peak

crystal of each of the fifteen eta strips is stored in a one-dimensional array. The final

computation now requires finding the peak in the single phi strip using the similar

strategy. The latency of finding the peak in the phi strip of 20 crystals is
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four clock cycles. Fig 5.15 shows the peak finding algorithm using the multi-level

comparison strategy.

Figure 5.15: IP1 peak finding using multi-level comparison strategy.

The peak crystal location in eta and phi is used to compute the energy of the clusters.

The clustering region depends on the peak crystal position in the 15η × 20ϕ crystal

region. For example, the peak crystal position on the first and the last phi axis (except

the corner) provides the clustering region of 3η×3ϕ crystals. Similarly, the peak crystal

position on the first and the last eta axis (except the corner) provides the clustering

region of 2η×5ϕ crystals. The crystal at eta and phi corners corresponds to the clustering

region 2η × 3ϕ crystals. As the primary clustering region is fixed to 3η × 5ϕ crystals,

the various clustering regions are avoided in the algorithm for FPGA implementation

by extending the region of crystals in eta and phi in directions using the null crystals

(hypothetical crystal with zero energy deposition). Fig 5.16 shows the clustering scheme

for various positions of peak crystal in 15η × 20ϕ region and the extended region using

the null crystals to avoid the multi-dimension clusters.

In IP1, the e/γ clustering starts with computing the primary cluster energy by adding

the energy of the crystals in the 3η × 5ϕ region centered around the peak crystal. It

prepares the isolation cluster by adding the energy of the crystals in the 5η × 5ϕ region

centered around the peak crystal. It also computes the two shape clusters by adding the

energy of the crystals in the 2η × 5ϕ region centered around the peak crystal. An iden-

tification (shape) aspect is considered to enhance the electrons/photons tagging, which

diminishes the potential background contributions [26]. It is established by computing

shape clusters within the primary cluster. The final shape energy is considered as the

largest of the two shape clusters.
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Figure 5.16: Various clustering regions in IP1 based on the peak crystal position
(left) in the 15η × 20ϕ crystal geometry. The extension of the crystal geometry from
15η × 20ϕ to 19η × 24ϕ by adding null crystals in eta and phi reduces all the cluster

dimensions to a single 3η × 5ϕ crystal region (right).

In the 15η × 20ϕ crystal region, the central, isolation, and shape clusters energies are

determined by first computing the energy of the five eta strips (1η × 5ϕ crystals), con-

sidering the peak crystal in the central strip. The sum of all the five strips provides the

cluster energy of size 5η × 5ϕ, the sum of the three central strips provides the primary

cluster of size 3η×5ϕ, and the addition of the two strips (second, third or third, fourth)

out of the three central strips provides the potential shape cluster. The latency to

create the extended crystal region, creating the central, shape, and isolation

cluster around the peak crystal, is six clock cycles. Fig 5.17 shows the central

clustering scheme of the RCT v2.0. The next step is building the brems clusters.

Figure 5.17: Computation of the central, shape, and isolation cluster in IP1 in the
19η × 24ϕ crystal geometry.

An electron might yield considerable energy to bremsstrahlung radiation [39]. It causes

the electron footprint in ECAL to be spread in the phi direction, which is accounted

for in IP1 by computing cluster energy in positive and negative phi directions around
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the primary cluster. IP creates two arrays to compute the brems energy independently

on the positive and negative phi sides of the central cluster. The array size for brems

calculation is extruded in eta and phi direction with null crystals to avoid computing

brems clusters of different sizes. The latency of computing the brems clusters is

six clock cycles. Fig 5.18 illustrates the building of a negative brems cluster.

Figure 5.18: IP1 negative brem cluster computation with respect to the central clus-
ter. The figure highlights the mapping of the main crystal region of 15η × 20ϕ to the
extruded region of 17η×24ϕ. The corner cases of making brem clusters are shown with

the two peak crystals positioned at the two corners.

The positive and negative brems cluster energy is compared with the central cluster

energy. If the negative brems energy is greater than one-eight of the central cluster

[26], it is merged with the central cluster energy, and the brem flag is raised to 1. If

this condition is false and the positive brem energy is higher than one-eighth of the

central cluster, it is merged with the central cluster energy, and the brem flag is raised

to 2. Calculating the central, shape, and brems cluster energy completes the clustering

scheme of the IP1 algorithm. The clusters are tagged with the location information of

the peak in the eta and phi positions at the tower and crystal level. The tower level

determines the peak crystal position within the RCT 17η× 4ϕ tower geometry, and the

crystal level determines the position of the crystal within a single tower. Fig 5.19 shows

the peak crystal position within the 3η × 4ϕ tower geometry with central, shape, and

brems clusters.
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Figure 5.19: IP1 clustering scheme depicting the central (yellow), shape (covered in
dashed and solid black lines around the peak crystal), and brems clusters. The peak
crystal (red) position is encoded in terms of tower eta, tower phi, crystal eta, and

crystal phi.

Once all clusters are built in the current iteration, the next step is removing all the

crystals used to make the central and brem clusters (positive or negative brem cluster).

This step is necessary so that the algorithm finds another peak crystal in the next

iteration of making clusters and computes the cluster energy around it. The latency of

removing the crystals in the 15η×20η crystal region is three clock cycles. The

IP1 algorithm performs the clustering for four iterations for each of the three 15η× 20η

crystal regions and computes twelve clusters (four clusters per 15η×20η crystal regions).

The latency of making the cluster information in the IP1 algorithm requires

31 clock cycles in all three regions.

After clustering, IP1 computes the energy of each tower in the 3η × 4ϕ tower region.

The tower energy is the sum of all the crystals in the 5η × 5ϕ crystal region. There are

12 towers in a 3η × 4ϕ tower region; each tower is mutually independent. Therefore,

the energy calculation is parallel for each tower and subsequently for the three 3η × 4ϕ

tower regions. The ECAL tower can be represented as a group of five eta strips, each

containing five crystals. The tower energy is calculated by first computing the energy of

each strip and then adding all the five strip energy. It requires six clock cycles of latency

to compute the tower energy of one 3η× 4ϕ region consisting of twelve towers. Fig 5.20

shows the tower region and the algorithmic calculation of the tower energy.
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Figure 5.20: IP1 tower energy calculation. The figure highlights the twelve towers in
the region of 15η× 20ϕ crystals and demonstrates the tower energy calculation for one

of the towers (11).

The IP1 packs the cluster and tower information in 60 bits and 16 bits of data words,

respectively. The 60 bits of cluster information consist of 12 bits of central cluster

energy, 15 bits each for the isolation, and the shape cluster energy. It also preserves the

positional information of the peak crystal in terms of its location in the tower and crystal.

For tower position, the algorithm assigns 5 bits for eta and 2 bits for phi. Similarly, for

the crystal position, the algorithm assigns 3 bits for each eta and phi. It uses 2 bits

for the brem flag and 3 bits for the saturation, which has yet to be implemented. The

tower information at the RCT consists of the 12-bit tower energy and the ratio of the

HCAL and ECAL tower energies coined as H over E or H/E, packed in 4-bit. The H/E

calculation is performed in IP3. Table 5.6 and 5.7 summarized the cluster and tower

information packing in the RCT v2.0 algorithm.

The IP1 prepares three output links for IP2, each containing cluster and tower informa-

tion of one 3η×4ϕ tower region. Each link contains information about 4 clusters and 12

towers. The latency of the IP1 algorithm is 152 clock cycles. Fig 5.21 represents

the HLS timing result of the IP1 algorithm.

The RTL of IP1 is synthesized and implemented on XCVU9P FPGA in standalone

mode. Table 5.8 summarizes the timing and utilization performance. The following

subsection describes the IP2 algorithm.
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Quantity Number of bit(s)

central cluster
energy

12

tower eta 5

tower phi 3

crystal eta 2

crystal phi 3

saturation 3

isolation cluster
energy

15

shape cluster
energy

15

brems flag 2

Total: 60

Table 5.6: Output e/γ cluster information packing in 60 bits word.

Quantity Number of bit(s)

tower energy 12

H/E 4

Total: 16

Table 5.7: Output tower information packing in 16 bits word.

Figure 5.21: IP1 HLS synthesis report.

IP1

Latency
(ns)

422

FMAX

(MHz)
364

LUTs (%) 8

FFs (%) 5

Table 5.8: Timing and utilization summary of the IP1 algorithm.
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5.3.2.2 IP2

The IP2 receives the cluster and tower information from IP1, and the main task is to

stitch the clusters across the two internal eta boundaries in the tower region of 9η × 4ϕ

and 8η×4ϕ. Fig 5.22 demonstrates the stitching logic of IP2 in the tower region of 9η×4ϕ

highlighting the two eta boundaries. The stitching cases used in IP2 are mentioned below

1. The two clusters at the eta boundary are neighbors in eta. Therefore,

• the difference between the eta position of the two peak crystals must be one,

and

• Both the peak crystals must have identical phi.

2. The two clusters at the eta boundary are neighbors in eta. Therefore,

• the difference between the eta position of the two peak crystals must be one,

and

• The difference between the phi position of the two peak crystals must be one.

The central 3η × 4ϕ tower region shares the eta boundary with the two outer 3η × 4ϕ

regions, and the clusters in all three regions are built arbitrarily in position and are

independent of each other. Therefore, the algorithm concurrently checks the stitching

condition at the two eta boundaries. Ultimately, it reduces the latency of the algorithm.

The latency of two clusters at the eta boundary is one clock cycle.

The IP2 of both 9η × 4ϕ and 8η × 4ϕ tower regions receive 12 clusters from the corre-

sponding IP1. However, the IP2 sends only six clusters to the IP3. Therefore, the twelve

clusters are sorted based on their energy using the bitonic sort algorithm [41]. Bitonic

sort is a parallel sorting network that compares and sorts the elements in a pre-defined

sequence. The basic unit of the bitonic sort algorithm is a compare and exchange unit

(CAE), which compares two elements. If the inputs are not identical, they are sorted

in increasing or decreasing order. A sorting grid is used, which incorporates a series of

sorting stages, with each stage containing several CAE blocks that operate in a parallel

manner. The latency of a sorting grid is proportional to the level of CAE blocks used.

Fig 5.23 shows the high-level implementation of the CAE block. The CAE block, which

orders the element in increasing order, is denoted by ⊕, and the CAE block ordering in

decreasing order is denoted by ⊖. Each CAE block is made up of a comparator and two

2:1 multiplexers.

Concatenating an ascending and a descending sequence (or vice versa) creates a single

bitonic series. A bitonic sorting grid recursively combines ascending and descending
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Figure 5.22: Stitching of clusters in IP2 at the two eta boundaries.

sequences, each of length N/2, to create a sorted sequence of length N. Each sorting grid

comprises several bitonic merging units to integrate bitonic sequences. A M-input bitonic

merging unit (designated as BM-M) comprises log2(M) levels of parallel CAE blocks,

where each level comprises M/2 CAE blocks. Thus, a BM-M requires log2(M) ×M/2

CAE blocks. For example, an increasing BM-8 (designated as ⊕BM-8) unit includes

three CAE stages and requires 3 × (8/2) = 12 CAE blocks. A BM-M unit comprises

K/2 parallel CAE blocks and two parallel BM-(K/2) units. The ⊕BM-8 is built from

a level of four parallel CAE blocks followed by two parallel BM-4 units incorporating

four CAE blocks each. A 16-input bitonic sorting unit has eight parallel BM-2 units,

four parallel BM-4 units, two parallel BM-8 units, and one BM-16 unit. Therefore, this
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Figure 5.23: CAE block high-level implementation with the increasing (up) and de-
creasing (down) order depicted with the corresponding symbols and equation.

sorting network is comprised of 1+2+3+4 = ten CAE levels. Considering the design is

pipelined such that the individual stage takes one clock cycle, it can render the sorted

results in 10 cycles and initiate a new sort in each clock cycle. Fig 5.24 shows the 16

input bitonic sort grid comprising ten levels of CAE block.

Bitonic sort can only be implemented if the number of inputs is in the order of 2n

where n is a natural number. The IP2 sorts twelve clusters using 16 input bitonic sort

algorithm. The sorting algorithm is developed in the HLS tool and implemented in RTL

using the standard clock frequency of 360 MHz. The HLS result shows the latency

of 9 clock cycles for the XCVU9P FPGA. Fig 5.25 shows the HLS synthesis result

of the bitonic sort algorithm.

After sorting, the six highest clusters are selected for the IP3. The remaining six clusters

must be added back to the towers based on the position of the peak crystal in the existing

tower. This operation is crucial as it prepares the tower information for clustering

performed in the next level GCT barrel algorithms. As the three 3η × 4ϕ tower regions

are independent, the cluster addition with the tower performs in parallel for all three

regions. Fig. 5.26 shows the example of the selected six highest clusters for the IP3 and

the addition of one of the un-selected clusters with the tower.

Finally, the IP2 packs the six highest cluster and tower energy in two output links. Each

link carries 18 towers and 3 clusters of information, corresponding to 468 out of 576-

bit available. The IP2 algorithm is synthesized in HLS. The latency is 62 clock cycles,

including the clusters’ stitching at two eta boundaries, bitonic sort, and merging the

un-selected clusters with the towers. Fig 5.27 shows the HLS latency report.
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Figure 5.24: 16-input bitonic sort grid comprising 10 levels of CAE block. It sorts
the input in increasing order.

The RTL of IP2 is synthesized and implemented on XCVU9P FPGA in standalone

mode. Table 5.9 summarizes the timing and utilization performance.
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Figure 5.25: 16-input bitonic sort HLS synthesis report.

Figure 5.26: RCT region of 9η×4ϕ highlighting the six highest clusters (after bitonic
sort) candidates for the IP3 and the adding back of one of the un-selected clusters with
the tower. The highlighted un-selected cluster’s peak crystal is inside tower number 5
of the region. Therefore, the cluster energy will be combined with the corresponding

tower energy.



➎ Calorimeter Trigger Algorithms 79

Figure 5.27: The IP2 HLS timing reports

IP2

Latency (ns) 178

FMAX

(MHz)
368

LUTs (%) 1

FFs (%) 0.8

Table 5.9: Timing and utilization summary of the IP2 algorithm.

5.3.2.3 IP3

IP3 is the final processing stage of the RCT v2.0 algorithm. It takes input from the two

IP2 algorithms and the HCAL. The algorithm starts by unpacking the IP2 data and

mapping the information for 68 ECAL towers, 12 e/γ clusters, and 64 HCAL towers.

The first step of IP3 is to stitch the cluster at the central eta boundary. The stitching

logic follows the same strategy explained in the case of eta stitching in IP2. Fig 5.28

demonstrates the stitching in IP3.

After stitching, IP3 uses the bitonic sort algorithm to sort the 12 e/γ clusters based

on their energy and select the 8 highest clusters for the GCT barrel board. It uses the

16-input bitonic sort algorithm with 12 inputs from e/γ clusters received from the two

IP2, and the remaining four inputs have zero cluster energy. The sorting strategy is

similar, as explained in the case of IP2. The eight highest clusters are selected, and

the un-selected clusters are added back with the corresponding ECAL towers. The next

step of the IP3 algorithm is to add each HCAL tower energy with the corresponding

ECAL using a two-input adder. Fig 5.29 shows the addition of ECAL and HCAL towers.

The next level GCT barrel algorithm uses the combined tower energy of the ECAL and

HCAL to perform PF, jets, and taus clustering.
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Figure 5.28: Stitching of clusters in IP3 at the central eta boundary.

The final step of the IP3 is to perform the H/E calculation and store the result in a 4 bits

word. The LBS bit indicates the possibility that either the ECAL or HCAL energies are

zero or HCAL energy is greater than or equal to the corresponding ECAL tower energy.

If the above condition is valid, the algorithm sets the LSB bit to zero. If the ECAL

tower energy exceeds the HCAL energy, the algorithm sets the LSB bit to one. The

next three H/E bits represent the range over which the ECAL or HCAL energies exceed

each other. Table 5.10 summarizes the range of the differences between the HCAL and

ECAL energies and the corresponding H/E bits. The H/E bits cover a wide range of

differences between the HCAL and ECAL energies.

The final clusters and towers information of IP3 are packed in four output links, each

carrying 17 towers and two clusters. The latency of the IP3 algorithm is 125 clock

cycles. It includes the latency of stitching the clusters, which is 24 clock cycles.

The post-stitched clusters are sorted using the bitonic sort algorithm, which utilizes 9

clock cycles of latency. The process of merging four un-selected clusters with

any of the 68 ECAL towers is 72 clock cycles. The final addition of the ECAL

and HCAL towers, including the H/E calculation, requires 8 clock cycles. Fig

5.30 depicts the HLS latency report of IP3.
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Figure 5.29: ECAL and HCAL towers addition.

Figure 5.30: IP3 HLS timing report highlighting the latency of 125 clock cycle.

The RTL of IP3 is synthesized and implemented on XCVU9P FPGA in standalone

mode. Table 5.11 summarizes the timing and utilization performance.

The IP1, IP2, and IP3 are combined in the RTL using a VHDL wrapper. The wrapper

takes nine clock cycles to convert the 64-bit physics payload AXI stream data into the
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Range coverage H/E bits (3 downto 1)

HCAL >ECAL 000
ECAL >HCAL 000

HCAL > 2 × ECAL 001
ECAL > 2 ×HCAL 001

HCAL > 4 × ECAL 010
ECAL > 4 ×HCAL 010

HCAL > 8 × ECAL 011
ECAL > 8 ×HCAL 011

HCAL > 16 × ECAL 100
ECAL > 16 ×HCAL 100

HCAL > 32 × ECAL 101
ECAL > 32 ×HCAL 101

HCAL > 64 × ECAL 110
ECAL > 64 ×HCAL 110

HCAL > 128 × ECAL 111
ECAL > 128 ×HCAL 111

Table 5.10: H/E 3-bit (from MBS to the LSB+1 bit) calculation based on the differ-
ence of energy between HCAL(ECAL) and ECAL(HCAL).

IP3

Latency (ns) 347

FMAX

(MHz)
364

LUTs (%) 1.6

FFs (%) 1.3

Table 5.11: Timing and utilization summary of the IP3 algorithm.

576-bit packet information of the LHC bunch-crossing for the algorithm. The latency of

the RCT v2.0 algorithm is 1219 ns (1.2 µs). Table 5.12 summarized the algorithm steps

and latency of the RCT v2.0 algorithm.

The next section describes the global calorimeter trigger (GCT) algorithms.
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Input to RCT:

ECAL: a region of 85 × 20 crystals (1700 crystals)
HCAL: a region of 16 × 4 towers (64 towers)
Input links: 70
Clock frequency: 360 MHz

Entire ECAL region for RCT is sub-divided in six 15η × 20ϕ crystal
regions with IP1 serving three such regions.

IP1:

Creating three matrix of 15 × 20 crystals from 36 input links

Processing the three 15 × 20 crystals region concurrently

➊ Finding peak crystal in 15η × 20ϕ crystal region 8 clock cycle

➋ Computing primary cluster of size 3η × 5ϕ, isolation cluster
of size 3η × 5ϕ, and shape cluster of size 2η × 5ϕ 6 clock cycles

➌ Computing two 3η × 5ϕ brems clusters 6 clock cycles

➍ Removing the used crystals from the region. 3 clock cycles

Iterating the steps ➊, ➋, ➌, and ➍ four times
to create four clusters.

Performing twelve towers energy calculation 6 clock cycles

IP2:

Stitching two clusters at the eta boundary 4 clock cycles

Sorting clusters using 16-inputs bitonic sorting 9 clock cycles

Adding back the unused clusters with the tower 39 clock cycles

IP3:
Stitching clusters at the eta boundary 23 clock cycles

Adding back the unused clusters with the tower 72 clock cycles

HCAL and ECAL tower energy addition and H/E calculation 8 clock cycles

Total latency∗ 439 clock cycles

Output:

Tower: 68 barrel calorimeter tower information
Clusters: 8 clusters information
Output links: 4

Table 5.12: RCT algorithm steps and latency report. ∗ Total latency includes the
latency of the wrapper, which combines the two instances of IP1, two instances of IP2,
and one IP3 instance of algorithms. It also includes the SLR crossing of the internal

signals.
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5.4 Layer-2: Global Calorimeter Trigger (GCT)

The global calorimeter trigger (GCT) is the second level of processing for the Phase-2

calorimeter trigger. It is organized in two layers and comprises the GCT barrel, endcap,

and sum boards. Fig. 5.31 represents the two-layer connection of the GCT. The following

section briefly explains the algorithm employed at the GCT barrel, endcap (HGCAL),

and GCT SUM.

Figure 5.31: Two layer organization of GCT comprising GCT barrel, endcap and
sum algorithm.

5.4.1 GCT Barrel

The GCT barrel processes the RCT information and prepares the barrel calorimeter

information for the GCT sum and correlator trigger. The processing of inputs from

36 RCT boards is subdivided into three GCT barrel boards, each serving the input

from 12 unique RCT boards. The three GCT barrel boards require stitching the RCT

electron/photon (e/γ) clusters at the partition boundary in phi before sending the cluster

information to the correlator trigger. This requires the cluster information from the RCT

regions, which are located on either side of the two partition boundaries of the GCT

barrel region. Thus, each GCT barrel board takes additional inputs from four RCT

regions that belong to the processing region of the other two boards. Therefore, each

GCT barrel board takes input from 16 RCT boards. The additional RCT regions provide

the tower information required for building PF clusters, jets, and taus information. Fig

5.32 represents the CMS barrel geometry, the coverage of one RCT board, and the GCT

barrel board. It highlights the three central GCT barrel regions and the additional

inputs from 4 RCT regions. Thus, each GCT barrel board takes input from 16 RCT

boards.
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Figure 5.32: Calorimeter barrel region segmentation in three GCT barrel board. Each
board comprises 12 unique RCT regions and 4 additional RCT regions from either side

of phi.

One GCT barrel board takes 64 input links from 16 RCT boards (4 links per RCT

board). Therefore, the design needs to be partitioned into two SLRs to satisfy the

available link constraint of one SLR (40 links). The partition of the GCT barrel region

is performed across the central phi boundary, which requires processing 8 RCT board

inputs in one SLR. As mentioned earlier, partitioning the barrel region requires sharing

the boundary information to account for stitching the RCT clusters and performing

hadronic clustering at GCT. Therefore, the algorithm in each SLR requires information

of two additional RCT regions located at opposite sides of the partition boundary. Thus,

the algorithm in each SLR takes input from 10 RCT boards. Fig 5.33 shows the partition

of the GCT barrel geometry in two SLRs, proposed to be implemented in SLR1 and

SLR2, respectively.

The algorithms employed in both the SLRs are identical. It receives the input from 10

RCT regions, stitches the e/γ clusters in eta and phi direction, and creates full tower

information. The full tower information is required to perform clustering at the GCT

level, such as PF clustering, jets, taus, and computing of the partial MET (the remaining

portion of the MET algorithm is implemented in the GCT sum board). The stitching

of RCT clusters and making full towers are performed in IP1, and PF clustering is

performed in IP2. The outputs of IP1 and IP2 are merged in RTL to create 24 output

links per SLR and further time-multiplexed in six-time slices (TMUX6) for the correlator

trigger. One GCT barrel board provides 48 output links to the correlator trigger. The
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Figure 5.33: Partition of one GCT barrel region in two SLR. Each SLR takes input
from ten RCT regions.

IP1 in SLR2 and SLR0 sends the full tower information in SLR1, which acts as an input

to the jet, taus, and partial MET algorithms, also known as the CaloObject algorithm.

The CaloObject algorithm packs six output links for the layer-3 GCT sum board. Fig

5.34 illustrates the architecture of the GCT barrel algorithm.

The processing strategy for each algorithm employed in GCT Barrel is as follows.

• IP1:

■ Stitching the e/γ clusters between RCT regions in eta and phi direction.

■ Computes the cluster information as per the correlator trigger requirements.

■ Create the full tower information by adding back the cluster energy into the

corresponding tower. Making full towers in the GCT barrel is crucial because

the tower information received from the RCT boards has missing crystal

energies, which were used in making the e/γ clusters. Therefore, adding

bavk those crystal energies into the corresponding tower is necessary before

performing any tower-level clustering in the GCT barrel.

■ Create 24 output links containing e/γ clusters and towers information of the

unique RCT region for the correlator trigger.
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Figure 5.34: GCT barrel architecture.

■ Prepare 16 output links containing full tower information for the CaloObject

algorithm.

• IP2 (PF clustering):

■ It receives the full tower information from the IP1. The main task of the IP2

is to compute 8 PF clusters in each of the central six RCT region by adding

the tower energy in 3η× 3ϕ region around the peak tower. Following are the

steps to compute the PF cluster in one RCT region.

■ Calculate the peak tower in the RCT region using the multi-level comparison

strategy as discussed in Chapter 5.

■ Compute the PF cluster in 3η × 3ϕ towers region around the peak tower.

■ Remove the peak tower energy from the region for computing the PF cluster

in the next iteration.

■ Iterate eight times to compute eight PF clusters in each RCT region.

■ Pack the PF cluster information in terms of cluster energy, and peak location

in eta and phi in 24 output links.

• Time-multiplexing:
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■ Convert the TM1 information of the IP1 and IP2 algorithm in six-time slices

for the correlator trigger.

• CaloObject:

■ With the input tower geometry of 34η×32ϕ, it prepares two (in both the eta

region) supertower regions of 8η × 12ϕ. Supertower energy is computed by

adding the tower energy inside the 3η × 3ϕ tower region.

■ Find the peak supertower in the supertower region using the multi-level com-

parison strategy.

■ Compute the jet and tau cluster in 3η×3ϕ region around the peak supertower.

■ Remove the peak and corresponding supertower used in the current iteration

to compute the jet and taus for the next iteration.

■ If the energy of the peak supertower is higher than 87% of the cluster energy,

the cluster is flagged as a tau.

■ The partial MET is computed by adding the tower energy of all the towers

in each of the central phi columns.

5.4.1.1 IP1 Algorithm

The IP1 algorithm processes the inputs from ten RCT boards. IP1 takes the input

from RCT boards in terms of e/γ clusters and towers. The packing of the cluster and

tower summarized in Table 5.6 and 5.7, respectively. The task of the IP1 is to stitch the

cluster energy at the boundaries of the ten RCT regions. The stitching is performed in

three directions, as shown in Fig. 5.35. The stitching algorithm and logic used in IP1

is identical to the one used in the RCT v2.0. The latency of stitching the RCT

regions in each direction is three clock cycles.

IP1 repacks the e/γ cluster information and makes it compatible with the correlator

trigger requirements by adding the cluster position in terms of eta and phi location of

the peak crystal. The cluster information is packed inside a 64 bits word, which includes

12 bits for cluster energy, 8 bits for clusters eta position, 7 bits for phi position, 4 bits

for H/E, 2 bits for the H/E flag, 3 bits for isolation, 2 bits for the isolation flag, 6 HCAL

feature bits, 5 bits for timing, 2 bits for the shape flag, 2 bits for brems and 11 bits are

reserved for future usage. Table 5.13 summarizes the packing of the e/γ cluster for the

correlator trigger.

The clusters and towers information of the six unique RCT regions are packed in 24

output links. Each link carries 17 towers (17 × 16 bits = 272 bits) and 2 e/γ clusters
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Figure 5.35: Stitching of the RCT regions in three directions. Direction-1 and
Direction-2 represent the stitching at the phi boundaries and Direction-3 at the eta

boundaries.

Quantity Number of bit(s)

cluster energy 12

peak crystal eta 8

peak crystal phi 7

H/E 4

H/E flag∗ 2

isolation∗ 3

isolation flag∗ 2

HCAL feature 6

timing∗ 5

shape flag∗ 2

brems 2

Reserved 11

Total: 64

Table 5.13: Output e/γ cluster information packing in 64 bits for the correlator
trigger. ∗ not yet included in the current version of the algorithm.

information (2× 64 bits = 128 bits), occupying (272 + 128 bits) 400 bits out of 576 bits

available.

The next step is to create the PF clusters and calorimeter objects, such as jets and

taus. Clustering at GCT requires creating full tower information, where cluster energy

is added back with the corresponding tower. The full tower computation is concurrent

in each RCT region. The computation involves checking the cluster position in tower

geometry and adding back its energy with the corresponding tower. The latency of

performing full tower calculation is two clock cycles in one SLR. The IP1 sends

the full tower information to the IP2, which performs the PF clustering.
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5.4.1.2 IP2

The main task of IP2 is to compute and send the PF clusters to the correlator trigger

from the six central RCT regions. However, if the peak tower lies at the boundary of

the RCT region, as shown in Fig. 5.36, the PF clustering is performed by considering

the tower energy from the neighboring RCT regions.

Figure 5.36: GCT barrel region highlighting the PF clustering coverage of the RCT
regions.

The PF clustering algorithm performs concurrently in all six RCT regions. The first

step of the algorithm is to create an extended region for each RCT region to account

for the tower energies of the adjacent RCT regions. The extension of the RCT region

is performed by including two rows and columns of towers on either side of the eta and

phi direction, which increases the processing geometry from 17η× 4ϕ to 21η× 8ϕ tower

region. PF clustering is an iterative operation that computes eight PF clusters in each

RCT region. However, the iterative operation is concurrent in all six regions. The first

step in each iteration is to find the position of the peak tower using the multi-level

comparison strategy and subsequently compute the 3η × 3ϕ cluster energy around the

peak tower. Once the cluster energy is computed, all the corresponding towers must

be discarded to create a new cluster in the next iteration. The algorithm packs the PF
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cluster information in 64-bit words, including the geometrical position of the peak tower

in eta and phi. Table 5.14 summarized the 64-bit packing of one PF cluster. Fig 5.37

illustrates the full tower geometry of ten RCT regions, six central RCT regions, and two

RCT regions with additional towers. The PF cluster and corresponding peak tower are

also highlighted.

Quantity Number of bit(s)

PF cluster energy 12

peak crystal eta 8

peak crystal phi 7

H/E 4

reserved 33

Total: 64

Table 5.14: Output PF cluster information packed in 64 bits for the correlator trigger.

Figure 5.37: Full tower geometry of ten RCT regions. The six unique RCT regions
are emphasized inside the grey box. One RCT region with additional adjacent towers

is highlighted, along with one PF cluster and the corresponding peak tower.

All the 48 PF clusters are packed inside 24 output links with 2 PF clusters per link,

which occupies (2×64 bits) 128 bits out of 576 bits available. The IP1 also packs the full

tower information of the RCT regions, in 16 output links for the CaloObject algorithm.

The latency of the IP2 algorithm is 80 clock cycles. Fig 5.38 depicts the HLS

latency report of IP1 and IP2 algorithm.
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Figure 5.38: IP1 and IP2 HLS timing report highlighting the latency of 117 clock
cycles.

The RTL of IP1 and IP2 is synthesized and implemented on XCVU9P FPGA in stan-

dalone mode. Table 5.15 summarizes the timing and utilization performance.

IP1 and IP2

Latency (ns) 325

FMAX

(MHz)
360

LUTs (%) 11

FFs (%) 7

Table 5.15: Timing and utilization summary of the IP1 and IP2 algorithm.

The 24 output links from IP1 (400 bits per link) and IP2 (128 bits per link) are concate-

nated in RTL as they can be packed inside the threshold of 576-bit per bunch-crossing.

Post concatenation, the number of output links is 24, each carrying 17 towers (17 × 16

bits = 272 bits), 2 e/γ clusters (2× 64 bits = 128 bits), and 2 PF clusters (2× 64 bits =

128 bits) information, which amount to (272 + 64 + 64 bits) 528 bits per link. The next

step of the GCT barrel is to time-multiplex the output from one-time slice into six-time

slices (TM1 to TM6). Time-multiplexing is performed to provide the output to corre-

lator trigger layer-1, which comprises 18 APx boards and employs the time-multiplex

architecture (TMUX6). The 18 APx boards are sub-divided into three phi regions, with

each region corresponds to 6 APx boards taking input from one GCT barrel board. The

six APx boards are arranged in a time-multiplexing manner, each serving one bunch-

crossing of GCT barrel information. Fig 5.39 shows the connection of one GCT barrel

board with 6 APx boards of correlator trigger layer-1.

The GCT barrel sends 48 output links to 6 APx boards; each APx board receives eight

links. The time-multiplex algorithm is developed in VHDL, which converts the six input

links available in a one-time slice to six output links arranged in six-time slices. To time-

multiplex the 24 output links, four instances of the TMUX6 algorithm are used. The



➎ Calorimeter Trigger Algorithms 93

Figure 5.39: Connection of one GCT barrel board with six correlator layer-1 APx
boards.

RTL of the TMUX6 algorithm is synthesized and implemented on XCVU9P FPGA in

standalone mode. Table 5.16 summarizes the timing and utilization performance.

TMUX6

Latency (ns) 5.5

FMAX

(MHz)
381

LUTs (%) 0.6

FFs (%) 0.9

Table 5.16: Timing and utilization summary of the TMUX6 algorithm.

5.4.1.3 CaloObject Algorithm

The CaloObject algorithm takes input from both the GCT barrel algorithm implemented

in SLR1 and SLR2. The main task of the CaloObject algorithm is to build jets and taus

and compute the partial MET information. CaloJet algorithm processes the 34η × 32ϕ

tower region of the barrel calorimeter. The geometrical coverage of one jet is 9η × 9ϕ

tower region. Fig. 5.40 shows the CaloObject input processing region and the spread of

one jet.

The main task of the algorithm is to prepare twelve jets and taus (six in negative and

six in positive eta) in one GCT barrel region. The algorithm starts with partitioning



➎ Calorimeter Trigger Algorithms 94

Figure 5.40: Input processing region of CaloObject algorithm highlighting the spread
of one jet/taus in 9η × 9ϕ tower region.

the barrel region of 34η × 32ϕ towers into two eta halves, each comprising 17 unique

towers from the corresponding eta region and six additional towers from the other eta

region. Therefore, the geometry for each half is 23η × 32ϕ tower region. The additional

towers in eta provide accuracy in making jets and taus at the partition boundary (at

the interaction point). With two independent tower regions of 23η × 32ϕ, the task is to

build six jets and taus in each region concurrently. For efficient jet and taus clustering,

the tower region of 23η × 32ϕ is reduced by a factor of three using the supertower

methodology. In the calorimeter trigger, a supertower is build by adding the tower

energy in a 3η × 3ϕ tower region in a pre-defined sequence. Therefore, to reduce the

region of 23η× 32ϕ into a supertower region, it is decided to add one row of null towers

at the extreme edge of the eta and four columns of null towers at the extreme edges in

phi (two on either side of phi). This extension creates the towers region of 24η× 36ϕ on

which the supertower algorithm is used, and ultimately, it reduces the region by a factor

of three and provides the supertower region of 8η× 12ϕ. Fig 5.41 highlighting the GCT

barrel tower region and the corresponding supertower region.

Due to the reduction of the barrel tower region geometry into the supertower region, the

area of finding jet and taus in the barrel is now reduced from 9η× 9ϕ towers to 3η× 3ϕ

supertowers region. The first step in computing jets and taus is to locate the peak

supertower in the region of 8η×12ϕ supertower using the multi-level comparison strategy.

The algorithm then computes the cluster energy by adding the supertower energy in the

3η × 3ϕ region around the peak supertower. If the energy of the peak supertower is

higher than 87% of the cluster energy (to confirm if it is highly collimated), then the
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Figure 5.41: The conversion of tower geometry of size 32η × 34ϕ into two 24η × 36ϕ
tower regions. A supertower is highlighted in the red square box depicting the coverage

of 3η × 3ϕ towers.

algorithm flags the cluster as a tau. The algorithm then removes the corresponding

supertower involves in computing a jet/taus and prepares the supertower region for the

next iteration. Likewise, six such iterations are performed to create six jets and taus in

each of the 12η× 8ϕ supertower regions. The latency of computing one jet energy

is three clock cycles. The overall latency is 99 clock cycles. Fig 5.42 shows the

peak supertower and jet in one 12η × 8ϕ region.

Figure 5.42: Jet/taus cluster and peak supertower in the 12η×8ϕ supertower region.

The algorithm packs the jets and taus information in a 64-bit wide word, which includes

12 bits for the peak supertower energy, 12 bits for jet/taus energy, 5 bits for peak

position in phi, 5 bits for peak position in eta, 1 bit for tagging the tau (to confirm

is the cluster computed is a tau) and 29 bits are reserved for future usage. Table 5.17

summarizes the packing of one jet and taus information. The algorithm packs 12 jets

and taus information in 2 output links, each carrying 6 jets and taus.

The next task of the CaloJet algorithm is to prepare the partial MET information. The

additional portion of the MET algorithm is implemented in the GCT sum algorithm.
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The main reason behind this decision is the computation of the sine and cosine of the phi,

which varies from one barrel region to another. Therefore, to avoid implementing three

different firmware in the GCT barrel. This part of the MET algorithm is moved to the

GCT sum algorithm, which applies these phi dependent values based on the incoming

GCT barrel link or board ID. The partial MET computation includes preparing the

sum of the tower energy in each central phi column. Since there are 34 such towers

in each phi column, each containing 12 bits of energy, the algorithm stores the sum

of 34 towers in 18 bits of words without truncating the sum output. As there are 24

such columns, which are independent of each other, the algorithm performs the sum

operation concurrently for each phi column. The output of the partial MET algorithm

is packed inside a single link; it occupies (24 × 18 bits) 432 bits in the bit-width of 576

bits available. Fig 5.43 depicts the HLS latency report of the CaloObject algorithm.

Quantity Number of bit(s)

Peak supertower energy 12

jet/tau energy 12

peak supertower phi 5

peak supertower eta 5

tagging the tau 1

reserve 29

Total: 64

Table 5.17: Output jet and tau information packing in a 64 bits word.

Figure 5.43: CaloObject HLS timing report highlighting the latency of 99 clock cycles.

The RTL of CaloObject is synthesized and implemented on XCVU9P FPGA in stan-

dalone mode. Table 5.18 summarizes the timing and utilization performance.

Table 5.19 summarized the algorithm steps and latency of the IP1, IP2, and CaloObject

algorithms.
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TMUX6

Latency (ns) 275

FMAX

(MHz)
367

LUTs (%) 7

FFs (%) 5

Table 5.18: Timing and utilization summary of the CaloObject algorithm.

Inputs:

Input links: 64
Clock frequency: 360 MHz

Algorithm

IP1 and IP2

Stitching RCT regions in phi. 3 clock cycles

Stitching RCT regions in eta. 3 clock cycles

Merging the RCT clusters energy into the 2 clock cycles
tower region to create the full towers.

Making 48 particle-flow (PF) clusters 80 clock cycles
(3η × 3ϕ towers size) in six RCT regions

Jet and taus algorithm

Making supertower (3η × 3ϕ grouping of barrel towers) 2 clock cycles

Making six jets and taus in each eta half. 12 clock cycles
Time-multiplex algorithm

Time multiplexing 2 clock cycles

Total latency∗ 249 clock cycles

Output:

For correlator trigger:
48 links, each link carries 17 towers, 2 e/γ clusters, and 2 PF clusters.
For GCT sum: 2 link carrying 12 jets, and taus information
1 link carrying partial MET information.

Table 5.19: GCT barrel algorithm steps and latency report. ∗ Total latency includes
the latency of the wrapper of IP1 and IP2 and CaloObject algorithm. It also includes
the SLR crossing of the full tower information from IP1 in SLR2 to the CaloObject

algorithm in SLR1.

5.4.2 GCT Endcap

The GCT endcap boards cover the processing of the two endcap calorimeter detectors,

which include the new HGCAL and the existing HF. This thesis discusses the algorithm

processing the input from the HGCAL detector. The backend of the HGCAL system

comprises two identical sub-systems to cover the two endcaps of the detector. The
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endcap is partitioned into three identical phi sectors, each covering 120 degrees in phi.

Each sector trigger primitives are prepared using 18 Serenity [26] boards featuring a

time-multiplexing (TMUX18) scheme. In this scheme, each Serenity board processes

one entire phi sector of one endcap for the Nth bunch-crossing (where N is from 1 to

18) and provides 4 links containing the HGCAL towers and clusters information. With

four links per Serenity board, each sector of the HGCAL endcap provides (18 × 4) 72

links, amounting to (72×3) 244 links per endcap to the three GCT endcap boards. The

algorithm at the GCT endcap and GCT sum are designed to run at TM1 (continuous

stream of data); therefore, de-multiplexing of input is required from TM18 to TM1 at

the GCT endcap boards. Fig 5.44 shows the schematic of the endcap backend system

processing one endcap, providing 72 × 3 links to the three GCT endcap boards.

Figure 5.44: HGCAL backend (one endcap) connection with three GCT endcap
boards.

With 9 physics payload/bunch-crossing (at 360 MHz of the clock), there are 162 payload

words in 18 bunch-crossing. Out of 162 words sent by the HGCAL backend system, the

first word consists of a header word, the following thirty words consist of HGCAL towers

(120 towers), and the rest are clusters. The clusters in HGCAL are ordered in energy

(pT ). The GCT endcap algorithm requires all the tower information to build the jets

and taus and a few cluster information for e/γ clusters to be sent to the GCT sum card.

All the data of the one endcap comprising 54 Serenity boards can be demultiplexed and

processed using 3 APx boards. Each board features a VU13P FPGA supporting 4 SLRs,
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where the three SLRs process two input time slices. Fig 5.45 shows the architecture of

the GCT endcap taking input from one HGCAL endcap.

Figure 5.45: GCT endcap architecture. The demultiplexing of the entire endcap is
performed using three XCVU13P FPGAs. Out of four SLRs, each SLR1-3 receives two
bunch-crossing information, which are nine clock cycles apart. The algorithm performs
the demultiplexing and provides input in the TMUX1 interval to the jet algorithm.
The output from three SLRs is merged in the SLR0 and sent to the GCT sum board

at TM1 interval.

To demultiplex the HGCAL input information in the GCT endcap board, a DEMUX
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algorithm is developed in VHDL, which captures the incoming tower and cluster infor-

mation of a one-time slice of all the HGCAL sector in terms of 12 input links (4 links

per sector) and provides 108 links to the GCT endcap algorithm, which computes the

jet and tau information. The DEMUX algorithm receives the input of a one-time slice

arriving in 18 bunch-crossing, where the first header bit is ignored, the following 81

words are stored (the first thirty words contain 120 HGCAL tower information, and the

rest are clusters), and the following 81 words (containing only clusters information) are

discarded. The algorithm provides the output in 108 internal links, all available in TM1,

ready for the GCT endcap jets and taus algorithm. Since half of the incoming data is

not crucial at this implementation stage, one DEMUX algorithm can demultiplex two

different time-slices, which are nine time-slices apart from each other. This methodology

reduces the utilization of the DEMUX algorithm by half. This method leverages the

inherent time displacement of two-time slices and uses a single DEMUX algorithm to

demultiplex two-time slices. Fig 5.46 shows the DEMUX algorithm processing two-time

slices. The algorithm has a latency of 75 clock cycles. The DEMUX algorithm

output for each time slice is concatenated locally in the SLR0 of each APx device. The

final concatenation is planned to be executed in one APx board before sending the final

information to the GCT sum board.

Figure 5.46: The demultiplexing scheme of the DEMUX algorithm using a two-input
multiplexor. The two inputs have a time difference of 9 bunch-crossings.

The GCT endcap algorithm receives the input from the DEMUX algorithm. The input

contains the HGCAL towers and clusters information. The geometrical coverage of the

HGCAL is 20η × 72ϕ tower region. Similar to the GCT barrel, the clustering region

of the jet and taus in the HGCAL region is 9η × 9ϕ towers. The algorithm computes

6 jets and taus in this region. As the operation in each SLR of the 6 APx boards of

the GCT endcap is identical, prototyping one SLR can be easily scaled to three SLRs

(one APx board) and similarly to six APx boards. The number of input links required
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for demultiplexing two-time slices is 24, which can easily fit inside the SLR0 of VU9P

FPGA.

To efficiently computes the jets and taus in the HGCAL 20η×72ϕ tower region in terms

of latency and utilization. The supertower methodology is used to reduce the HGCAL

geometry. The algorithm considers two supertower geometry; the first version computes

the supertower by adding the towers in the 3η× 3ϕ HGCAL region. The second version

calculates the supertower by adding the towers in the 4η×3ϕ geometry to account for the

extension of the HGCAL towers in the forward region of the endcap. Post supertower

computation, the HGCAL tower geometry reduces from 20η × 72ϕ to 6η × 24ϕ. The

latency of making the supertower geometry is nine clock cycles. Fig. 5.47

shows the HGCAL tower, two supertower regions used, and corresponding supertower

geometry.

Figure 5.47: HGCAL tower geometry and the supertower geometry. It also highlights
one peak supertower and the jet/taus of size 3η × 3ϕ in supertower.

The jets and taus are now computed in the HGCAL supertower region of 6η×24ϕ. The

first step in making a jet is to find the peak supertower using the multilevel comparison

strategy. The algorithm then computes the cluster energy by adding the supertower

energy in the 3η× 3ϕ region around the peak supertower. The cluster can be flagged as

tau if it is highly collimated such that the central peak supertower energy is higher than

the cluster energy by more than 87%. After clustering, all the corresponding supertowers

used in making jet and tau in the current iteration are removed to create the region for
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next iteration. The output of the jet and tau information is packed in a 64-bit word. It

requires only 1 output link (6×64 = 384 bits) to carry all the jets and taus information.

Similar to the jet clustering described in the GCT barrel, the GCT endcap algorithm

also packs the position information of the peak supertower.

The latency of computing one jet and taus in one iteration is 20 clock cycles.

The total latency of the algorithm is 151 clock cycles. Fig 5.48 depicts the HLS

latency report of the GCT endcap jets and taus algorithm.

Figure 5.48: GCT endcap jets and taus algorithm latency report.

The RTL of DEMUX and GCT endcap are synthesized and implemented on XCVU9P

FPGA in standalone mode. Table 5.20 summarizes the timing and utilization perfor-

mance.

DEMUX
Endcap

jets and taus

Latency (ns) 208 419

FMAX

(MHz)
368 361

LUTs (%) 0.5 2

FFs (%) 0.8 3

Table 5.20: Timing and utilization summary of the DEMUX and endcap jets and
taus algorithms.

Table 5.21 summarizes the algorithm steps and latency of the GCT endcap algorithm.



➎ Calorimeter Trigger Algorithms 103

Input:

Input link: 24 Clock frequency: 360 MHz

Algorithms:

Demultiplexing TM18 to TM1. 75 clock cycles

Creating 20η × 72ϕ HGCAL tower region. 1 clock cycles

Creating supertower region of size 6η × 24ϕ. 9 clock cycles

Creating six jets and taus. 20 clock cycles

➊ Finding peak in the 6 × 24 supertower region. 8 clock cycles

➋ Making jets around the peak. 4 clock cycles

Iterating the step ➊ and ➋ for six times to create six jets and taus.

Total latency∗ 238 clock cycles

Output:

Single link: Six jets and taus to the GCT sum board.

Table 5.21: GCT endcap algorithm steps and latency report. ∗ Total latency includes
the latency of the wrapper combining the three instances of DEMUX and the endcap

jets and taus algorithm.

5.4.3 Layer-3: GCT Sum

The GCT sum algorithm combines all the calorimeter-only based objects such as isolated

and non-isolated e/γ clusters, jets, taus, and sum (HT ) information from the barrel and

endcap. It sends the final output to the global trigger (GT). The sum algorithm converts

the GCT information of the e/γ cluster, jet and taus as per the requirement of the global

trigger. Each calorimeter objects are converted into the same data pattern of 64 bits,

which starts with the first bit of valid flag, 16 bits for energy, 13 bits for the position

of the calorimeter object in phi, 14 bits for position information in eta, and the rest 20

bits are reserved. Table 5.22 summarizes the packing of the calorimeter trigger object

required by the global trigger.

Quantity Number of bit(s)

valid 1

phi 13

eta 14

reserve 29

Total: 64

Table 5.22: Calorimeter trigger object output packing in a 64 bits word for the global
trigger.

The algorithm also computes the MET information by applying the sine and cosine val-

ues of the phi column to the corresponding tower energy information received from the
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three GCT barrel boards. The sin and cosine values are calculated using the coordinate

rotation digital computer (CORDIC) algorithm [42] developed in the HLS. The algo-

rithm provides the output for all the phi values ranging from 00 to 3600. CORDIC is an

iterative algorithm that uses rotations to compute various elementary quantities, such

as trigonometric functions. The algorithm is hardware efficient and primarily performs

addition, subtractions, and bit shift operations. The sine and cosine components of

the tower energy provide the magnitude of the transverse energy in the horizontal (EX)

and vertical (EY ) directions. The final MET energy is calculated using the following

equations.

Ex1 = E1 cosϕ1

Ex2 = E2 cosϕ2

...

Ex72 = E72 cosϕ72

(5.1)

Ey1 = E1 sinϕ1

Ey2 = E2 sinϕ2

...

Ey72 = E72 sinϕ72

(5.2)

Ex = Ex1 + Ex2 + . . . + Ex72

Ey = Ey1 + Ey2 + . . . + Ey72

EMET =
√

E2
x + E2

y

(5.3)

Where the En, n ranges from 1 to 72, denotes the sum of the tower energy in the

corresponding phi bin, EMET is the final missing transverse energy (MET). For efficient

implementation of the MET algorithm, the CORDIC algorithm uses the fixed point

representation to store the value of the sine and cosine components. The trigonometric

properties of sine and cosine are used to calculate the values in all four quadrants of

phi, which reduces the latency and logic utilization of the algorithm. To calculate the

EMET , the square root operation uses the HLS synthesizable sqrt math operator. The

CORDIC and square root operation latency is 72 and 22 ns, respectively.

Two versions of the GCT sum algorithm are developed. GCT sum v1.0 captures the jet

information from the barrel and endcap and provides the output per the specification

of the data required by the GT. The v1.0 algorithm is used to prototype the entire

calorimeter trigger algorithm, which will be discussed in the next chapter. The MET

algorithm is included in the GCT v2.0 algorithm.
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The latency of the v1.0 and v2.0 algorithms is 64 and 178 ns, respectively. The

RTL of v1.0 and v2.0 endcap are synthesized and implemented on XCVU9P FPGA in

standalone mode. Table 5.23 summarizes the timing and utilization performance.

GCT SUM
v1.0

GCT SUM
v2.0

Latency (ns) 64 178

FMAX

(MHz)
418 365

LUTs (%) 0.1 5

FFs (%) 0.4 3.5

DSPs (%) 0.2 4

Table 5.23: Timing and utilization summary of the GCT SUM v1.0 and v2.0 algo-
rithms.

5.5 Conclusions

In this chapter, each layer of the calorimeter trigger algorithm and architecture, such as

RCT, GCT barrel, GCT endcap, and GCT sum, is discussed in detail. In the next chap-

ter, the prototyping of each of the algorithms using the APd1 board and the prototyping

of the entire calorimeter trigger system will be covered.



Chapter 6

Calorimeter Trigger Firmware,

and Prototyping

The unique symmetrical geometry of the CMS detector and the identical division of

the calorimeter detector regions for FPGA processing at all the layers of the calorimeter

trigger, such as RCT, GCT barrel, GCT endcap, and GCT sum, made the prototyping of

the system more simpler and scalable. The prototyping of the system is performed in two

steps. In the first step, the firmware of the individual sub-system is developed and tested

on the APd1 board using multi bunch-crossing LHC events. Once all four sub-system

performance and output are validated independently in a single board, a multi-board

test is required to build and prototype the entire system. Therefore, in the upcoming

section, the thesis discusses implementing and validating all four calorimeter trigger

algorithms. Ultimately, the prototyping and multi-board test of the entire system will

be discussed. Before going into the prototyping details, the APd1 device floorplan and

link mapping, which heavily determine the firmware implementation of each algorithm,

are discussed.

6.1 Calorimeter Trigger Prototype and Test Setup

Prototyping the calorimeter trigger requires designing the algorithms and implementing

the firmware for each calorimeter trigger sub-system and layers on XCVU9P FPGA

mounted on the APd1 board. The APd1 boards are placed in the ATCA crate operating

in the University of Wisconsin lab. Fig 6.1 shows the ATCA crate hosting six APd1 and

six APxF boards (based on XCVU13P FPGA).

106
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Figure 6.1: ATCA crate at the University of Wisconsin lab hosting six APd1 board
(XCVU9P) and six APxF board (XCVU13P). Four APd1 boards are used to prototype

the Phase-2 Level-1 calorimeter trigger.

Two types of tests are required for prototyping the system. The first method is known

as the single board test, which requires uploading the algorithm bitfile on a single APd1

board, and then input(s) is fed to the playback buffer(s) of the firmware shell, which is

connected to the input port(s) of the algorithm. The processed output is then captured

in the output buffer. If the captured patterns match with the Monte Carlo simulated

reference output, it confirms the validity of the prototyping. The second method is

known as the multi-board test, which requires connecting multiple boards using the

optical links, testing the captured patterns of each board, and verifying it with the MC-

generated reference output. The main advantage of performing the multi-board test is

the estimation of the latency, which mainly comprises the latency of the algorithm and

the serialization and communication of the data from one system to another. Following

are the steps involved in the multi-board test.

• Connecting the boards according to the test plan using the number of links re-

quired.

• Uploading the input pattern inside the playback/receiver (Rx) buffer of the class-1

board(s).

• The class-1 algorithm processes the input and passes the output to the transmitters

(Tx) to send the data to the class-2 board(s) via 25 Gbps optical links.
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• The class-2 board capture the class-1 board(s) output in its (Rx) buffer and provide

it to the class-2 algorithm.

• The class-2 algorithm processes the input and passes the output to the capture/-

transmitter (Tx) buffer.

• Matching the output captured in the class-2 Tx buffer with the MC simulated

reference output.

Fig. 6.2 depicts the multi-board connection of three class-1 boards and one class-2 board.

The outputs of the class-1 boards are connected to the input of the class-2 board using

the 25 Gbps optical links.

Figure 6.2: Multi-boards test setup.

In the next section the prototyping of each of the calorimeter trigger sub-system will be

discussed.

6.2 Prototyping Regional Calorimeter Trigger

The next sub-sections describes the implementation of the RCT v1.0 and v2.0 algorithm.

6.2.1 RCT v1.0

The architecture of the RCT v1.0 highlights the partitioning of the 17η × 4ϕ (68 links)

region into two regions of 17η × 2ϕ (34 links). Both regions are independently imple-

mented in two SLRs and combined in one of the SLRs. The SLR2 (40 links) and SLR1

(36 links) fulfill the requirements of 34 links for the 17η × 2ϕ region. The SLR0 space

is saved for any potential future upgrade. The algorithm clock frequency is 360 MHz;

at such a high frequency, it is observed that the data delay between two sequential logic
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is more dominated by the net/wire delay than the logic delay. The logic delay is de-

termined by the control and data path logic of the design. However, the net delay is

decided by the placement of the logic in the device. Therefore, it is crucial to place the

design in an optimum space without causing congestion, which makes the routing more

severe. Therefore, the RCT17x2 algorithm is placed inside eight clock regions to reduce

the net delay, and the clock regions are selected in the middle of the SLR such that the

net delay is equal for all the input links [6]. Fig. 6.3 shows the floorplan of the RCT

v1.0 algorithm.

Figure 6.3: RCT v1.0 firmware implementation. The two 17x2 regions are imple-
mented in SLR2 and SLR1 (8 clock regions each), respectively. Both the regions are

combined in the SLR1 (two clock regions).

The latency and FMAX of the implemented design are 269 ns and 366 MHz, respectively.

The implemented design utilizes 14% of LUTs and 15% of Flip-flops. The utilization

result includes the LUTs and FFs utilized by the algorithm and firmware shell. The

latency and utilization budget is well within the budget of Phase-2. The bitstream of the

implemented design is tested and validated successfully on the APd1 board using three

distinct Phase-2 Monte Carlo simulated events such as ggHbb (gluon gluon production

of Higgs boson decaying to a pair of b quarks), QCD multi-jet, and VBFHToTauTau

(vector boson fusion production of Higgs boson decaying to a pair of tau leptons). Table

6.1 summarized the timing and area performance of the RCT v1.0 algorithm.
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RCT v1.0

Latency (ns) 269

FMAX

(MHz)
366

LUTs (%) 14

FFs (%) 15

Table 6.1: Timing and utilization summary of the RCT v1.0 algorithm implemented
on APd1 board (XCVU9P FPGA).

6.2.2 RCT v2.0

RCT v2.0 architecture highlights the partitioning of the 17η × 4ϕ (68 links) region

into two regions of 8η × 4ϕ (32 links for ECAL) and 9η × 4ϕ (36 links for ECAL).

The partitioning of the region is made in a way such that it satisfies the constraint

of the number of links available in each SLR. Apart from the regional partitioning,

the algorithm is also partitioned into smaller units (IPs) such that it passes the clock

constraint of 360 MHz. Three IPs are used: IP1 and IP2 process the ECAL information,

and IP3 merges the ECAL and HCAL information. In the firmware implementation, the

region of 9η × 4ϕ, processed using IP1 and IP2, is implemented in SLR2. It requires 36

input links to bring all the crystal information to this region. The output of the IP2 of

this region is routed to the SLR1 via SLL. The data crossing between SLR costs in terms

of latency, and it is recommended to pipeline this path for a minimum of three clock

cycles to reduce the timing-related failure. In the SLR, the region of 8η× 4ϕ, processed

using IP1 and IP2, is implemented, which requires 32 input links from ECAL. The IP3 is

also implemented in SLR1, which requires input from the IP2 of the 8η×4ϕ and 9η×4ϕ

region, and from the two HCAL links. The IP1 and IP2 of 9η×4ϕ region is floorplanned

in the middle of SLR2, and the IP1, IP2 of 8η × 4ϕ and IP3 is floorplanned in SLR1.

The HCAL links connected to the IP3 are buffered to hold the HCAL information such

that it synchronizes with the ECAL information coming from the IP2 of both regions.

IP3 provides the final four output links to the GCT barrel board. Fig 6.4 shows the

RCT v2.0 firmware implementation on XCVU9P FPGA. The SLR0 area is saved for the

future algorithm implementation.

The latency and FMAX of the implemented design are 1.2 µs and 361 MHz, respectively.

The implemented design utilizes 16% of LUTs and 13% of Flip-flops. The latency and

utilization budget is well within the budget of Phase-2. The bitstream of the imple-

mented design is tested and validated successfully on the APd1 board using Phase-2

Monte Carlo simulated events. Table 6.2 summarizes the timing and area performance

of the RCT v2.0 algorithm.
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Figure 6.4: RCT v2.0 firmware implementation. The two IP1 and two IP2 of 8η×4ϕ
and 9η × 4ϕ tower regions are implemented in SLR1 and SLR2, respectively. The IP3

is implemented in SLR1.

RCT v2.0

Latency (µs) 1.2

FMAX

(MHz)
361

LUTs (%) 16

FFs (%) 12

Table 6.2: Timing and utilization summary of the RCT v2.0 algorithm implemented
on APd1 board (XCVU9P FPGA).

6.3 Prototyping Global Calorimeter Trigger

The following sub-sections discuss the prototyping of the GCT barrel, GCT endcap, and

GCT sum algorithms.

6.3.1 Prototyping GCT Barrel

The GCT barrel takes input from 36 RCT boards. It requires three GCT barrel boards

to process the input from all the RCT boards. The salient feature of GCT barrel

architecture is that prototyping one region in a single SLR can be easily scaled to two

SLRs covering the entire GCT barrel region of a single board. Subsequently, it can be

scaled to three boards to cover all the RCT boards.



➏ Calorimeter Trigger Firmware, and Prototyping 112

The GCT barrel algorithm covering 10 RCT boards, which comprises IP1 and IP2, is

implemented in SLR2. The input of the 10 RCT boards is provided via the 40 input

buffers of SLR2. The IP1 stitches the RCT electron/photon clusters and creates the full

tower information for IP2 and the jet algorithm. The IP2 creates the 48 PF clusters

in the central RCT regions. The output of the IP1 and IP2 are merged in RTL and

connected to the 24 output buffers of the SLR2 dedicated for the correlator trigger.

The CaloOject algorithm is implemented in SLR1. It receives one-half of the full tower

information from the IP1 of SLR2 and another half from 16 input buffers of SLR1.

The input from the buffer is pipelined for the time IP1 of SLR2 provides the full tower

information so that the CaloObject algorithm receives all the inputs simultaneously. The

CaloObject algorithm creates 12 jets and sends the output via two links to the GCT

sum algorithm. Fig 6.5 shows the floorplan of the GCT barrel algorithm implemented

on XCVU9P FPGA.

Figure 6.5: GCT barrel firmware implementation on XCVU9P FPGA. The IP1 and
IP2 is implemented in SLR2 and CaloObject algorithm is implemented in SLR1

The latency and FMAX of the implemented design are 692 ns and 360 MHz, respectively.

The implemented design utilizes 22% of LUTs and 18% of Flip-flops. The latency and

utilization budget is well within the budget of Phase-2. The bitstream of the imple-

mented design is tested and validated successfully on the APd1 board using the cluster

and tower information of the RCT algorithm. Table 6.3 summarized the timing and

area performance of the GCT barrel algorithm.
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GCT barrel

Latency (ns) 692

FMAX

(MHz)
360

LUTs (%) 22

FFs (%) 18

Table 6.3: Timing and utilization summary of the GCT barrel algorithm implemented
on APd1 board (XCVU9P FPGA).

6.3.2 Prototyping GCT endcap

The GCT endcap covers the processing of the two endcaps of the CMS detector. It

requires six GCT endcap boards to process the input from the two endcaps. Each

endcap backend system provides 216 input links in 18 time slices (12 per time slice). As

discussed in the architecture of the system, the prototyping of the system in one SLR

can be easily scalable to one device and, subsequently, to six boards. The GCT endcap

algorithm, which includes the demultiplexing (DEMUX), jets, and taus algorithms, is

implemented in SLR0. It requires 24 input (two times slices) links to bring the data of

the HGCAL tower and clusters. The output of the algorithm is one link carrying six

jets and taus information. The DEMUX algorithm is placed at the top of the SLR0 in

two clock regions to demultiplex the 24 links from TM18 to TM1; it creates 108 internal

input links for the jets and taus algorithm placed just under the DEMUX algorithm and

floorplanned in six clock regions. Constraining the design in eight clock regions reduces

the net delay and helps meet the timing constraint of the design. Fig 6.6 shows the

floorplan of the GCT endcap implemented on XCVU9P FPGA.

Figure 6.6: GCT barrel firmware implementation on XCVU9P FPGA. The IP1 and
IP2 is implemented in SLR2 and CaloObject algorithm is implemented in SLR1

The latency and FMAX of the implemented design are 661 ns and 360 MHz, respectively.

The implemented design utilizes 6% of LUTs and 7% of Flip-flops. The latency and uti-

lization budget is well within the budget of Phase-2. The bitstream of the implemented
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design is tested and validated successfully on the APd1 board using the HGCAL cluster

and tower information. Table 6.4 summarized the timing and area performance of the

GCT endcap algorithm.

GCT barrel

Latency (ns) 661

FMAX

(MHz)
360

LUTs (%) 6

FFs (%) 7

Table 6.4: Timing and utilization summary of the GCT endcap algorithm imple-
mented on APd1 board (XCVU9P FPGA).

6.3.3 Prototyping GCT sum

The GCT sum board combines the calorimeter-only objects from the barrel and endcap,

computes the MET quantity for the barrel, reorganizes the data per the GT requirement,

and sends it to the global trigger in six-time slices. As discussed in the last chapter,

two algorithm versions are prepared. GCT sum v1.0 is developed for prototyping the

calorimeter trigger by processing the jet information from the barrel and endcap. The

algorithm is implemented in SLR2 utilizing 24 output links, six from the endcap and 18

from the barrel (6 per barrel board). It uses six output links to send the jet information

to the GT. Fig. 6.7 shows the implementation of the GCT sum v1.0 algorithm on

XCVU9P FPGA. The latency of the algorithm is 105 ns with 4% LUT and 4% FF

utilization. Table 6.5 summarized the timing and area performance of the GCT sum

v1.0 algorithm.

GCT sum

Latency (ns) 105

FMAX

(MHz)
392

LUTs (%) 4

FFs (%) 4

Table 6.5: Timing and utilization summary of the GCT sum v1.0 algorithm imple-
mented on APd1 board (XCVU9P FPGA).

The v2.0 includes the final MET computation using the partial MET information from

GCT barrel boards. The algorithm is implemented in standalone mode, utilizes 5%

LUTs, 4% of FF, 4% of DSPs, and achieves the FMAX of 365 MHz. Fig 6.8 shows the

floorplan of the GCT sum v2.0 algorithm on XCVU9P FPGA. Table 6.6 summarized

the timing and area performance of the GCT sum v2.0 algorithm.
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Figure 6.7: GCT sum v1.0 algorithm placed in SLR2 (highlighted in green).

Figure 6.8: GCT sum v2.0 algorithm placed in SLR0 (highlighted in green)

GCT sum

Latency (ns) 178

FMAX

(MHz)
365

LUTs (%) 5

FFs (%) 3.5

DSPs (%) 4

Table 6.6: Timing and utilization summary of the GCT sum v2.0 algorithm imple-
mented on APd1 board (XCVU9P FPGA).

6.4 Prototyping Barrel Calorimeter Trigger

The barrel calorimeter trigger is prototyped by connecting the RCT and GCT barrel

boards and performing multi-board tests. The multi-board test is performed for two

RCT and GCT algorithm versions discussed in the following sub-sections.

6.4.1 RCT v1.0 to GCT (MET) algorithm

The first multi-board test is performed to prototype RCT v1.0 and GCT (MET algo-

rithm) using four APd1 boards, with three boards hosting the RCT v1.0 algorithm and

one hosting the GCT (MET) algorithm. Fig 6.9 illustrates the RCT and GCT board

connection.
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Figure 6.9: Four APd1 boards test of barrel calorimeter trigger.

Each RCT board communicates with the GCT board using four optical links that carry

the information at 25 Gbps of bandwidth. Three different test vectors such as ggHbb

(gluon fusion production of Higgs boson decaying to a pair of b quarks), QCD multi-jet,

and VBFHToTauTau (vector boson fusion production of Higgs boson decaying to a pair

of tau leptons) are generated using Phase-2 Monte Carlo (MC) simulation. Each RCT

card is fed with one distinct test vector, and the output of the RCT is transmitted

and captured at the GCT board, which ultimately serves as the input for the MET

algorithm. Theoretically, the GCT algorithm is designed to process the inputs from

twelve unique RCT boards, i.e., 48 input links. Therefore, the optical inputs from the

three RCT boards are replicated thrice in the RTL wrapper of the GCT algorithm to

mimic the processing of 12 RCT boards. The output of the GCT algorithm is captured

at the transmitter (Tx) buffer, and it entirely agrees with the reference output generated

and validated at Monte-carlo, HLS, and RTL levels.
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6.4.2 RCT v2.0 and GCT Barrel algorithm

The second multi-board test is performed by connecting two APd1 boards using four

optical links running at 25 Gbps of bandwidth. The first layer-1 board employed the

RCT v2.0 algorithm, and the second layer-2 board employed the GCT barrel algorithm

(GCTCIP and CaloObject algorithms). The input ECAL crystal and HCAL tower

information are fed into the RX buffer of the RCT board. The RCT algorithm creates

the cluster and tower information and sends the output of the GCT barrel board via

four optical links. The GCT firmware is designed to process the inputs from 10 RCT

boards in one SLR. Therefore, the inputs of the 9 RCT boards (36 input links) are

provided using the 36 RX buffers in the SLR2 of the GCT barrel board. The four inputs

from optical links and 36 inputs from the RX buffers are aligned such that the GCT

barrel algorithm processes all 40 input links simultaneously. The GCT barrel provides

24 output links to the correlator trigger and two outputs to the GCT sum board. The

TX buffers capture all the output links. The output of the GCT is matched with the

Monte-carlo, HLS, and RTL simulations. Fig 6.10 illustrates the RCT and GCT board

connection.

6.5 Prototyping Calorimeter Trigger System

The Prototyping of the entire calorimeter trigger system is performed using four APd1

boards. The boards are connected using sixteen optical links at the University of Wis-

consin electronics lab. The connection of the four APd1 boards is shown in Fig 6.1.

The input barrel ECAL crystal, HCAL tower, and HGCAL tower information are fed

to the RCT and GCT endcap RX buffers, respectively. The output of RCT in terms of

clusters and towers information is sent via four optical links of 25 Gbps bandwidth to

the GCT barrel. The GCT barrel replicates this input nine times to emulate receiving

the input information from ten RCT boards (4 links via optical fiber and 36 links via RX

buffers. The GCT barrel output for the correlator is captured in the 24-output buffers.

GCT barrel sends the jet information to the GCT sum card using two optical links. The

algorithm at the GCT endcap demultiplexes the input information, creates the jets, and

sends the result to the GCT sum board using one optical link. The final layer-3 sum

board receives the input in terms of jets built in the barrel and the endcap. It prepares

the data in the format compliance by the GT and saves it in the output buffer. The

entire chain is tested successfully with one bunch-crossing of input information. The

prototyping results are compared and matched at all stages, such as HLS, RTL, and

final bit-file simulation. Fig 6.11 demonstrates the arrangements of the cards connected

in three layers.
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Figure 6.10: Two APd1 boards test of barrel calorimeter trigger.

The latency of the system is also measured, which includes the contribution from the

trigger algorithms and data transmission latency from one board to another. In this

test, the latency is measured for two processing chains. In the first chain, the inputs are

provided to the RCT buffers, and the outputs are captured at the GCT barrel buffers

for the correlator trigger. The measured latency for this scheme is 1.8 µS, which is well

within the budget of 3 µS. In the second chain, the inputs are fed to the RCT and GCT

endcap buffers, and the jets are captured at the output of the GCT sum board. The

measured latency of this scheme is 2.4 µS, which is well within the budget of 4 µS. Table

6.7 summarizes the measured latency of the Phase-2 Level-1 calorimeter trigger in the

multi-board test performed.
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Figure 6.11: Connection of the four APd1 boards used for prototyping the entire
Phase-2 Level-1 calorimeter trigger. It highlights the firmware used at the RCT, GCT

barrel, GCT endcap, and GCT sum together with the optical connection made.

Testing scheme
Latency

in µS
(budget)

RCT v2.0 to GCT barrel
(output to correlator trigger)

1.8 (3)

Calorimeter Trigger
(output to global trigger)

2.4 (4)

Table 6.7: Latency summary of the multi-board test performed.



Chapter 7

Summary and Conclusions

The inadequacy of the Phase-1 Level-1 calorimeter trigger system in handling the HL-

LHC requirements, in terms of the algorithm and hardware, led to the design and pro-

totyping of the Phase-2 level-1 calorimeter trigger. This thesis proposes the architecture

and algorithms for the Phase-2 Level-1 calorimeter trigger, which takes input from four

sub-detector systems such as ECAL, HCAL, HGCAL, and HF. The proposed architec-

ture processes the entire calorimeter information using 46 APx board.

The architecture is devised in two levels and subsequently in three layers. The first layer

hosts 36 RCT boards processing the barrel information of the detector in terms of ECAL

crystals and HCAL towers. The second layer hosts the GCT barrel and endcap boards,

taking the input from the RCT and the endcap detectors, respectively. The GCT barrel

sends the barrel calorimeter information to the correlator trigger using 144 optical links

within the latency budget of 3µs. The third layer hosts the GCT sum board, taking

the inputs from all the nine layer-2 boards and sending the final output to the global

trigger using six optical links within the latency budget of 4µs. The primary constraint

of the system is latency, which must be within the budget of HL-LHC. The utilization

is preferred to be low and within the threshold of 50% of the device logic.

The Level-1 calorimeter trigger system comprises four trigger module such as RCT,

GCT barrel, GCT endcap, and GCT sum. Each of the trigger module hosts an identical

algorithm. Therefore, the implementation and validation of each of the subsystems

is performed to prototype the complete system. It involves developing a new trigger

algorithm for each module and validating it on the APd1 board.

In this thesis, two versions of the RCT algorithms are developed and prototyped, i.e.,

RCT v1.0 and v2.0. The RCT v1.0 processes the ECAL crystal information, creates

the e/γ cluster and tower energy for each of the 68 ECAL towers and sends the final

120
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output to the GCT barrel board. The main drawback of this algorithm is the absence

of the HCAL tower processing, comprehensive coverage of the crystals in eta and phi to

create clusters, and account for the bremsstrahlung radiation losses. The algorithm is

implemented in XCVU9P FPGA, and the bitfile is validated on APd1 board using the

MC simulation of three unique LHC events. Table 7.1 summarizes the timing and area

performance of the RCT v1.0 algorithm implemented on the XCVU9P FPGA.

RCT v1.0

Latency (ns) 269

FMAX

(MHz)
366

LUTs (%) 14

FFs (%) 15

Table 7.1: Timing and utilization summary of the RCT v1.0 algorithm implemented
on XCVU9P FPGA.

The RCT v2.0 algorithm is developed, which covers the missing elements of the RCT v1.0

algorithm, such as the processing of HCAL towers and brems correction. The algorithm

creates the e/γ clusters and towers using three distinct IPs such as IP1, IP2, and IP3.

All the three IPs are developed independently and merged in RTL. The final RTL is

then implemented and validated on the APd1 board. The latency and utilization of

the implemented design are well within the budget of HL-LHC requirements. Table 7.2

summarizes the timing and area performance of the RCT v1.0 algorithm implemented

on the XCVU9P FPGA.

RCT v2.0

Latency (µs) 1.2

FMAX

(MHz)
361

LUTs (%) 16

FFs (%) 12

Table 7.2: Timing and utilization summary of the RCT v2.0 algorithm implemented
on XCVU9P FPGA.

In addition, the GCT barrel algorithm is developed, which takes input from 16 RCT

boards (12 unique RCT regions and 4 overlapping regions). The architecture of the

GCT barrel is proposed in three SLRs, with SLR2 and SLR0 hosting the IP1, IP2,

and TMUX algorithm and SLR1 hosting the CaloObject algorithm. The prototyping

is performed by implementing the GCTCIP algorithm in SLR2 and the CaloObject

algorithm in SLR1. The GCTCIP algorithm stitches the e/γ clusters at the boundaries

of the RCT regions and creates PF clusters in the unique RCT regions. The information

of the stitched e/γ clusters, towers, and PF clusters are packed into 24 output links for

the correlator trigger. It also prepares the full tower information for the CaloObject
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algorithm, which performs the jets and taus clustering and computes the partial MET

information. The algorithm is implemented on XCVU9P FPGA and validated on the

APd1 board. Table 7.3 summarizes the timing and area performance of the RCT v1.0

algorithm implemented on the XCVU9P FPGA.

GCT barrel

Latency (ns) 692

FMAX

(MHz)
360

LUTs (%) 22

FFs (%) 18

Table 7.3: Timing and utilization summary of the GCT barrel algorithm implemented
on XCVU9P FPGA.

In this thesis, the GCT endcap algorithm is developed, which demultiplexes the input

information from the HGCAL and performs the jets and taus clustering on HGCAL

towers. The demultiplex algorithm (DEMUX) is developed in VHDL, which converts

the 18 time-slice inputs to 1 time-slice and provides 108 internal links containing HGCAL

towers and clusters information to the endcap jets and taus algorithm. The DEMUX,

jets, and taus algorithms are implemented on XCVU9P FPGA and validated on the

APd1 board. The latency and utilization of the implemented design are well within the

budget of HL-LHC requirements. Table 7.4 summarizes the timing and area performance

of the RCT v1.0 algorithm implemented on the XCVU9P FPGA.

GCT barrel

Latency (ns) 661

FMAX

(MHz)
360

LUTs (%) 6

FFs (%) 7

Table 7.4: Timing and utilization summary of the GCT endcap algorithm imple-
mented on XCVU9P FPGA.

In this thesis, Two versions of the GCT sum algorithm are developed, i.e., v1.0 and v2.0.

The GCT sum algorithm takes input from the GCT barrel and endcap boards. The v1.0

algorithm combined the jet information from the barrel and endcap, reorganize it as per

the global trigger requirements, and send the final output to the global trigger using six

output links. The v2.0 is similar to v1.0. However, it includes the missing transverse

energy (MET) calculation using the CORDIC algorithm and time-multiplex the six

output links for the global trigger. The v1.0 and v2.0 are implemented on XCVU9P,

and v1.0 is validated on the APd1 board, which is used in prototyping the complete

calorimeter trigger system. The latency and utilization of the implemented design are

well within the budget of HL-LHC requirements. Table 7.5 summarizes the timing and
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area performance of the GCT v1.0 and v2.0 algorithm implemented on the XCVU9P

FPGA.

GCT sum v1.0 GCT sum v2.0

Latency 105 178

FMAX

(MHz)
392 365

LUT (%) 4 5

FF (%) 4 3.5

DSP (%) 4

Table 7.5: Latency and utilization report of GCT v1.0 and v2.0 implemented algo-
rithm on XCVU9P FPGA.

Prototyping the calorimeter trigger system also requires connecting one sub-system to

another and validating the algorithm output with the MC simulation. The multi-board

test also provides the performance of the system in terms of latency, which includes the

algorithm and data transmission from one board to another. In this regard, the barrel

calorimeter trigger is prototyped by connecting the RCT and GCT barrel boards. In

the first scheme, four APd1 boards are used, with three layer-1 boards hosting the RCT

v1.0 algorithm and one layer-2 board hosting the GCT (MET) algorithm. The layer-2

GCT board is connected to the three layer-1 boards using 12 optical links (4 links per

RCT board) operating at 25 Gbps of bandwidth. The chain is tested successfully using

three unique Phase-2 MC events. In the second scheme, two APd1 boards are used, with

a layer-1 board hosting the RCT v2.0 algorithm is connected to the layer-2 board using

four optical links, which host the GCT barrel algorithm. The chain is tested successfully

using one unique LHC Phase-2 MC event.

The entire calorimeter trigger system including the barrel and endcap is prototyped

using only 4 APd1 boards and connecting them using 16 optical links. The input barrel

and endcap information are fed into the RCT and GCT endcaps buffer, respectively.

The 24 correlator output links are captured in the output buffers of the GCT barrel

board. The output for the global trigger in terms of jets from the barrel and endcap

is captured in the output buffers of the GCT sum board. The complete chain is tested

successfully using one LHC event. The measured latency of the system for providing

the output to the correlator trigger (1.8 µs) and global trigger (2.4 µs) is well within the

budget of the HL-LHC requirements. Table 7.6 summarizes the latency of the Phase-2

Level-1 calorimeter trigger measure in the four boards prototyping.
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Testing scheme
Latency

in µS
(budget)

RCT v2.0 to GCT barrel
(output to correlator trigger)

1.8 (3)

Calorimeter Trigger
(output to global trigger)

2.4 (4)

Table 7.6: Latency summary of the Phase-2 Level-1 calorimeter trigger.



Appendix A

Clock Domain Crossing

In the early development stage, the RCT v1.0 algorithm failed to meet the timing

constraints of a 360 MHz clock. Therefore, a clock domain crossing (CDC) scheme

is developed to relax the constraint of a 360 MHz clock by moving to a lower clock,

such as a 180 MHz. The CDC ensures a lower clock for the algorithm and, at the

same time, allows the FPGA to communicate with 25 Gbps of link bandwidth. The

25 Gbps of link bandwidth and LHC clock frequency of 40 MHz (one bunch-crossing

frequency) corresponds to 576 bits of physics payload available for the algorithm in one

bunch-crossing. The CSP provides the 64 bits of physics payload at 360 MHz clock,

which maintains the constant bandwidth (40MHz× 576bits = 360MHz× 64bits ) from

40 MHz to 360 MHz clock domain. Maintaining constant bandwidth is crucial as it

prevents any loss of data.

In this thesis, a clock domain crossing scheme is developed, which uses an asynchronous

first-in-first-out (FIFO) module to cross the 360 MHz clock domain to the 180 MHz

clock. For the FIFO, the write side clock is fixed to 360 MHz with 64 bits of write data

width, and for the read side, the clock is 180 MHz with 128 bits of read width. The 128

bits of read data word at 180 MHz ensures the constant bandwidth (360MHz×64bits =

180MHz × 128bits) at either side of the FIFO. Though this scheme ensures a constant

flow of LHC data, however, on the read side, the two consecutive bunch-crossing of

information get mixed after every fifth read occurs. Mixing LHC data prevents the direct

injection of FIFO read data into the algorithm wrapper, which prepares the unique LHC

data for the algorithm. Fig A.1 demonstrates the FIFO read and write operation.

To tackle the problem associated with mixing of two consecutive LHC bunch-crossing

data, an algorithm in VHDL is developed that takes the read output from FIFO in two

consecutive bunch-crossing and provides two distinct bunch-crossing of LHC information

to the algorithm wrapper. This algorithm is called BunchMaker. The BunchMaker
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Figure A.1: Write and read scheme of the asynchronous FIFO for two LHC bunch-
crossing. Write operation in FIFO is performed using 64 bit of data word at the write
clock of 360 MHz. It takes 9 clock cycles to complete the write operation of one bunch-
crossing. The read operation of FIFO is performed using 128 bits of data word at the
read clock of 180 MHz. The mixing of two bunch consecutive bunch-crossing will occur

at every fifth read operation.

accumulates nine clock cycles of FIFO read data, which includes the mixed information

of two bunch-crossing. The accumulated information amounts to 1152 bits of words.

The algorithm redistributes this 1152 bits into three groups. The first group comprises

zero data, and the following two groups comprise two LHC bunch-crossing data. Fig

A.2 represents the data-flow of the BunchMaker algorithm. The BunchMaker algorithm

maintains the constant bandwidth between the input and output.

Figure A.2: Dataflow of BunchMaker algorithm.

The BunchMaker provides the unique LHC events to the algorithm wrapper in three

clock cycles of 180 MHz. This mandates the HLS algorithm to operate at a 180 MHz

clock with a pipeline interval of three. Similarly, at the output side, a BunchBreaker

algorithm is developed to re-arrange the output of the algorithm and provide two bunch-

crossing of LHC information to the output FIFO. Fig. A.3 represents the dataflow of

the BunchBreaker algorithm.

The output FIFO provides the clock domain crossing from 180 MHz of the algorithm

clock to the 360 MHz clock. The write side consists of 128 bits of write word and 180

MHz clock and the read side consists of 64 bits of read word and 360 MHz of read clock.
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Figure A.3: Dataflow of BunchBreaker algorithm.

Fig A.4 shows the architecture of the CDC scheme designed for the Phase-2 calorimeter

trigger.

Figure A.4: Architecture of the CDC scheme. It consists of the input FIFO, Bunch-
Maker, BunchBreaker, and Output FIFO to support the input and output integrity for

the central algorithm block

As mentioned earlier, the RCT v1.0 algorithm failed to meet the 360 MHz clock con-

straint, so the CDC scheme is used to tackle this problem. As the input FIFO defined

the 180 MHz clock for the RCT v1.0 algorithm, the BunchMaker defined the pipeline in-

terval of three for the algorithm. The algorithm is synthesized in HLS and implemented

in XCVU9P FPGA with the input and output link constraint discussed in Chapter

6. The additional circuitry of FIFO, BunchMaker, and BunchBreaker modules require

additional floorplanning to meet the timing constraint. The input and output FIFO

requires floorplanning near the corresponding input and output links. The implemented

design tested successfully on the APd1 board with multiple LHC events of test vectors.

The latency of the RCT v1.0 algorithm synthesized at 360 (pipeline interval of 9) and

180 MHz (pipeline interval of 3) clocks are 150 ns and 106 ns, respectively. The ad-

ditional circuitry of FIFO, BunchMaker, and BunchBreaker associated with the CDC

requires more logic elements such as BRAM, LUTs, and Flip-flops. Table A.1 compares

the utilization results of the RCT v1.0 algorithm implemented on the XCVU9P FPGA

using 360 MHz and 180 MHz clock.
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RCT v1.0
360 MHz design

RCT v1.0
180 MHz design

HLS Latency (ns) 150 106

LUT (%) 16 18

FF (%) 17 26

BRAM (%) 27 35

Table A.1: Latency and utilization report of RCT v1.0 algorithm designed using 360
and 180 MHz clock.

CDC provides a solution in terms of lowering the algorithm clock from 360 MHz to

180 MHz. However, the additional circuitry and lower pipeline interval (from 9 to 3)

results in higher utilization of BRAM, LUTs, and flip-flops. Moreover, an additional

floorplan of the input and output FIFO is also required. Therefore, for the calorimeter

trigger algorithm design, a new strategy was developed to partition the functionality of

the algorithm into multiple smaller IPs, with each IP being developed independently in

HLS and merged together in RTL. This scheme is used to develop the RCT v2.0 and

GCT barrel algorithms.
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