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Synopsis 

 
Different types of photonic crystals (PhCs), which are structures with periodicity in  

refractive index at length scales of wavelength of visible light, are used in many fields to control 

light matter interactions. Colloidal photonic crystals (CPhCs), are extensively studied because 

of the excellent periodicity that can be achieved by the efficient and inexpensive method of 

self- assembly. Monodisperse colloidal particles of variety of dielectric materials including 

organic (polymers) and inorganic materials ( eg:TiO2, SiO2, etc) can be synthesized effectively. 

The ease and control over synthesis procedure enables one to synthesis useful monodisperse 

particles of definite size, which is tunable by changing the synthesis conditions, and it enables 

the fabrication of  a self-assembled CPhC with tunable stopbands. The light guiding mechanism 

in PhCs can provide several technological applications: CPhC thin films of monolayer and/or 

multilayer dielectric nanospheres (combined with metal nanoparticles) have emerged as ideal 

for enhancing the local electric field (known popularly as hot spots). Such CPhC structures 

expect to serve excellent template for sensing applications using Surface Enhanced Raman 

Spectroscopy (SERS). The excitation wavelength that lies inside the stop band is of 

fundamental and practical importance as is expected to enhance the light matter interaction 

manifold. Understanding the distribution of electric field (E-field) at different excitation 

wavelengths in PhCs and the mechanism of enhancement in E-field is expected to pave the 

way for design novel PhC temples for different applications.  

Charge stabilized suspensions of monodisperse polystyrene (PS) colloidal particles can 

be synthesized through conventional emulsion polymerization method. These colloidal 

particles can be self-assembled to CPhCs (bulk as well as 2D films) through different 

evaporation techniques, or by controlling the electrostatic interaction in aqueous medium. 
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Since the length scales are in the wavelength of visible light (~ size of colloidal particles), 

these self-assembled CPhCs exhibit structural colors due to the Bragg diffraction of visible 

light, and possess photonic stopband in the visible region. The presence of stopband has been 

utilized in several sensing applications, where the change in effective refractive index or lattice 

constant due to external stimuli, viz. chemical or physical stimuli results in the  shift in the 

position of the stopband. In turn, the wavelengths within the stop band can enhance the light 

matter interaction drastically, which can be used for sensing applications using SERS. The 

major focus of the thesis is on understanding of enhancement of light matter interaction in 

CPhCs at different excitation wavelengths, that are within or outside the stop bands, and 

fabricating CPhCs that can enhance E-field and there by using them for detection of different 

analyte molecules through SERS. 

The thesis is structured in the following way. First chapter of the thesis, introduces to 

the fundamental concepts of PhC and photonic band structures and their applications. The 

experimental details including the synthesis of colloidal particles, different fabrication methods 

of CPhCs, development of laser light diffraction setup, other experimental techniques, and the 

electromagnetic (EM) simulation details are presented in Chapter 2. The numerical studies to 

understand PhCs through bandstructure, reflectance spectra and E- field distributions are 

presented in Chapter 3. Chapter 4 describes the FEM simulations on polystyrene colloidal 

photonic crystal (PSPhC) thin films for E-field distribution at on-resonance and off-resonance 

conditions. The experimental studies of Raman signal enhancement of dye molecules using 

PSPhC monolayer template are presented in Chapter 5. The SERS study of various dye 

molecules using PSPhC monolayer combined with AuNPs are presented in Chapter 6. Chapter 

7 discusses the summary and conclusions of the investigations that have been carried out using 

EM simulations, and experimental studies using SERS. The key findings and directions for 

future work are also presented in Chapter 7.  
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Chapter 1. Introduction 

A detailed introduction of the fundamental concepts and history of PhCs are provided 

in the first part of this chapter. The principle of propagation of electromagnetic waves through 

periodic dielectric structures are described using Maxwell’s equations and the origin of 

bandgap is described. Different types of CPhCs and the existence of stopband are detailed. 

Various applications of CPhCs are also briefly described in the chapter. The basic concepts and 

enhancement mechanisms in SERS including the plasmonic resonance are described in detail 

in this chapter. Finally, chapter 1 concludes with the motivation and general outline of the 

thesis.  

Chapter 2. Experimental and Simulation Techniques 

The experimental details including the synthesis of colloidal particles, fabrication and 

characterization of CPhCs, and the EM simulation details are presented in chapter 2. Synthesis 

details of PS colloidal particles using emulsion polymerization method and purification of the 

freshly synthesized suspension through dialysis, ultrafiltration and using mixed bed of ion 

exchange resins are also described in detail. The fabrication of different types of CPhCs with 

PS colloidal particles are presented.  The development of a laser light diffraction setup for the 

structural characterization of different types of CPhC samples is presented in chapter 2. The 

synthesized colloidal particles are characterized for its size and size polydispersity using 

dynamic light scattering technique. The fabricated PSPhC monolayers are characterized for the 

ordering using scanning electron microscopy and its working principled is described. The 

reflectance/ absorption spectra of the fabricated photonic crystals are recorded using UV-

visible spectroscopy. The basic theory of Raman spectroscopy and the working of Raman 

spectrometer are presented in detail. Finally, the simulation techniques, including finite 

element method (FEM), and  plane wave method (PWM) are described in this chapter. 
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Chapter 3. Understanding Photonic crystals through Band structure and Reflectance 

calculations 

Understanding PhCs requires knowledge about the photonic band structure, which 

depends on the symmetry and structural parameters of the PhC. One of the simplest types of 

PhCs to start with is a two-dimensional photonic crystal (2D PhC), where the periodicity is 

along only two directions (one plane). It is easy to model and simulate such a system since the 

computational time and memory requirements are lesser compared to other complicated 

structures, such as those found in three-dimensional (3D) PhCs. Understanding the band 

structure for different lattice symmetries and tuning the structural parameters to achieve band 

gap in specific wavelength ranges is fundamentally important for utilizing PhCs in various 

applications. In chapter 3, we investigate the band structure of 2D PhC with different symmetry 

(square and hexagonal), and dependance of band gap on the structural parameters for attaining 

optimum band gap in the visible region. The lattice structures we have chosen are with square 

and hexagonal structures of amorphous titania rods of infinite length. Additionally, we present 

effect of defects in the reflectance spectra and E-field distributions of these 2D PhCs. The effect 

of   dielectric contrast on the position of defect modes within the bandgap is also discussed. 

The bandstructure calculations are carried out using MIT photonic bandgap (MPB) software 

employing the PWM and the reflectance calculations are carried out using COMSOL 

multiphysics software using FEM.   

Chapter 4. Numerical Simulation of Internal Electric Field Distribution in Colloidal 

Photonic Crystal Thin Films 

Colloidal photonic crystal (CPhC) thin films of monolayer and/or multilayer dielectric 

nanospheres have been reported using surface-enhanced Raman spectroscopy. However, the 

internal E- field distributions in mono and/or multilayered CPhC thin films have not been well 

studied in the literature. The internal E- field distribution in the monolayer, and top layers of 

bilayer and trilayer CPhC films is investigated in detail in this chapter using COMSOL 
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Multiphysics software with wave optics module. The monolayer, bilayer, and trilayer PhC 

films consist of one-, two-, and three- layers of hexagonally close-packed spherical PS colloidal 

particles. We have extended our investigation to include the dependency of E- field distribution 

on incident wavelengths (lying at different spectral regimes of the CPhC films; in particular 

the on-resonance and off-resonance wavelengths). On-resonance wavelength means that lies 

inside the stop band of the CPhC films and off-resonance wavelength lies outside the forbidden 

photonic band. These simulations reveal that at on-resonance condition the E-filed gets 

localized and enhanced at the air void regions of the close packed CPhC. Whereas at off-

resonance condition, the maximum E-field is localized and enhanced inside the colloidal 

particle. Our calculations reveled that the choice of incident wavelength plays an important 

role in better E- field enhancement at specific CPhC sites, and shows that CPhC films can serve 

as templates for sensing applications. 

Chapter 5. Raman Signal Enhancement of Molecules on Thin Colloidal Photonic Crystal 

Template 

In this chapter we investigate the effect of thin PSPhC template in the enhancement of 

Raman signal of some analyte molecules. This is to verify the simulation work carried out in 

Chapter 4. At on-resonance wavelength, where the excitation wavelength falls inside the stop 

band of the PSPhC, the E- field is redistributed on the surface of the PSPhC in such a way that 

the maximum E- field is localized and enhanced at the void regions of the particle array. In this 

chapter we experimentally verify it by conducting the Raman spectroscopic studies on the 

methylene blue (MB) dye, which is taken as a test molecule, on a bare glass substrate vs. on a 

PSPhC monolayer template. Additionally, we perform EM simulations specifically at the 

excitation wavelength used in the experiments and compared it with the E-filed distribution on 

a glass substrate as well as on the template of gold nanoparticles (AuNP) distributed on a glass 

substrate. The results show that there is a significant enchantment in the Raman signal of the 
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analyte molecules when a bare glass substrate is replaced with a PSPhC monolayer template, 

hence the PSPhC monolayer template can serve as an alternative to AuNP on a glass substrate. 

Chapter 6. Thin Colloidal Photonic Crystal Template for SERS Detection 

The investigations in Chapter 5 shed light on the effect of thin PSPhC template in 

enhancing the Raman signal of analyte molecules. In this chapter, the combined effect of  

PSPhC and AuNPs is investigated. While there are studies in the literature on CPhC templates 

assisted SERS, the concept of on-resonance excitation, a property induced by the PhC structure, 

has not been investigated in detail experimentally. Limited studies have reported on monolayer 

colloidal particle arrays as templates, which can enhance the distribution and accessibility of 

hotspots generated by plasmonic nanoparticles or nanofilms. However, on-resonance 

excitation has been the primary focus in only a few of these studies, where the emphasis was 

on combining plasmonic nanoparticles with bulk PhCs. Here, we have investigated the effect 

of the PSPhC monolayer template on the Raman signal enhancement of some dye molecules 

under on-resonance excitation. In addition to the excellent control of the distribution of the 

AuNPs, we probe the on-resonance excitation, increasing the light-matter interaction. We also 

present EM simulations for PSPhC templates with AuNPs to study the E- field distribution to 

identify the enhanced E- field regions that are potential hot spots for improved SERS signals. 

The results show a significant enhancement in the Raman signal of the analyte molecules with 

the PSPhC monolayer- AuNPs template compared to a randomly distributed AuNPs on glass 

substrate. In Chapter 5, it is experimentally proved that the PSPhC monolayer serve as an 

alternative to a randomly distributed AuNPs SERS template in enhancing the Raman signal of 

analyte molecules. In this Chapter we showed that, AuNPs together with PSPhC monolayer 

serve as a better template than just AuNPs in detecting the analyte molecules. 
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Chapter 7. Summary and Future Work 

This chapter covers the summary and conclusions from the investigations carried out 

in CPhCs by employing EM simulations and the experimental studies using SERS. 

Additionally, the key findings and the scope for future research are discussed here. Important 

findings of the thesis are as follows. From our simulations, it has been found that at on-

resonance excitation the E- field mainly localized and enhanced at the air void- wedge region 

of the hexagonally close packed array of the CPhC thin film, whereas at the off-resonance 

wavelength, the maximum field is localized inside the colloidal particles. This result has 

importance in the application in SERS where the E-field enhancement is the major contributor 

in the Raman signal enhancement. Raman signal of different dye molecules with and without 

the PSPhC monolayer template is recorded . It has been observed that, the thin PSPhC 

templates enhance the Raman signal of the molecules significantly. Furthermore, the PSPhC 

templates are combined with AuNPs resulted in achieving lower detection limits. The AuNPs 

trapped inside the void regions of the PSPhC monolayer template where the E- field is localized 

and enhanced at on resonance excitation. The combined effect of plasmonic resonance and 

photonic modes at on-resonance excitation enhances the E- field furthermore and produce 

stronger hotspots which helps in detecting the analyte molecules to very lower concentrations. 
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𝑐/𝑎. 
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spectrum at 559.609 nm. (b) the contour plot of E-field 
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Chapter 1 

Introduction 

 

“I mean it's not just beauty at this dimension, at one centimeter; there's also beauty at smaller 

dimensions, the inner structure, also the processes. The fact that the colors in the flower 

evolved in order to attract insects to pollinate it is interesting; it means that insects can see the 

color. It adds a question: does this aesthetic sense also exist in the lower forms? Why is it 

aesthetic? All kinds of interesting questions which the science knowledge only adds to the 

excitement, the mystery and the awe of a flower. It only adds.” 

 -Richard P. Feynman 

Ever since human civilization, we have been trying to manipulate the flow of light to 

make our lives easier. Devices using sophisticated control and manipulation of light are 

designed using cutting edge technologies like artificial intelligence (AI) and machine learning 

in optics and photonics. Scientist’s quests to manipulate, control, and harness the properties of 

light both in the macroscopic scale and nanoscale has paved the way for novel materials. Here, 

we explore the possibility of controlling and manipulating light at mesoscopic scale through 

photonic crystals to investigate their potential applications in detection platforms. This thesis 

presents both experimental and simulation studies, beginning with the synthesis of colloidal 

particles for photonic crystal fabrication, and subsequently exploring their application in 

SERS-based detection platforms. Additionally, the work includes an investigation of photonic 

crystal modes through electromagnetic simulations. 
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1.1 Photonic crystals 

Photonic crystals (PhCs) are ordered periodic structures with a periodically varying 

refractive index, where the periodicity is of the order of the wavelength light. If the wavelength 

of the incident light, that is incident on the PhCs satisfy the Bragg condition, the periodic 

arrangement reflects the light thus prevent the propagation of that wavelength through the 

crystal. When a band of frequencies are forbidden to propagate in all three directions and for 

all polarizations of light, the periodic structure is said to have a complete photonic bandgap 

(PBG), and such structures are referred to as photonic bandgap crystalsA refractive index 

contrast (∆n) greater than 2.7 is often necessary for achieving a complete photonic band gap in 

a three-dimensional PhC with a fcc structure [1- 3].  

Depending on the dimensionality of periodicity, PhCs are classified into three types: 

one-dimensional (1D PhC), two-dimensional (2D PhC), and three-dimensional (3D PhC) 

photonic crystals. In 1D PhCs, as seen in Bragg reflectors or multilayered films, the periodicity 

in refractive index exists along a single direction. The periodicity is only two directions in the 

case of 2D PhCs, such as 2D PhC slabs. If the refractive index exhibits periodicity along all 

three directions, the PhCs are referred to as 3D PhCs, as observed in structures like opals, 

inverse opals, wood pile structures, etc. The schematic representation of the 1D, 2D and 3D 

Fig. 1.1 schematic representation of (a) 1D PhC (b) 2D PhC (c) 3D PhC. The red arrows represent the 

direction(s) of periodicity 
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PhCs are given in Fig. 1.1. where the red arrows in each figure indicates the direction(s) of 

periodicity. 

1.1.1 The History of Photonic Crystals 

The idea of a one-dimensional stopband dates back to 1887 when Lord Rayleigh first 

derived it.  In his paper [4],  Rayleigh provided a formula for the edges of the forbidden gap in 

terms of the modulation period, and of the relative strength of the periodic density modulation. 

His proposal focused on 1D periodic structures, where even a small refractive index contrast 

would lead to the formation of a forbidden band gap. The notion of two- and three-

dimensionally periodic crystals, along with their respective band gaps, was introduced only a 

century after Rayleigh's work, in 1987, by Eli Yablonovitch [5] and Sajeev John [6].  

In the 1980s, Yablonovitch, noticed that losses in semiconductor lasers and similar 

devices due to light emitted at undesirable frequencies might be prevented by using a medium 

that prevents the transmission of these frequencies. He suggested fabricating a structure using 

transparent material that has air holes, resembling a crystal lattice, where the material and holes 

have distinct refractive indices. Yablonovitch predicted that the concept of a "band gap" in 

semiconductors, which limits certain electron energies, might also be applied to light 

frequencies in a photonic band gap. This would effectively remove such frequencies from the 

structure being considered. The existence of a periodic structure, in both scenarios, leads to the 

occurrence of destructive wave interference, whether it be electron waves or electromagnetic 

fields. This interference ultimately gives rise to the formation of the band gap. Coincidentally, 

at approximately the same time, Sajeev John from Princeton University put forth a comparable 

proposition on his own. They mutually agreed to designate structures that possess a band gap 

for electromagnetic waves as 'Photonic Crystals'. 

In 1991 paper [7], Yablonovitch along with T.J. Gmitter, claimed to have the first 

photonic band gap structure, consisting of holes in a block of plastic with a fcc lattice structure. 
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Instead of infrared or visible light wavelengths, he worked with microwaves, which allowed 

him to make hole in milli meter size. It took again years for the fabrication of PhCs in optical 

wavelengths [8]. Since the first prediction of PhCs, they have been the subject of extensive 

research for various applications, including optical fibers [9], waveguides [10- 12], sensors[13-

16], optical switches [17], transducers [18], filters[19- 21], and display devices[22], etc. 

1.2 Electromagnetic waves through Photonic crystals 

Since, the electromagnetic wave propagation in any medium is governed by Maxwell’s 

equations, let’s start with the four Maxwell’s equations, including two divergence equations 

and two curl equations: 

 𝛻ሬ⃗ . 𝐻ሬሬ⃗ (𝑟, 𝑡) = 0 
(1.1) 

 𝛻ሬ⃗ . [𝜀(𝑟)𝐸ሬ⃗ (𝑟, 𝑡) = 0 

 
 𝛻ሬ⃗ × 𝐸ሬ⃗ (𝑟, 𝑡) + 𝜇଴

𝜕𝐻ሬሬ⃗ (𝑟, 𝑡)

𝜕𝑡
= 0 

(1.2) 

 
𝛻ሬ⃗ × 𝐻ሬሬ⃗ (𝑟, 𝑡) − 𝜀଴𝜀(𝑟)

𝜕𝐸ሬ⃗ (𝑟, 𝑡)

𝜕𝑡
= 0 

Typically, the electric field (𝐸ሬ⃗ ) and magnetic field (𝐻ሬሬ⃗ ) are complex functions that depend on 

space (position vector, 𝑟 ) and time (𝑡), 𝜇଴ is the permeability of free space, 𝜀଴ is permittivity 

of free space, and 𝜀(𝑟) is the position dependent permittivity. However, due to the linearity of 

Maxwell's equations, the time dependence can be separated from the spatial dependence by 

expanding the fields into a series of harmonic modes. A harmonic mode can then be expressed 

as the product of a spatial pattern and a complex exponential;  

 𝐻ሬሬ⃗ (𝑟, 𝑡) = 𝐻ሬሬ⃗ (𝑟)𝑒ି௜ఠ௧ (1.3) 

 𝐸ሬ⃗ (𝑟, 𝑡) = 𝐸ሬ⃗ (𝑟)𝑒ି௜ఠ௧ (1.4) 
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To derive the governing equations of the mode profiles at a specific frequency, we substitute 

these equations (1.3 & 1.4) into the set of Maxwell's equations. Then, the following conditions 

can be derived from the two divergence equations. 

 𝛻ሬ⃗ . 𝐻ሬሬ⃗ (𝑟) = 0, 𝛻ሬ⃗ . ൣ𝜀(𝑟)𝐸ሬ⃗ (𝑟)൧ = 0 (1.5) 

This imposes a transversality condition on 𝐻ሬሬ⃗ (𝑟) and 𝜀(𝑟)𝐸ሬ⃗ (𝑟). Now, we can focus only on                   

the other two curl equations derived from the Maxwell’s equations keeping these transversality 

conditions. The curl equations will take the form; 

 𝛻ሬ⃗ × 𝐸ሬ⃗ (𝑟) − 𝑖𝜔𝜇଴𝐻ሬሬ⃗ (𝑟) = 0 

  𝛻ሬ⃗ × 𝐻ሬሬ⃗ (𝑟) + 𝑖𝜔𝜀଴𝜀(𝑟)𝐸ሬ⃗ (𝑟) = 0 

(1.6) 

Here, by dividing the equation of (1.4) by 𝜀(𝑟) and substituting the equation (1.3) to eliminate 

𝐸ሬ⃗ (𝑟), the equations can be decoupled and expressed in the form of; 

 
𝛻ሬ⃗ × ൬

1

𝜀(𝑟)
𝛻ሬ⃗ × 𝐻ሬሬ⃗ (𝑟)൰ = ቀ

𝜔

𝑐
ቁ

ଶ

𝐻ሬሬ⃗ (𝑟) (1.7) 

This Eigenvalue equation is called the Master equation with operator 𝛻ሬ⃗ ×
ଵ

ఌ(௥⃗)
𝛻ሬ⃗  acting on the 

vector 𝐻ሬሬ⃗ (𝑟) giving the Eigen value of ቀ
ఠ

௖
ቁ

ଶ

 where the speed of light 𝑐 =
ଵ

√ఓబఌబ
. This is the 

Master equation for a medium with position-dependent dielectric constant. By solving the 

above equation (1.7) one can get the dispersion characteristics of the propagating 

electromagnetic waves in the PhCs. For a particular structure, 𝜀(𝑟) the Master equation can be 

solved to get the modes, 𝐻ሬሬ⃗ (𝑟) and the corresponding frequencies, together with the divergence 

equations. After solving the equation (1.7) for 𝐻ሬሬ⃗ (𝑟), we can recover the electric field modes 

through the equation; 

 
𝐸ሬ⃗ (𝑟) =

𝑖

𝜔𝜀଴𝜀(𝑟)
𝛻ሬ⃗ × 𝐻ሬሬ⃗ (𝑟) (1.8) 
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Since the divergence of a curl is always zero, the electric field transversality condition 

𝛻ሬ⃗ . ൣ𝜀(𝑟)𝐸ሬ⃗ (𝑟)൧ = 0 is also preserved here [23]. 

1.3 Fabrication of Photonic crystals 

Different techniques have been used to PhCs depending on their intended applications. 

The fabrication techniques of PhCs can be broadly classified into bottom- up approach, or 

hybrid approaches (includes the combination of bottom- up and top-down approaches). The 

hybrid approach typically begins with a bulk material, from which the desired structure is 

carved out or patterned to achieve the final PhC structure. Techniques such as lithography, ion 

beam milling, and chemical etching fall under the hybrid approach category. These methods 

are effective for creating precise structures with controlled dimensions and periodicity in the 

micro wave region. On the other hand, the bottom-up approach, which is useful in the optical 

region, involves starting with fundamental building blocks, such as nanoparticles or molecules, 

and assembling them into the desired PhC structure through self-assembly or controlled growth 

processes. Examples of bottom-up techniques include self-assembly using block copolymers, 

colloidal crystal templating, and sol-gel processing. This approach offers advantages in 

creating complex structures at the nanoscale and can lead to novel optical properties based on 

the arrangement of the building blocks. A brief description about these two techniques are 

given below. 

1.3.1 Hybrid approach 

The fabrication of PhCs through hybrid approach involves three main stages: deposition 

of the film, definition of the pattern, and transfer of the pattern. Several methods used for film 

deposition include chemical vapor deposition (CVD) [24], molecular beam epitaxy (MBE) 

[25], and sputtering [26]. Different lithographic techniques [27] have been used to define 
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desired pattern on the deposited substrate. Figure 1.2 provides an overview of the primary 

lithographic techniques used for the fabrication of PhCs.  

 

  

Electron beam lithography (EBL) utilizes a focused electron beam to pattern a resist 

layer deposited on a substrate. This resist layer, composed of an organic polymer material, is 

sensitive to the e-beam and which is categorized into two types: positive resist and negative 

resist [28]. In positive resist, exposure to the electron beam renders the resist soluble in the 

developer solution. Conversely, in negative resist, the exposed areas become insoluble in the 

developer. X-ray lithography [29] involves defining a pattern using a specialized mask with 

different local x-ray absorption. The design of the mask is then reproduced on a x-ray-sensitive 

Fig. 1.2. Flow chart of different PhC fabrication techniques. 
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resist. Based on the chemical properties of the resist, exposure to x-rays can induce cross-

linking (in the case of negative resists) or bond breaking (in positive resists). After exposure to 

x-rays, the whole structure is immersed in a specific solvent. The solvent interacts with the 

resist based on its nature: it either dissolves the exposed regions, revealing the desired pattern, 

or conversely, dissolves the unexposed areas, leaving the pattern intact on the resist surface. 

This process results in a precisely defined pattern on the resist, ready for further processing 

steps in fabrication. Holographic lithography [30] relies on the optical interference of multiple 

laser beams during a single light exposure. It offers a rapid and cost-effective method of 

fabrication by using the optical interference generated from laser beams to expose a photoresist 

material. This technique involves two phases of exposure: underexposed and overexposed, 

resulting from the duration of light exposure. Following exposure, one of the two exposed 

phases is selectively removed by applying a developer material to the photoresist. The resulting 

structure from the development step serves as a template for creating PBG materials. 

Photolithography, also referred to as optical lithography is a method used to create patterns on 

substrate through microfabrication techniques [31]. In this method, a defined geometric pattern 

is transferred using light from an optical mask onto a chemical photoresist applied to the 

substrate. This technique excels in generating very small and precisely controlled patterns, 

offering a cost-effective means of fabrication. Despite its advantages, photolithography has 

certain limitations. It requires a flat substrate and is less effective for shaping non-flat surfaces. 

Additionally, a highly clean operating environment is essential for successful implementation. 

Nanoimprint lithography (NIL) is a cost-effective technique for fabricating high-resolution 

nano-scale patterns [32]. Unlike optical lithography methods that rely on photons or electrons 

to alter the resist layer's properties, NIL achieves patterning through direct mechanical 

deformation of the resist. This approach allows NIL to achieve resolutions surpassing those 

limited by light diffraction or beam scattering. 
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1.3.2 Bottom-up approach 

Hybrid techniques, while offering excellent precision and resolution in PhC structure, 

are typically expensive and time-consuming for fabricating in larger areas. Further, hybrid 

approach pose difficulty to make 3D structures. Conversely, bottom-up approaches depend on 

the self-assembly of particles to form ordered periodic structures, offering faster, more cost-

effective fabrication on a larger scale compared to hybrid methods. Bottom- up approach have 

advantages over hybrid approach as it offer flexibility in fabricating 3D structures with 

desirable size of the crystals.  However, bottom-up techniques may slightly compromise on the 

level of control and precision achievable compared to the hybrid approaches. Nevertheless, the 

affordability and ease of fabrication associated with bottom-up approaches make them a 

practical and competitive alternative to hybrid methods. 

Bottom-up approaches for fabricating colloidal PhCs commonly utilize spherical beads, 

typically made of silica or polystyrene (PS) latex due to their effective synthesis to 

monodisperse particles. The self-driven assembly of colloidal PhCs is governed by colloidal 

forces that bring these tiny building blocks together. Within colloidal assembly, it's important 

to highlight three key types of forces at play. Firstly, intrinsic driving forces for ordering arise 

from the entropically favourable packing of monodisperse colloidal particles into periodic  

arrays. The monodispersity of particle size and shape is crucial for this process. Secondly, 

external forces with long-range effects, such as gravity or centrifugation, aid in bringing the 

particles closer together. Thirdly, electrostatic interactions [33] between the particles play a 

crucial role in preventing aggregation against  Van der Waals interaction [34] between the 

particles. Depending on the type of building block and intended structures (2D monolayers or 

3D bulk PhCs) and the applications, there are several assembly methods available and some of 

which are listed in Fig. 1.2. 
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One of the most straightforward methods for self-assembly onto a substrate is 

sedimentation, mirroring the natural formation of opals where gravity acts on individual 

particles to form the opal structure [35]. Another approach is drop-casting, involving the 

deposition of a colloidal suspension onto a substrate surface followed by evaporation [36]. 

Particles are drawn together by the retreating meniscus of evaporating water, which causes 

them to reorganise into a form with the lowest surface energy. Adjusting variables including 

temperature, humidity regulation, suspension concentration, and substrate selection might 

improve the quality of colloidal crystals developed with this technique. Two techniques that 

make use of centrifugal forces to close-pack particles within a colloidal suspension are 

centrifugation and spin-coating. Centrifugation compacts the particles to produce bulk 

colloidal crystals of higher quality by spinning the colloidal suspension in a centrifuge at high 

speeds [37]. Conversely, spin coating is used to fabricate colloidal PhC monolayers or thin 

films on planar substrates [38], [39]. Still, the resulting colloidal PhC films may show non-

uniformity throughout the substrate because of the varying forces that the suspension 

experiences at different points during spinning.  Jiang et al. have created a reliable, affordable 

spin-coating technique that can be scaled up and integrated with conventional microfabrication 

processes [40]. Furthermore, they have shown that spin-coating can be used to create non-

close-packed 2D colloidal PhC arrays [41]. The process of vertical deposition involves driving 

the convective assembly of a colloidal PhC onto a substrate by evaporating the liquid phase of 

a colloidal suspension. This process involves holding the substrate vertically, or at a slight 

inclination, and partially immersing it in a colloidal suspension, unlike to drop casting, in which 

the substrate is horizontal [42]. This technique demands precise control over deposition 

conditions and environmental factors such as suspension concentration, solvent type, 

temperature, humidity, as well as minimizing disturbances like ground vibrations or air 

movement. The deposition process typically spans several days to allow complete evaporation 
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of the liquid (usually water). Any disruptions during drying can significantly compromise the 

quality of the resulting colloidal PhC. However, when executed correctly, this method can yield 

exceptionally high-quality colloidal PhCs. In the dip coating process, a substrate is carefully 

withdrawn from a colloidal suspension [43]. One end of the substrate is immersed in the 

colloidal suspension while it is positioned vertically. Convective assembly, which is similar to 

what is seen in vertical deposition, takes place at the contact between the substrate surface and 

the air/liquid interface when the substrate is gradually raised out of the suspension. One way 

to control the thickness of the formed colloidal PhC is to adjust the speed at which the substrate 

is withdrawn from the suspension. The Langmuir-Blodgett (LB) technique differs from the 

previously mentioned methods in its approach. Instead of directly fabricating colloidal PhCs 

onto substrates, a 2D colloidal PhC monolayer is initially formed on a water surface and 

subsequently transferred to a substrate in the two-step LB method [44].  To create the 

monolayer, a colloidal suspension is spread on the water surface and the particles are 

compacted using movable arms while monitoring the surface pressure to achieve a close-

packed monolayer. This method is different from the direct interfacial self-assembly approach, 

in which particles are dispersed across a water surface and, without the need for moveable arms 

or physical compression, self-assemble into closed-packed arrays by modifying the surface 

tension using a surfactant [45], [46].  

Self-assembled colloidal PhCs can be modified after development to modify them for 

particular uses. One method is nanosphere lithography, where the assembled colloidal crystal 

is infiltrated with additional materials and then the spheres are etched away to create a patterned 

surface. Similarly, by infiltrating the colloidal PhCs with a suitable material and then removing 

the template, inverse opals can be produced.  
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1.4 Colloidal Photonic crystals (CPhCs) 

The advances in the synthesis of submicron- sized, highly monodisperse 

(Polydispersity < 10%) charged colloids [47], hard sphere colloids[36] and soft sphere 

(Thermo– responsive and pH responsive) colloids [48] enabled the self-assembly of the 

particles into the colloidal crystalline arrays, which are known as colloidal photonic crystals 

(CPhCs) [49].  These colloidal particles in aqueous suspension self-assemble into different 

crystal structures depending upon the volume fraction. For higher volume fractions (𝜙), it will 

crystallize to a face-centered-cubic (fcc) structure, whereas charge-stabilized aqueous 

suspensions of silica and polystyrene nanospheres self-assemble into body-centered cubic (bcc) 

at low volume fractions (𝜙 < 0.15), and fcc at higher volume fractions (𝜙 > 0.15) [50], [51]. 

Since the periodicity (lattice constant) of these CPhCs are in the visible range, they exhibit 

iridescence due to Bragg diffraction of visible light. Due to the long-range ordering of colloidal 

particles, CPhCs exhibit several unique characteristics, such as diffraction of light, photonic 

band gaps, structural colors, and high surface/volume ratio etc. [50], [52- 56]. 

1.4.1 Charged colloidal photonic crystals 

Monodisperse, charged colloidal particles suspended in aqueous medium interacts 

electrostatically and exhibit different structural ordering depending on the strength and range 

of these interactions. The coulomb repulsive interaction potential between the charged colloidal 

particles is given by;  

 
U(r) =

𝑍ଶ𝑒ଶ

𝜀
൤

𝑒఑௔

1 + 𝜅𝑎
൨

ଶ
𝑒ି఑௥

𝑟
 (1.9) 

where, 𝑍𝑒 is the effective charge and is related to surface charge density, 𝜎 =  𝑍𝑒/𝜋𝑑ଶ, 𝑎 is 

the radius of the particle, 𝜀 the dielectric constant of the medium and κ is the inverse Debye 

screening length defined as;  
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κଶ =

4𝜋𝑒ଶ

𝜀𝑘஻𝑇
(𝑛௣𝑍 + 𝐶௦) (1.10) 

 The interaction potential can be modified by varying the particle number density, 𝑛௣, 

the surface charge density, 𝜎, and salt concentration 𝐶௦. Under very low values of 𝐶௦, and 

moderate 𝜎, the charge stabilized suspension will self-assemble to either fcc or bcc crystal 

structures depending upon the volume fraction. By deionizing (removing the salt ions in the 

solvent) the suspensions using a mixed bed of ion-exchange resins, CPhCs of charged colloidal 

polystyrene and silica in aqueous suspension can be fabricated [57], [58]. Further, the surface 

charge of colloidal silica can be increased by adding small amounts of Sodium hydroxide 

(NaOH) or Pyridine, which enhances the dissociation of weakly acidic silanol groups [59] . 

1.4.2 Colloidal Opal Photonic crystals 

An alternative method for fabricating CPhCs through colloidal self-assembly to opal 

structure. In this process, monodisperse colloidal particles spontaneously self-assemble into a 

closely packed face-cantered cubic (fcc) structure upon the evaporation of the water content. 

Fig. 1.3 (a) Iridescence due to the Bragg reflection from the CPhC of charged polystyrene colloidal particles 

in aqueous medium of volume fraction, 0.022. (b) the UV- Visible spectrum showing the stop band centered 

around 555 nm. 
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Natural opal is a CPhC of periodically arranged amorphous silica particles of size in hundreds 

of nanometres. The silica colloidal particles form a fcc structure with volume fraction of 0.74 

(74% Silica particles and 26% air)[60]. Due to the periodicity, which is in hundreds of 

nanometres, the Bragg diffraction of visible light from the array of silica particles results in 

visually appealing colours   known as opalescence. We can grow similar opal structures using 

monodisperse colloidal polystyrene (PS) particles of similar diameters. The iridescence of the 

opal CPhC, fabricated through inward growing self-assembly of PS particles, is depicted in Fig 

1.4 (a). The SEM image in Fig. 1.4 (b) displays the periodic close-packed array of PS particles. 

The stop band, recorded with a UV-Visible spectrometer and shown in Fig. 1.4 (c), is centered 

around 613 nm.   

Several research groups have used opal based CPhCs fabricated though the natural or 

assisted sedimentation of silica or latex colloidal particles onto flat substrates to fabricate 

CPhCs. This technique results in the formation of free-standing, millimetre-sized 

polycrystalline samples, where the packing is close to fcc structure. The analysis of the optical 

properties of these structures has contributed to a deeper understanding of PhCs[61]. 

Additionally, CPhCs have been employed as templates to fabricate inverse opal PhCs with 

higher index materials such as, silicon [62], [63] and germanium [64], titania [65], [66] etc. 

Fig. 1.4 (a) the iridescence from the opal type CPhC fabricated through inward growing self-assembly method 

with PS colloidal particle of diameter 287nm. (b)  the SEM image of the hexagonal array of the PS particles 

(c) reflectance spectra of the CPhC showing the stop band around 613 nm. 
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Opal PhCs can be fabricated through different methods such as vertical deposition [42], inward 

growing method [67], dip coating [68], Langmuir -Blodgett method [69], spin coating [70], 

[71] etc. 

1.4.3 Photonic Band Structure (PBG) in CPhCs 

Attaining a full photonic bandgap in PhCs often requires a high threshold of refractive 

index contrast. Artificial opals, composed of colloidal particles such as polystyrene (PS), poly-

methyl methacrylate (PMMA), and silica[72], [73], create a low refractive index contrast when 

surrounding medium is air, typically resulting in the formation of a stopbands [1], [74]. For 

inverse opal structures, in which the particle positions in an opal structure are replaced with air 

spheres in a high refractive index medium, the threshold refractive index contrast for opening 

a PBG is predicted to be 2.8 for an fcc structure [75], [76]. PBG in opal CPhC structure is 

achievable with a refractive index contrast of 2.7 or higher by employing colloidal particles of 

higher refractive index (n 3.7) [77]. Despite the absence of a complete photonic bandgap, 

CPhCs have been found to be highly versatile in various applications. This is attributed to the 

easily attainable structural order and the existence of stopbands in the visible region. The 

stopband for CPhCs can be calculated using the modified Bragg’s law [78]; 

 
𝑚𝜆஻ = 2𝑑௛௞௟ට𝑛௘௙௙

ଶ − 𝑠𝑖𝑛ଶ𝜃 (1.11) 

Where, 𝑛௘௙௙ = ඥ𝜙ଵ𝑛ଵ
ଶ + 𝜙ଶ𝑛ଶ

ଶ , with 𝑛ଵ and 𝑛ଶ being the refractive indices and 𝜙ଵ and 𝜙ଶ are 

the volume fractions of the constituent dielectric media respectively. For a cubic lattice, 𝑑௛௞௟ =

௔

√௛మା௞మା௟మ
, where 𝑎 is the lattice constant and ℎ, 𝑘, and 𝑙  are the miller indices of the plane. The 

electromagnetic wave with wavelength, 𝜆஻ can undergo Bragg diffraction satisfying the Eq. 

1.11 (for a particular scattering angle, 𝜃) at which the scattered waves add up coherently 

resulting in in a peak in the reflection geometry. 
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PhCs are popular choices for developing optical sensors, where variations in refractive 

contrast and periodicity lead to changes in the stopband position [79], [80]. Various fields, 

including medical [81-83], biological [84], and chemical research  [85-87] have effectively 

employed the optical stopband of PhCs as sensors to detect a diverse range of substances. Apart 

from the optical sensing applications, stop band in tunable wavelength regions can be used in 

fabrication of waveguides [88], [89]. The light- matter interaction can be enhanced through a 

property known as the band edge effect [90-92]. This effect occurs when the group velocity of 

photons at the photonic band edge decreases significantly (slow photons [93]), leading to an 

increased interaction time of the photons with the material.  

1.5 Surface Enhanced Raman Scattering (SERS) 

Analyzing the information from molecular vibrational spectrum provides a potent 

method for evaluating the characteristics, dynamics, and distinct interactions of molecules. 

Raman spectroscopy, a form of vibrational spectroscopy, has been widely used in various 

fields, including chemistry, physics, biology, and material science, for applications such as 

analyzing chemical compositions, studying biological samples, and monitoring phase 

transitions in materials. It is a non-destructive technique and can be applied to both solids and 

liquids, making it a versatile tool in scientific research and industrial applications [94-97]. 

Raman scattering can also be used in molecular detection; however, the overall sensitivity is 

constrained due to the typically weaker signal compared to Rayleigh scattering.  

Surface-enhanced Raman spectroscopy (SERS) exploits the amplification of signals in Raman 

scattering when molecules are situated close to metallic surfaces. SERS predominantly arises 

from the confinement of electromagnetic energy by nanostructures hosting localized surface 

plasmon resonances (LSPRs)[98], [99]. This phenomenon leads to signal enhancement, 

enabling the detection and measurement of molecules down to single molecular 

concentrations[100]. The combination of Raman spectroscopy's direct molecular identification 
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capability with the enhanced sensitivity of SERS has established it as a highly effective 

analytical technique. 

The initial observation of SERS phenomena was accidental, made by Fleischmann in 

1974 during the examination of pyridine adsorbed on a roughened silver electrode [101]. The 

enhancement was then attributed to a greater adsorption surface area accessible to the 

molecules. The true origin of this enhancement was only understood by further investigations 

conducted independently in 1977 by two research groups: Jeanmaire and van Duyne [102] and 

Albrecht and Creighton [103]. Now it is widely recognized that the primary contributors to 

enhancement are the two mechanisms: electromagnetic enhancement (EME) and chemical 

enhancement (CE). The Raman signal enhancement due to the CE mechanism is due to the 

chemical interaction between the adsorbed molecule and the surface. It can alter the molecular 

polarizability and induce the charge transfer leading to the enhancement [104]. The amplified 

electromagnetic field on the metal nanostructures, due to the plasmonic resonances results in 

the electric field (E- field) enhancement. These resonances arise from the collective oscillations 

of conduction band electrons, known as plasmons when exposed to incident light. The 

increased electromagnetic fields thus generated have the capacity to stimulate Raman-active 

molecules, resulting in the enhancement of the Raman signals [105]. The scattering intensity 

of the molecule is expected to experience a substantial increase, potentially by multiple orders 

of magnitude, due to the combined effects of the two enhancements, as indicated by their 

product [106]. It is important to understand the effect of different parameters such as, shape, 

size, and material of the nanoparticles (NPs), including the experimental parameters to 

maximize the SERS enhancement[107]. This understanding is essential for translating research 

findings into practical applications. 
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1.5.1 Plasmonic Resonance 

To improve the factors affecting SERS, it is crucial to comprehend the plasmonic 

resonance mechanism. The majority of SERS-active substrates rely on gold (Au) or silver (Ag) 

metals, due to the capability of metal nanostructures to sustain surface plasmons which are the 

collective oscillations of conduction electrons at metal/dielectric interfaces [123], [124]. 

Materials that can sustain surface plasmons are known as plasmonic materials[125], [126]. 

Surface plasmons are commonly categorized into two types: (i) localized surface plasmons 

(LSP), where electrons collectively oscillate in a localized fashion within and around a 

nanostructure, and (ii) propagating surface plasmons or surface-plasmon polaritons (SPPs), 

wherein the coherent electron oscillation travels as a longitudinal wave along the metal surface 

[124-128]. The energy is concentrated at the nanoscale features such as edges, tips or, crevices 

of the plasmonic materials due to LSP excited by far field incident light. It enhances the local 

field intensity to 2 to 5 orders of magnitudes. When the incident frequency matches with the 

plasmonic frequency the plasmonic resonance occurs. The resonance in LSP is called localized 

surface plasmon resonance (LSPR).  

Some studies have explored the combined utilization of Surface Plasmon Resonance 

(SPR) and Localized Surface Plasmon Resonance (LSPR) for dual-mode enhancement in 

SERS[129-131]. However, the research conducted in this thesis has focused on LSPR. This 

can be treated as an electrostatic problem since the size of the metal NP is smaller than the 

excitation wavelength. Upon irradiation with electromagnetic radiation, the conduction 

electrons within the metal NP undergo displacement from the positive ions, leading to 

polarization of the system. However, the Columbic attraction between the seperated negative 

and positive charges brings them together, creating a restoring force. In reaction to the periodic 

electric field and the restoring force resulting from Columbic attraction, the conduction 

electrons within the NP engage in coherent oscillation (which can be imagine as a mass spring 
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problem), which is known as LSPR. These are spatially localized three dimensions. Figure 1.5 

shows the 5 schematic representation of localised surface plasmon in a plasmonic NP with 

electric field hot pot on the poles of the NP along the direction of E- field. 

1.5.2 SERS Enhancement Mechanisms 

It is important to understand the mechanisms behind the SERS enhancement to 

optimize the factors detects molecules with concentration lowest as possible. The enhancement 

mechanisms are classified into two; 

i) Electromagnetic mechanism 

The Electromagnetic Enhancement (EME) observed in SERS is primarily linked to the 

characteristics of LSPR and its impact on the presence of probe molecules in the surrounding 

area. Similar to any LSPR technique, it constitutes a near-field enhancement and is contingent 

upon various factors that affect LSPR. The enhancement is determined by solving the electric 

field around these probe molecules in the presence of the metal NPs/NSs. 

When the incident E- field becomes localized and enhanced at the vicinity of the NP, 

is called the local field enhancement (LFE). These regions of dense electric field are known as 

hotspots. The field enhancement in this scenario can be comprehended through the classical 

Fig. 1.5 schematic representation of localised surface plasmon in a plasmonic NP with E- field hot pot on the 

poles of the NP along the direction of E- field. 
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dipole approximation, that the power of dipole radiation from the oscillating Raman dipole 

(𝑃ோ௔௠௔௡) is defined as, 

 
𝑃ோ௔௠௔௡ =

𝜔ସ

12𝜋𝜀଴𝑐ଷ
|𝑝௜௡ௗ௨௖௘ௗ|ଶ =

𝜔ସ

12𝜋𝜀଴𝑐ଷ
| ∝ 𝐸௜௡௖|ଶ (1.12) 

, where, 𝑝௜௡ௗ௨௖௘ௗ is the induced dipole moment which is proportional to the incident E- field 

(𝐸௜௡௖), which means that the Raman power is proportional to the square if incident E- field. So, 

we can define the local field intensity enhancement (LEF) factor as, 

 
𝐿𝐸𝐹 = |

𝐸௟௢௖(𝜔௜)

𝐸௜௡௖(𝜔௜)
|ଶ (1.13) 

Where, 𝜔௜ is the incident light frequency, 𝐸௟௢௖ is the local electric field and 𝐸௜௡௖ is the incident 

electric field. The local field enhancement depends on the type of plasmonic nanostructure.  

ii) Chemical enhancement 

The origin of Chemical enhancement (CE) in SERS is attributed to changes in the 

polarizability of a molecule resulting from chemical or physical changes following its 

interaction with a plasmonic material. The magnitude of this enhancement varies depending on 

the combination of the molecule and metal involved. While the contribution is generally less 

compared to EME, it has a vital role in SERS by causing notable effects such as shifts in 

anticipated Raman modes and the amplification of certain modes while suppressing others. 

Broadly, this is known as 'charge transfer mechanisms,' wherein the electronic charge 

distribution around the molecule is subtly influenced in the presence of the plasmonic NS. 
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1.6 Applications of PhCs 

PhCs have become integral in a variety of scientific and technological applications due 

to their unique ability to control and manipulate the propagation of light based on periodic 

nanostructures. One significant area of application is in optical filters and reflectors, where 

PhCs are employed to selectively transmit or reflect specific wavelengths of light, enabling the 

development of advanced optical filtering and mirror technologies [132]. In the field of 

photonics, PhCs play a pivotal role in photonic integrated circuits [133], allowing for the 

miniaturization and integration of optical components such as waveguides, splitters, and 

switches. These circuits are essential for optical communication systems and signal processing 

applications. PhCs also contribute to laser technologies [134] by enhancing laser performance, 

enabling low-threshold lasing, and controlling emission characteristics. Moreover, PhCs are 

instrumental in sensor technologies [135], serving as the core sensing element in various 

applications including biosensors for label-free molecular detection, environmental gas 

sensors, and precise PhC fibers for sensing applications. In the realm of light-   emitting 

devices, PhCs enhance the efficiency and directionality of LEDs, leading to advancements in 

display technology, lighting, and optical communications [136]. In renewable energy, PhCs are 

Fig. 1.6 Diagram showing the applications of PhCs. 
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being explored to improve solar cell efficiency by enhancing light absorption and trapping 

[137]. They also find utility in nonlinear optical devices for generating and manipulating 

nonlinear optical effects, essential in optical signal processing and quantum optics [138]. 

Additionally, PhCs contribute to thermal management by controlling thermal radiation 

properties, offering potential applications in thermal insulation and heat manipulation [139]. In 

biomedical engineering, PhCs enable advanced optical imaging techniques like super-

resolution microscopy and optical coherence tomography (OCT), as well as biosensing 

platforms for biomarker detection and cellular interaction studies [140]. Furthermore, 

integrating PhCs with metamaterials allows for the creation of novel structures with exotic 

optical properties, paving the way for innovative optical devices and even electromagnetic 

cloaking technologies.  

These diverse applications underscore the versatility and significance of PhC in 

advancing optical technologies across various fields, encompassing telecommunications, 

electronics, biomedicine, renewable energy and beyond. In the following sections we focus 

mainly on the applications offered by CPhCs. 

1.6.1 Applications of CPhCs 

The self-assembly of CPhCs has gained growing attention owing to its broad range of 

fundamental and practical applications. Numerous sophisticated self-assembly methods have 

been developed to meet the requirements of these applications [141] such as, optical 

waveguides [23], laser resonators and filters, optical cavities, LEDs, solar photovoltaics, 

biomedical engineering, drug delivery, SERS sensors etc. to name a few. Some of the 

applications are described below. 

In the age of information, there is a growing need for the advancement of dynamic 

display technologies. Utilizing structural colors from PhCs in displays enables clear visibility 

even under intense daytime lighting conditions. Furthermore, there is a significant reduction in 
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energy consumption, as these devices leverage ambient light as their light source, eliminating 

the need for back-lit lights. Consequently, numerous researchers have explored the 

development of CPhC-based color pigments for a wide range of display devices [22], [142], 

including portable devices, signboards, and billboards. Three main strategies have been 

investigated: CPhCs can be pixelated to replace traditional optical filter patterns; PhCs' lattice 

constants can be used to dynamically adjust reflection colours; and photonic microparticles 

with anisotropic optical properties can be used to create rotation-based displays [142]. 

The use of CPhCs in the photonic devices is pioneered by Shkunov et al. [143], 

presenting CPhCs lasers fabricated with silica opals. In this study, sedimentation was used to 

fabricate a millimeter-thick opal, which was then submerged in a liquid media with a dissolved 

dye. A directional laser beam is produced by optical pumping when the dye's spontaneous 

emission spectrum matches up with the CPhCs' band-edge position. This beam generation 

arises from stimulated emission at the band edge of the CPhC, where the density of states is 

high and the group velocity of light is low. By immersing an opal in two different dyes, two 

distinct wavelengths of lasing can be produced based on the crystal direction, corresponding to 

different band-edge positions. Various research groups have used CPhC opal structures such 

resonators[144], [145]. Lasing with CPhCs can also be accomplished with the defect mode. 

Furumi et al. [146] devised CPhCs that incorporated planar defects. CPhC of PS particles was 

infiltrated with polydimethylsiloxane, and the defect layer was gel-doped with dye molecules. 

The CPhC films, demonstrated laser emission at a wavelength corresponding to the defect 

mode rather than from the band edge. 

CPhCs can find valuable applications in the biomedical field due to their distinctive 

structural and optical characteristics. In addition to providing mechanical supports for cell 

growth, the 3D or 2D porous structures of CPhCs are effective tools for tracking cell viability, 

identifying relevant medications, and facilitating drug transport to biological targets [141]. A 
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controllable drug delivery system was developed using a CPhCs. The drug delivery process 

was monitored through their structural color [147]. In drug delivery systems, inverse opal 

CPhCs are frequently used for enhancing the total drug loading capacity. Their high surface-

to-volume ratios and porous frameworks are the main factors behind this choice. The unique 

optical characteristics and micro/nanostructures of CPhCs make them an attractive choice for 

"intelligent" materials in cell research. Cell capture, cell culture, and organ-on-a-chip platforms 

are the three main uses of CPhCs in cell research. In such applications, CPhCs serve as real-

time sensors that can track changes in the microenvironment or cell behaviours, in addition to 

serving as substrates with ordered and tunable micro/nanostructures. Furthermore, CPhCs are 

suitable materials for high-throughput bioassays in cell research because of their tunable 

structural colours. 

Due to the increasing demand for sensing devices, CPhCs have emerged as a potential 

tool in various fields such as healthcare, physical parameter monitoring, defense, food quality 

control, aerospace etc. 

1.6.2 CPhC Assisted Sensing 

PhCs with properties  in controlling the flow of light facilitate the fabrication of diverse 

high-performance sensors. One way of achieving PhC sensors focuses on incorporating 

functional materials into PhCs and manipulating the PBG by gaining control over structures, 

symmetry, and refractive index contrast. PhC sensors can be largely categorized based on the 

types of external stimuli they respond to. Physically stimuli-responsive sensors, including those 

sensitive to temperature, humidity, magnetic fields, electric fields, and mechanical forces, are 

one category. Another category comprises chemically stimuli-responsive sensors that react to 

stimuli such as organic solvents and their vapors, ions, pH levels, and some analytical 

substances. Additionally, there are biologically stimuli-responsive sensors designed to detect 

biological elements like enzymes, nucleic acids, antibodies, and biomacromolecules.  



 
 

25 
 

Polymers with temperature-sensitive characteristics are extensively employed in 

physically responsive sensors, and polymer-based thermo-sensitive PhCs have gained 

widespread application for this purpose [148-150]. Poly(N-isopropylacrylamide (PNIPAM) is 

recognized for its thermo-sensitive properties, exhibiting a reversible transition between 

hydrophilic and hydrophobic states near the critical temperature, approximately 32°C [48]. At 

higher temperatures, the polymer undergoes deswelling, leading to a reduction in the particle 

size which results in the change in diffraction peak of the CPhC. Humidity-responsive CPhC 

sensor based on the structural color changes has been reported with CPhC immobilized on 

hydrogel matrix [151]. In response to an increase in environmental humidity, the CPhC 

hydrogel absorbs water and undergoes swelling. This swelling, changes the Bragg diffraction 

peak of the CPhC. On the other hand, the CPhC hydrogel slowly revert to its starting state as 

the humidity drops. When exposed to varying humidity conditions, the CPhC-based humidity 

sensor demonstrates structural color changes within the visible light spectrum, transitioning 

from transparency to various colors [152]. Mechano-responsive CPhC sensors have been 

reported by directly and efficiently manipulating the structural characteristics of PhCs through 

compression and stretching [153], [154]. CPhC sensors that respond to electrical stimuli exhibit 

noticeable optical features when subjected to an applied electric field. The materials associated 

with these electrically responsive PhCs include those based on CPhC infiltrated in liquid 

crystals [155], [156]. Magnetically responsive PhCs use magnetic-responsive materials as the 

basic units, in contrast to other responsive CPhCs that need the coupling of PhC with 

responsive materials. Magnetic fields can be applied to these magnetic CPhCs without 

requiring additional treatment [157-159].  

Another important application of CPhCs is in chemically stimuli responsive CPhC 

sensors. For the volatile organic components, the vapor interacts with CPhC and changes the 

effective refractive index resulting in shift in the Bragg peak [160].  
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Incorporating pH-responsive materials into a CPhC facilitates the fabrication of pH-responsive 

CPhC sensors. As the external environment's acidity or alkalinity changes, the pH-responsive 

material undergoes swelling/ deswelling indicated by the change in structural colour and the 

change in stop band position [161-163]. Gas-responsive CPhC sensors typically feature a 

substantial pore volume to enhance gas absorption capacity. The effective refractive index of 

the system changes when gas molecules diffuse into the sensor, which causes a shift in the 

CPhC's diffraction peak. Consequently, qualitative and quantitative gas identification is made 

possible by the shift in the diffraction peak. As of now, a lot of CPhC-based gas detecting 

devices make use of an inverse opal CPhCs. This choice is attributed to the larger specific 

surface area of the inverse opal structure compared to the opal structure, effectively improving 

the diffusion rate of gas molecules in the material [164-167].  

Apart from functionalizing and labeling CPhCs to make them responsive to specific 

materials, combining with SERS techniques enables the use of CPhCs as label-free detection 

platforms. Plasmonic NPs are extensively used in LSPR or SPR based sensing applications 

[122]. The sensitivity of LSPR-based sensors, has limitations, and controlling the distribution 

and accessibility of plasmonic NP "hot spots" (which are crucial for SERS) [171] is 

challenging. This challenge contributes to performance shortcomings in practical applications. 

In such cases, the integration of plasmonic NPs with  CPhC can be highly beneficial. The CPhC 

efficiently adjusts the distribution and accessibility of "hot spots." Additionally, CPhC can 

regulate the local density of states with its bandgap, offering to enhance the interaction between 

light and plasmonic materials[172]. The utilization of the electromagnetic field enhancement 

in the CPhC at wavelengths falling inside the photonic bandgap (PBG) or stopband to enhance 

the Raman signal, in combination with plasmonic enhancement is the major focus of this thesis. 
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1.7 Motivation 

Understanding PhCs requires knowledge about the photonic band structure, which 

depends on the symmetry and structural parameters of the PhC. One of the simplest types of 

PhCs to start with is a 2D PhC, where the periodicity is along only one plane and uniform along 

the direction perpendicular to it. It is easy to model and simulate such a system since the 

computational time and memory expense are less compared to other complicated structures, 

such as those found in 3D PhC. Understanding the band structure for different symmetries and 

tuning the structural parameters to achieve band gap in specific wavelength ranges, particularly 

in the visible range is fundamentally important for utilizing PhCs in various applications. 

Analyzing the reflectance spectra, both with and without defects, and understanding the 

electromagnetic field distribution are also crucial from an application point of view. We have 

systematically investigated the band structures of a 2D array of amorphous titania rods placed 

in an air matrix with both square and hexagonal symmetries. The band structures were 

optimized by adjusting the structural parameters to achieve a maximum band gap and to tune 

the band gap into the visible range. Additionally, we investigated the effect of doping on the 

defects, considering hole- type and rod- type defects in both square and hexagonal symmetries, 

and analyzed their electric field distribution. These results are summarized in Chapter 3. 

PhCs self-assembled via a colloidal route have attracted the interest of the research 

community for years due to their ease of fabrication, cost-effectiveness, and easy-to-engineer 

properties. The light guiding mechanism in PhCs can offer several technological applications: 

CPhC thin films of monolayer and/or multilayer dielectric nanospheres (combined with metal 

NPs) have emerged as very good templates for SERS applications. While near-field and far-

field studies on PhC thin films have been reported [179-181],  the internal E-field distributions 

in mono- and multilayered CPhC thin films have not been extensively studied in the literature. 

Both near-field and far-field microscopic techniques have been utilized for sensing applications 
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and imaging the structural colors resulting from Bragg diffraction of visible light by PhC thin 

films. These studies have motivated us to conduct detailed investigations into the internal E-

field distribution of light in CPhC films with appreciable refractive index contrast and explore 

their application in SERS. 

We investigated the internal E- field distribution in the monolayer, as well as the top 

layers of bilayer and trilayer PhC films, using numerical simulations with the wave optics 

module in COMSOL Multiphysics software. The monolayer, bilayer, and trilayer PhC films 

consist of one, two, and three layers of hexagonally close-packed spherical colloids, 

respectively. Additionally, we examined the dependency of the E- field distribution on incident 

wavelengths, focusing on those at different spectral regimes of the PhC films, particularly at 

on-resonance and off-resonance wavelengths. On-resonance wavelength means that lies inside 

the forbidden frequency of the photonic band of the CPhC films and off-resonance wavelength 

lies outside the forbidden photonic band. These numerical simulation results are presented in 

Chapter 4, which can provide the knowledge of E- field localization and enhancement in 

specific CPhC regimes which can be further utilized in several CPhC-based applications. 

We have verified the simulation studies using SERS. Although there are studies in the 

literature on CPhC templates, the concept of on-resonance excitation for SERS studies, a 

property induced by the PhC structure, has not been thoroughly investigated experimentally. A 

few studies have explored monolayer colloidal particle arrays as templates to enhance the 

distribution and accessibility of hotspots generated by plasmonic NPs or nanofilms[182], [183]. 

However, only a limited number of these studies [172], [184], have focused primarily on on-

resonance excitation, emphasizing the combinations of plasmonic NPs with bulk PhCs. Here, 

we have investigated the effect of the monolayer CPhC template on the Raman peak 

enhancement of some dye molecules under on-resonance excitation. In addition to the excellent 

control of the distribution of the gold NPs, we probe the on-resonance excitation, increasing 
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the light-matter interaction. We also present finite element method (FEM) EM simulations for 

CPhC templates with gold NPs to study the E- field distribution to identify the enhanced E- 

field regions that are potential hot spots for improved SERS signals. These results are presented 

in Chapter 5 & 6. 

The thesis is structured in the following way. The experimental details including the 

synthesis of colloidal particles, fabrication and characterization of CPhC thin films, 

development of laser diffraction setup, and the electromagnetic simulation details are presented 

in Chapter 2. The studies to understand PhCs through bandstructure, reflectance and 

electromagnetic field distributions are presented Chapter 3. Chapter 4 describes the 

electromagnetic simulations on CPhC thin films. The experimental verification of plasmon free 

SERS on CPhC thin film template for dye molecules are presented in Chapter 5. The SERS of 

various dye molecules on the template of CPhC thin film combined with gold NPs are presented 

in Chapter 6. Chapter 7 discusses the summary and conclusions of the investigations that have 

been carried out using the electromagnetic simulations and the experimental investigations of 

PhC templates using Raman scattering experiments and using them for sensing applications.  

The key findings of these investigations and directions of future work are also presented.  
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Chapter 2   

Experimental and Simulation Techniques    

The study of PhCs requires the use of both experimental techniques and numerical 

simulation techniques to understand their optical properties and design novel photonic devices. 

These techniques provide valuable insights that CPhCs can be used to design templates with 

unique optical properties for various applications. 

2.1 Introduction 

The fabrication of photonic crystals (PhCs) through colloidal self-assembly routes [1-

5] requires a range of experimental techniques to characterize photonic bandstructures and 

other optical properties accurately. The monodisperse colloidal polystyrene (PS) particles of 

different sizes can be synthesized through emulsion polymerization method. An indigenously 

developed laser light diffraction setup can be used to characterize the crystal structure of the 

fabricated PhC. Apart from that, the size and polydispersity of the colloidal particles can be 

measured using Dynamic Light Scattering (DLS) technique. The stop band of the fabricated 

PhCs, both in bulk and as thin films, can be identified through Bragg peak analysis [6], [7], 

which can be measured using UV-visible spectroscopy. To further characterize the PhC thin 

films, the morphology, periodicity of the particle array, particle size, and number of layers 

Field Emission Scanning Electron Microscopy (FESEM) and light scattering technique can be 

used. The Raman spectroscopic technique is used to study the effect of PhC templates on the 

detection of molecules.  

In addition to experimental techniques, numerical techniques have been employed to 

understand the band structure and the optical properties of PhCs [8], [9]. The Finite Element 
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Method (FEM) have been used to analyze the reflection spectra and electric field distributions 

within the PhC structure. At the same time, the band structure is calculated using the Plane 

Wave Method (PWM). These numerical techniques provide valuable insights into the 

propagation and electromagnetic field distribution of light within the PhC. These properties 

can be used to optimize the design of PhC devices for various sensing applications. The above 

mentioned experimental and simulation techniques and their corresponding working principles 

have been explained in detail in the following sections.  

2.2 Synthesis and Purification of Colloidal particles 

2.2.1 Synthesis of Polystyrene colloidal particles 

Polystyrene (PS) colloidal particle synthesis uses the conventional emulsion 

polymerization technique[10]. The synthesis procedure involves the formation of emulsion of 

the liquid monomer in water. The emulsion of monomer in water can be prepared by vigorous 

stirring of the solution. But it would separate into layers immediately after stopping the 

agitation. It is common to use surfactants to form a stabilized emulsion. Emulsion 

polymerization method typically involves four main ingredients, monomer, dispersion 

medium, surfactant and initiator. Other auxiliary components such as buffers, chain transfer 

agents, bases, acids and anti-aging agents are added based on the requirement. 

The selection of monomers that can be polymerized through emulsion polymerization 

is based on their ability to form free radicals. Water is typically used as the dispersion medium 

for the polymer particles and monomer droplets due to its low viscosity and good heat 

transmission. It also acts as solvent for initiator, surfactant, and other agents. Surfactants are 

the components which serve multiple roles in the emulsion polymerization process [11]. It 

reduces the interfacial tension between the monomer water and helps to form a stable emulsion 

through agitation. When the surfactant concentration is greater than the critical micelle 
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concentration (CMC), spherical micelles are formed with the hydrophobic tail towards the 

monomer droplet and hydrophilic head in the water. Micelles help in controlling the particle 

size and shape. Increasing the amount of surfactant reduces the particle size [12]. Monomer 

chains, inside the core of micelles leads to nucleation of seed particles. The polymerization 

process starts upon adding the initiator into the reaction chamber, which is kept at a constant 

temperature of 700C  0.10C. The thermally decomposable initiator forms free radicals at this 

elevated temperature and starts the polymerization reaction. These free radicals react with the 

monomers and form highly reactive monomer radicals known as oligomers which will start 

growing. Buffers are usually added to the system to regulate the pH. The schematic 

representation of the step-by-step process leading to the initiation of polymerization is shown 

in Fig. 2.1. Initially, the larger monomer droplets are dispersed in the dispersion medium by 

adding a surfactant and then stirring. The spherical micelles formed around these smaller 

monomer droplets when the surfactant concentration used is  greater than CMC. In the next 

step the initiator decomposes and form free radicals which react with monomer molecules in 

the micelles to form monomer radicals (oligomers) which initiate the polymerization process.    

In general, emulsion polymerization takes place in three steps; i) initiation, ii) 

propagation, and iii) termination.  Figure 2.2 is the schematic plot of the polymerization rate 

vs. time. At the initial stage, the free radicals are formed by decomposing the initiator, react 

with the monomer molecules to initiate the polymerization. By reacting with another monomer 

molecule, these free radicals function as active centres for the polymerization, extending the 

chain. After the propagation stage, the reaction gets terminated by reacting with another free 

radical molecule or an oligomer. A turbid suspension of polymer colloidal particles dispersed 

in the water medium (also known as latex) is collected at the end of the reaction. 
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PS colloidal particles with different particle sizes are synthesized using the method 

reported by Fu. Et al.[13]. The main components in the synthesis constitute, monomer 

(Styrene), initiator (Potassium persulfate (KPS)), surfactant (sodium dodecyl sulfate (SDS)), 

and buffer (Sodium bicarbonate (NaHCO3)). All the chemicals of analytical grade (AR) are 

purchased from Sigma Aldrich. Styrene is preserved with an added inhibitor, which is removed 

using 1M sodium hydroxide (NaOH) solution. The cleaning process is carried out by washing 

with NaOH solution and MilliQ water consecutively a minimum of three times. Initially, the 

monomer solution is prepared by mixing the styrene, SDS and NaHCO3. These constituents 

are mixed thoroughly with the help of  a magnetic stirrer. The monomer solution is filtered 

through a syringe filter with 0.22 µm to remove any dust particles present in the solution, which 

Fig 2.1 The schematic representation of the emulsion polymerisation process of the monomer in the 

presence of a surfactant with a concentration higher than CMC. 

Fig. 2.2 The polymerisation rate with respect to the time indication three stages, viz. initiation (I), 

propagation (II) and termination (III) 
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will act as nucleation centers during the polymerization.  The filtered monomer solution is 

transferred to the three-neck round bottom flask (RB flask), which is housed inside an oil bath 

to keep the reaction chamber's temperature constant. The monomer solution is degassed 

through the Argon gas purging under vigorous stirring to remove the dissolved oxygen in the 

monomer solution. During the purging process, the monomer solution is heated up to 700 C and 

is maintained at this temperature. The initiator solution is separately prepared in MilliQ water 

at 700 C and filtered, which is introduced to the monomer                                                                                                               

solution to start the polymerization. Polymerization is kept for 13 hours under constant argon 

purging and stirring. Any fluctuations in the gas purging rate, stirring speed and temperature 

can result in polydispersity of particles during synthesis. After completing the reaction, the 

turbid solution is cooled back to room temperature and transferred for purification and further 

processing. The schematic representation of the synthesis setup is shown in Fig. 2.3. Different-

sized particles can be synthesized by varying the amount of different components, which is 

shown in table. 2.1. The colloidal suspension thus synthesized has been characterized to the 

Fig. 2.3 Schematic illustration of synthesis set-up for PS colloidal particles through emulsion 

polymerisation. 
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particle size and size poly dispersity using dynamic light scattering (DLS), which is discussed 

in latter part of this chapter. 

Table 2.1: Details of reagents used in synthesis of PS colloidal particles along with the hydrodynamic diameter, 

dh of PS particles at 25 0C and corresponding SPD. 

 

2.2.2 Purification of colloidal particles 

As synthesized PS particles are purified by subjecting the suspension to purification 

methods such as: dialysis, ultrafiltration and using ion-exchange resins. 

i) Dialysis  

Subjecting the synthesized suspension to dialysis removes the unreacted monomers, 

ionic impurities etc. The dialysis process uses semipermeable membrane. The process of 

purification of colloidal suspension is based on the osmotic pressure difference across the 

semipermeable membrane. Depending on the pore size of the membrane, unreacted monomer 

molecules and ions pass through the membrane leaving the polymer particles inside the dialysis 

bag. The colloidal suspension is filled in the dialysis bag and kept inside the MilliQ water bath. 

The conductivity of the  MilliQ water is recorded every day, and the process is continued till 

the water conductivity reaches the conductivity of the MilliQ water used for dialysis. The 

dialysis tubing cellulose membrane (purchased from Sigma Aldrich) with a molecular weight 

Sample Styrene (M) SDS (mM) KPS (mM) NaHCO3(mM) dh (nm) SPD (%) 

PS-1 1.9 4.69 11.5 9.3 72 5.7 

PS-2 1.02 0.1 1.95 6.9 528 2 

PS-3 1.05 3 1.63 6.9 287 4.3 
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cut-off (MWC) of 14,000 g/mol is used. Figure. 2.3 (a) shows the photographic image of PS 

colloidal suspension under dialysis and Fig. 2.4 (b) gives the graph of conductivity of the water 

outside the dialysis bag as the function of the time kept for dialysis. The conductivity is found 

to reduce exponentially as a function of time during dialysis. 

 

ii) Ultrafiltration  

After the dialysis process, the purified suspension is concentrated by the ultrafiltration 

technique. Argon gas pressure is applied to the ultrafiltration cell filled with the suspension. 

The solutes below the MWC of the filter membrane and water will pass through the membrane 

while the rest of the particles are retained in the cell. The filtration process is carried out under 

gentle stirring to minimize the concentration polarization and shear denaturation. The 

schematic representation of the ultrafiltration process is given in Fig. 2.5. The ultrafiltration 

unit( M/s Axiva Sichem Pvt-Ltd) with Millipore filters of MWC of 1kDa. 

  

Fig. 2.4 (a) The dialysis tubing cellulose membrane filled with PS suspension and kept immersed in MilliQ 

water. (b) The conductivity of the surrounded milliQ water as a function of time (in units of  days). 
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iii) Deionization using ion exchange resins 

The concentrated suspension (also referred to as mother suspension) is further purified 

for removing ionic impurities by keeping the colloidal suspensions in contact with a mixed bed 

of ion-exchange resins (AmberLite® MB20 Mixed Ion Exchange resin, Sigma Aldrich). Ions 

originating from dissolved CO2 molecules in the air and leached-out ions, from the sample cell 

walls, contribute to the impurity content. The mixed bed of ion exchange resins facilitates the 

exchange of positive and negative ions with H+ and OH- ions, respectively, thereby reducing 

the overall impurity ion concentration in the suspension. If the concentration of colloidal 

particles are high and concentration of impurity is are low in the charged colloidal suspension 

such as a suspension of PS particles, results in the formation of spontaneous crystalline order, 

which are popularly known as colloidal crystals. Thus, a low impurity concentration in the 

suspension is essential to achieve stable colloidal suspension with charged colloidal particles 

interaction through Coulomb repulsion [14], [15]. 

Fig 2.5 schematic representation of purification using an ultra-filtration system under applied gas pressure. 
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2.3 Fabrication of different types of CPhCs 

2.3.1 CPhC with bcc and fcc ordering in aqueous medium 

Several methods have been devised for the fabrication of CPhCs, such as developing 

artificial opals by close-packing spherical colloidal particles. Another approach is to use 

colloidal particles that, under low ionic strength, self-assemble into a non-close-packed crystal 

structure. This particular procedure relies on the self-assembly of charged colloidal particles, 

which assumes a minimum energy configuration due to electrostatic repulsion, typically 

forming an fcc lattice structure with (111) planes aligning along the surfaces of the container. 

The number density (𝑛௣) and the strength of the repulsive interactions of colloidal particles in 

the solution can be tuned to fabricate CPhCs with specific lattice constants with bcc or fcc 

ordering. Thus, self-assembly method allows for the customization of CPhCs to achieve with 

bcc or fcc ordering desired lattice constants [5]. Samples with varying volume fractions can be 

prepared by diluting the stock suspensions with MilliQ water of conductivity of less than 1 

μS/cm. The scattering cell, or sample cuvette, is made up of quartz and has dimensions of 1 x 

4.5 cm with a path length of 1 mm. The cuvette is cleaned with chromic acid and rinsed 

thoroughly with multiple organic solvents followed by washing with MilliQ water. The 

colloidal suspension is introduced into the cuvette, and ion exchange resins are added. Gravity 

causes these resins, which are about a 4:1 ratio to the sample, to settle to the bottom of the cell. 

Subsequently, the cuvette is sealed using a clean, airtight Teflon stopper. Bright iridescence 

appears signalling the crystallisation of PS particles in a aqueous medium. 

2.3.2 Opal type CPhC  

Different types of convective self-assembly methods are available for the fabrication of 

close- packed opal type CPhCs such as vertical self-assembly, which is limited by the particle 

size. Here we are using an inward growing self-assembly method [16] for fabricating the CPhC 

(opal type) multilayer (around 15 layers). In this method, initially a glass substrate of  
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dimension 2.5 cm x 2.5 cm is thoroughly cleaned. After treating the glass substrates with 

chromic acid overnight, they are rinsed with ethanol and MilliQ water and then dried in an 

oven. The colloidal suspension of known concentration and volume is then added to the center 

of the glass substrate using a micro pipette. The drop is spread using a 1 mm pipette tip for a 

uniformity and left it for drying under ambient temperature (25  2 0 C). Within a minute, 

vibrant colors began to emerge, gradually moving towards the film's center as growth 

progressed. Crystallization is completed within three hours, yielding a uniformly coated 

substrate, except for a small central void measuring a few millimeters. The method's efficacy 

was notably sensitive to factors such as solution concentration, volume (ranging from 0.05 ml 

to 0.1 ml), temperature, and ambient air flow conditions. Air currents in the room were found 

to influence the directionality of crystallization, which in turn alters the uniformity of film 

growth. 

2.3.3 CPhC monolayer 

The CPhC monolayer can be fabricated using the air-water self-assembly method [17].  

Figure 2.5 provides a schematic illustration of the step-by-step fabrication process. First, 20 μl 

of aqueous colloidal suspension is deposited on a glass substrate and dried using a spin coater, 

resulting in an unstable monolayer of individually separated colloidal spheres on the substrate. 

This spin coated substrate is then slowly immersed in Milli-Q water in a petri dish. By adding 

a surfactant solution (SDS), the surface tension of the water is reduced, resulting in the 

formation of a large monolayer with highly ordered areas. The highly ordered monolayer is 

picked up by the glass substrate,  multiple organic solvents and water. The schematic 

illustration of step-by step fabrication of CPhC monolayers are shown in Fig. 2.6 ((a) to (c)). 

The fabricated CPhC monolayers are characterized using scanning electron microscope (SEM) 

and the details are given in the latter section of this chapter.  
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2.4 Experimental Techniques 

2.4.1 Development of Laser Diffraction Setup  

The light scattering techniques were extensively used in the characterisation of PhCs 

for its symmetry and structural ordering. In these techniques, the measurement involves the 

scattered intensity 𝐼(𝑞) plotted against the scattering wave vector, 𝑞 defined by; 

 𝑞 = (4𝜋𝑛/𝜆)sin (𝜃/2)  (2.1) 

When the scattering angle, 𝜃 is fixed (i.e., position of the detector), then 𝑞 is varied by changing 

the incident light wavelength, 𝜆, referred to as energy dispersive method. Conversely, when  𝜆 

is fixed and the angle is varied, known as angle resolved static light scattering (SLS). In SLS 

the scattering angle is changed by changing the position of the detector with respect to the 

incident direction of the laser light. Thus, SLS utilizes the angle resolved method, with the 

detector sweeping across scattering angle range from  = 150 to 1600.  

We have developed a laser diffraction setup to characterise the CPhC templates for its 

structural ordering and symmetry, by using area detector (screen with CCD camera). The 

process involves collecting Bragg spots at various 𝑞 values. This is achieved by capturing the 

Fig. 2. 6 Schematic representation of fabrication of CPhC monolayer. (a) PS colloidal suspension drying on 

the spin coater (b) Dispersing unstable monolayer on the water surface and picking up using a pre-cleaned 

glass substrate (c) Hexagonally close-packed PS colloidal particle monolayer formed on the glass substrate 

after drying 
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diffraction pattern, analyzing it, and converting it into a intersity pattern. This method is 

particularly well-suited for thin samples which are not opaque to light. Beyond its cost-

effectiveness in terms of components and fabrication, this setup offers the flexibility of 

changing the incident wavelength manually by changing the laser light source. 

i) Theory 

Since the interparticle separation is of the order of wavelength of light, laser light 

scattering is ideal to investigate the structural ordering in the colloidal PhCs. The analysis 

involves examining the scattered intensity, denoted as I(q), to derive the static structure factor, 

S(q). 

Assume the scattering of light from a volume V containing N spherical colloidal 

particles. When compared to the quasi-elastic scattering by the particles, the light scattered by 

the solvent contributes significantly less. Using Rayleigh-Gans approximation, the time-

averaged intensity can be expressed as expressed by [5], [14], [15]; 

 𝐼(𝑞) = 𝐴𝑃(𝑞)𝑆(𝑞) (2.2) 

Here, q is the scattering wave vector defined by Eq. 2.1 The particle-scattering form 

factor or particle structure factor 𝑃(𝑞) of a spherical particle of radius 𝑎 is given by; 

 𝑃(𝑞) = ቆ
3(𝑠𝑖𝑛(𝑞𝑎) − (𝑞𝑎)𝑐𝑜𝑠(𝑞𝑎))

(𝑞𝑎)ଷ
ቇ

ଶ

 (2.3) 

The interparticle structure factor, 𝑆(𝑞) is defined by; 

 𝑆(𝑞) = 1 +
1

𝑁
෍ exp[𝑖𝑞. (𝑟௠ − 𝑟௡)]

ே

௠வ௡ୀଵ

 
           

(2.4) 
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where 𝑟௠ is the position of the centre of mass of the 𝑚th particle. The constant, 𝐴 , for a 

polarized scattered light is given by; 

 𝐴 =
16𝜋ସ𝑁𝑎଺

𝜆ସ
ቆ

𝜇ଶ − 1

𝜇ଶ + 2
ቇ

𝐼଴

𝐷ଶ
 

           

(2.5) 

Here, 𝜇 =
ఓ೛

ఓ೘
, the relative refractive index, where 𝜇௣ is the particle refractive index and 

𝜇௠ is the refractive index of the medium. 𝐼଴ is the incident intensity and 𝐷 is the distance 

between the sample and the detector. 

𝑆(𝑞) is determined by measuring 𝐼(𝑞) with respect to 𝑞 and subsequently correcting 

for 𝑃(𝑞) using Eq. 2.2, i.e., 𝑆(𝑞) =
ூ(௤)

஺௉(௤)
. The resulting 𝑆(𝑞) is used to characterize structural 

ordering in the sample. 

ii) Development of the laser diffraction instrument and measurements 

A new and simple setup for laser light diffraction measurements on PhCs is 

indigenously developed by procuring the individual components (laser, CCD camera, optical 

components, anti-vibration optical table, XY, and XYZ translation stages). The setup consists 

of a He-Ne laser source of maximum power 10 mW and of wavelength 633 nm with a beam 

diameter of 0.68 mm (Lumentum He-Ne laser, M/S Infrared Optics). The schematic illustration 

of the development of diffraction setup is given in Fig. 2.7. S(q) can be measured by varying 

the scattering wave vector, which is related to the scattering angle,   by Eq. 2.1. Intensity at 

all scattering angles in a 2D plane can be captured from 0 to 700 in a 2D translucent screen / 

detector as shown in Fig. 2.7. If the sample is colloidal photonic crystal, one observes Bragg 

diffraction from the crystallites with interplanar spacing (d) that satisfies the Bragg condition, 

𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃 . The most important feature of this light diffraction setup is that, it does not 

require the rotation of either the detector or the laser source for changing the scattering angle. 
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The entire diffraction pattern is captured on a translucent screen, with each diffraction spot 

corresponding to different 𝑞 values. To control the incident light intensity, a series of neutral 

density (ND) filters are employed. These filters reduce the intensity by; 𝐼் = 𝐼଴x10ିை஽, where 

𝐼் is the transmitted intensity, 𝐼଴ is the incident intensity, and 𝑂𝐷  is the optical density of the 

ND filter. The laser beam undergoes further refinement by passing through a pinhole to block 

any stray reflections, and then the beam is focused onto the sample using a convex lens with a 

focal length of 15 cm. The PhC sample is positioned on an XYZ stage capable of moving the 

sample in all three directions. This movement ensures that all crystallites are exposed to the 

incident beam, enabling the collection of all possible diffraction patterns. Additionally, the 

sample is housed within an index-matching vat, where the container is filled with a liquid 

(glycerin) with refractive index matches with the material of the sample cuvette (quartz). The 

vat with glycerin also serve as a temperature bath. This arrangement is designed to minimize 

unwanted reflections from the sample surface. The reflections from the vat surface are 

effectively scattered away, preventing interference with the scattered diffraction pattern from 

the sample. The sample is prepared according to the method given in section 2.3.1.The 

diffraction pattern scattered from the sample is recorded on a translucent screen, positioned at 

Fig. 2.7 The schematic illustration of laser light diffraction setup. 
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an optimum distance from the sample to encompass the maximum possible q range. The central 

laser spot is blocked using a beam stopper (diameter 7 mm) to further reduce the screen 

illumination. The diffraction pattern is then captured using a CMOS camera (IDS- uEye SE, 

M/S Infrared optics) for subsequent processing. The camera features a sensor with an area of 

14.2 x 7.5 mm and a pixel size of 3.45 x 3.45 μm. Equipped with a fixed focal length lens of 

12 mm and a minimum working distance of 100 mm, the camera is connected to a computer. 

The captured diffraction pattern is digitized through computer programming developed in 

Python. The resulting I(q) versus  q diffraction data is further converted into structure factor 

data to obtain the information on the structural ordering and the symmetry of the PhC sample. 

The photographic image of the diffraction setup is given in Fig. 2.8. 

The Python code consists of mainly three parts. 1) Averaging a set of diffraction images 

and subtracting the background. The image captured for the beam passing through the non-

crystallized sample is taken as the background. This part of the code is dedicated to noise 

reduction. 2) Converting the Bragg spots to rings. This involves adding the pixel intensities 

along the ring of radius 𝑟 and width Δ𝑟 and equally distributing the sum across the area of the 

ring. 3) Structure factor calculation. In this step, the ring pattern is converted to the 𝐼(𝑞) versus  

𝑞 and with r related to scattering angle  by,  tan 𝜃௜ =
௥೔

஽
, where, 𝜃௜ is the scattering angle of 𝑖th 

diffraction spot and 𝐷 is the distance between sample and screen (see Fig. 2.9). The scattering 

Fig. 2.8 The photograph of the diffraction setup in the laboratory. 
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angle, 𝜃௜ of ith Bragg spot is related to the scattering wave vector, 𝑞௜ through the relation Eq. 

2.1. The intensity of diffraction pattern is then converted to 𝑆(𝑞) versus 𝑞  by employing the 

equations described in section 2.4.1 (Eq. 2.1 to Eq. 2.5). 

 

To characterize the structural ordering of the PhC samples, the diffraction pattern is 

recorded and analysed. The diffraction pattern of sample PS1, with 𝜙, 0.0037 (calculated using 

the method described in section 2.5.2) is reordered and given in Fig. 2.10(a). The diffraction 

pattern is then converted into rings, with the total intensity at diameter 𝑟 and width ∆𝑟 

Fig. 2.10 (a) Diffraction pattern of the CPhC sample PS1. (b) ring pattern obtained from the diffraction 

pattern by distributing the  total intensity to the area of the ring with diameter 𝑟 and width ∆𝑟 for further 

processing . 

Fig. 2.9 Schematics of scattering geometry. D: sample-to-detector distance, 𝜃௜ : scattering angle of 𝑖th 

reflection, 𝑟௜: radial distance from the centre to 𝑖th reflection. 
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distributed uniformly around the area of the ring (Fig. 2.10(b)), to facilitate conversion of the 

diffraction pattern into a 1D plot of I(q) vs. q. 

The recorded diffraction pattern is then converted to a plot of I(q)  vs. q to extract the 

crystal structure. I(q) versus q graphs are smoothened and corrected for baseline. The peaks are 

fitted for an fcc crystal structure, with the first peak of diffraction originating from the (111) 

plane, and subsequent planes are calculated satisfying the ratio, 
௤భ

௤మ
= ට

௛భ
మା௞భ

మା௟భ
మ

௛మ
మା௞మ

మା௟మ
మ , where the ℎ, 𝑘 

and 𝑙  are the miller indices. The 𝐼(𝑞) versus 𝑞 is given in Fig. 2.11, hence obtaining the crystal 

structure of the CPhC under study. 

 

The diffraction pattern of PSPhC multilayer of sample PS-2, fabricated using inward 

growing self-assembly method (described in section 2.3.2), is recorded using a blue light 

source. The sample is no longer placed inside a vat, since the it is a film coated on a glass 

surface. Instead, it is placed on a sample holder as shown in Fig. 2.12 (a). The diffraction spots 

Fig. 2.11 (a) Intensity  as a function of q , and (b) structure factor as a function of q of the sample PS-1 

indicating the peaks fitting with planes of fcc lattice. 
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(see Fig. 2.12 (b))  show a hexagonal pattern indicating the hexagonal symmetry of the CPhC. 

The hexagonal symmetry is further confirmed using the SEM image of the sample (Fig. 2.12 

(b)). 

 

2.4.2 Dynamic light Scattering (DLS) Technique 

Dynamic light scattering (DLS) measures the equilibrium fluctuations in density states 

of particles or scatterers in a medium. By analyzing the time-correlation function of these 

fluctuations in scattering intensity, one obtains the information on the decay time of the 

correlation function which is related to the diffusion of particles suspended in a medium and 

their size [18]. Here, the measurement involves analyzing the time-dependent scattered light at 

a particular scattering angle by calculating the intensity-intensity autocorrelation function of 

the scattered light, typically using a digital correlator. The sample concentration is prepared in 

such a way that the light that reaches the detector is single scattered and multiple scattering 

events are negligible. 

 

Fig. 2.12 (a) The  hexagonal diffraction pattern indicating the hexagonal symmetry of the CPhC of sample 

PS-2  (b) FESEM image of the hexagonal arrangement of colloidal particles. 
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The scattered intensity 𝐼௦(𝑞, 𝑡), fluctuates in time around a time-averaged intensity                      

< 𝐼௦(𝑞) >. The resulting normalized intensity autocorrelation function of the scattered 

intensity is given by[18], [19], 

 
𝑔(ଶ)(𝑞, 𝑡) =

< 𝐼௦(𝑞, 𝑡)𝐼௦(𝑞, 0) >

< 𝐼௦(𝑞, 0) >ଶ
 (2.6) 

The, auto correlation function of the scattered electric field is defined as, 

 
𝑔(ଵ)(𝑞, 𝑡) =

< 𝐸௦(𝑞, 𝑡)𝐸௦(𝑞, 0) >

< 𝐸௦(𝑞, 0) >ଶ
 (2.7) 

In the notation, 𝑔(ଵ)(𝑞, 𝑡), the superscript in brackets indicates that it is a first-order 

correlation function (electric field auto correlation function), whereas the intensity 

autocorrelation function is a second-order correlation function. The electric field 

autocorrelation function can be related to the intensity autocorrelation function through the 

equation known as Siegert relation [20], given by,  

 𝑔(ଶ)(𝑞, 𝑡) = 1 +  𝛽|𝑔(ଵ)(𝑞, 𝑡)|ଶ (2.8) 

𝛽 ≈ 1, is the coherence factor which depends on the experimental geometry [1] and q, is the 

magnitude of scattering wave vector given by Eq. 2.1. 

The electric field autocorrelation function is commonly known as the intermediate 

scattering function denoted as 𝑓(𝑞, 𝑡). This term is often used because, in DLS, we measure 

the intensity correlation function. 𝑓(𝑞, 𝑡) is described by the equation;
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Where 𝐹(𝑞, 𝑡) dynamic structure factor and 𝑆(𝑞) is the static structure factor. At dilute 

conditions 𝑆(𝑞) → 1. Then 𝑓(𝑞, 𝑡) can be written as, 

 𝑓(𝑞, 𝑡) = exp (−𝑞ଶ < 𝑟ଶ(𝑡) >/6) = exp (−𝐷଴𝑞ଶ𝑡) (2.11) 

,where, < 𝑟ଶ(𝑡) > is the mean square displacement (MSD) which used to study the dynamics 

of the particle. For a three-dimensional system, MSD related to the free diffusion coefficient, 

𝐷଴, by,   

 < 𝑟ଶ(𝑡) >= 6𝐷଴𝑡 (2.12) 

The free diffusion coefficient and the particle diameter are related through the Stokes- 

Einstein relation, 

 
𝐷଴ =

𝑘஻𝑇

3𝜋𝜂𝑑௛
 (2.13) 

Here, 𝑘஻, 𝑇 and 𝜂 are the Boltzmann constant, absolute temperature and viscosity of the solvent 

respectively. 𝑑௛ is the hydrodynamic diameter of the particle. Now, for a very dilute (non-

interacting system) and monodisperse sample, the Eq. 2.8 becomes,   

 𝑔(ଶ)(𝑞, 𝑡) = 1 +  𝛽𝑒𝑥𝑝(−2Γ𝑡) (2.14) 

, where Γ = 𝑞ଶ𝐷଴, is the decay constant, i.e., the decaying part of the signal contains the 

information regarding the diffusivity of the particle being studied. Now, from the intensity 

autocorrelation function, the particles’ free diffusion coefficient and, via the Stokes–Einstein 

relation [20], their hydrodynamic diameter can be obtained. 

 
𝑔(ଵ)(𝑞, 𝑡) = 𝑓(𝑞, 𝑡) =

𝐹(𝑞, 𝑡)

𝑆(𝑞)
 (2.10) 
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If the colloidal particles are polydisperse in diameter, the decay constant, Γ has a 

distribution, 𝐺(Γ). Then the intermediate autocorrelation function can be written as, 

 
𝑓(𝑞, 𝑡) = න 𝐺(Γ)

ஶ

଴

exp (−Γ𝑡)𝑑Γ (2.15) 

The particle size distribution can be determined by calculating the Laplace inversion 𝑓(𝑞, 𝑡) of 

with the distribution G(Γ). However, finding the precise functional form for the distribution 

requires complex calculations. An alternative, simpler method to extract information about the 

particle size and size polydispersity (SPD) from the DLS data is to use the method of cumulants 

[13]. This approach involves expressing ln [𝑓(𝑞, 𝑡)] as a cumulant expansion, which has the 

form,  

 ln[𝑓(𝑞, 𝑡)] = −Γത𝑡 +
κଶ

2!
𝑡ଶ −

𝜅ଷ

3!
𝑡ଷ + ⋯ (2.16) 

, where the first cumulant, denoted as Γത , is related to the average diffusion coefficient Dഥ 

through, Γത = Dഥ𝑞ଶ. This is used to determine the average diameter of the colloidal particles 

using the Stokes-Einstein relation mentioned earlier. The second cumulant, denoted as κଶ , 

provides information about the variance of the size distribution relative to the average diameter. 

Fig. 2.13 Schematic representation of Dynamic light scattering technique 
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The square root of κଶ gives the SPD, defined as the standard deviation divided by the average 

diameter.  

We have used a particle size analyzer (M/s Litesizer™ 500, Anton Paar, Austria) that 

employs DLS technique. Figure 2.13 shows the schematic representation of the DLS setup. A 

diode laser with a wavelength 658 nm, and power of 40 mW is used as the light source. This 

setup can measure particle sizes can within the range of 0.3 nm to 10 µm. 

2.4.3 UV-visible spectroscopy  

As mentioned earlier in laser diffraction setup, one sweeps scattering angle,  by 

keeping 𝜆 fixed to record the Bragg diffraction pattern. In the case of UV-visible spectroscopy, 

one sweeps 𝜆 by keeping the incident angle fixed to record the Bragg diffraction from PhCs. 

This technique is similar to energy dispersive X-ray scattering used for characterizing atomic 

and molecular systems [21], [22]. Here, the wavelength of the incident light is varied from 

ultraviolet to visible and to near-infrared regions, while maintaining a constant angle of 

measurement. The light incident on the sample gets attenuated due to absorption and scattering.  

UV-visible spectroscopy is an effective tool for characterizing the structural ordering 

[5] in colloidal PhCs. Peaks in the absorption/ reflection spectrum of the PhCs are due to Bragg 

diffraction of the wavelength 𝜆 that satisfies the Bragg diffraction condition,  

 𝑛𝜆 = 2𝑑௛௞௟𝜇௠sin (𝜃௚) (2.17) 

,where 𝜃௚ is the Bragg angle( 90º for normal incidence), 𝑑௛௞௟ is the interplanar distance 

between crystal planes with (hkl) miller indices, and n is the order of diffraction [23]. For 

normal incidence, the Bragg’s condition will be, 

 𝑛𝜆 = 2𝑑௛௞௟𝜇௠ (2.18) 
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The major peaks in the absorption spectra for fcc and bcc correspond to the plane (111) and 

(110) respectively. The number density, 𝑛௣  of the colloidal PhC can be calculated from the 

peak position using the formula; 

Here, 𝜆஻ is the Bragg peak position. 

We have used a UV-visible spectrometer (M/s JASCO-V670 spectrophotometer, 

Japan), a double beam spectrophotometer in our studies. The schematic representation of the 

UV-visible spectrometer is given in Fig. 2.14. The spectrometer employs a single 

monochromator design that covers a wavelength range of 190nm to 2500nm. The 

monochromator is equipped with dual gratings (automatically exchanged) - 1200 grooves/mm 

for the UV/VIS region and 300 grooves/mm for the NIR region (see Fig. 2.14). The UV/VIS 

region employs a photomultiplier tube (PMT) detector, while the NIR region employs a Peltier-

For fcc, 
𝑛௣ =

4

3√3
൬

2𝜇௠

𝜆஻
൰

ଷ

 (2.19) 

And for bcc, 
𝑛௣ =

1

√2
൬

2𝜇௠

𝜆஻
൰

ଷ

 (2.20) 

Fig. 2.14 Schematic representation of  UV-visible spectroscopic technique. 
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cooled PbS detector. The gratings and detectors are automatically exchanged within the user-

selectable wavelength range  750nm to 900nm range. For the wavelength range of 190nm to 

350nm, a deuterium lamp is used as the source, and for the wavelength range of 330nm to 

2500nm range, a halogen lamp is employed.  

2.4.4 Field emission scanning electron microscopy (FESEM) 

The Field Emission Scanning Electron Microscope (FESEM) is widely used to study 

the ordering of CPhC, hence study structure [24] and defects [25] in real space. The FESEM 

operates by utilizing the principles of electromagnetism and quantum mechanics. Electrons, 

are generated by a field emission source and accelerated by a high electrical field gradient 

within the high vacuum column of the microscope. As these primary electrons travel towards 

the object being scanned, they are focused and deflected by electrostatic/ electromagnetic 

lenses, resulting in a narrow beam that hits the surface of the sample. The electrons that collide 

with the surface of the sample cause the emission of secondary electrons, which are ejected 

from the sample at different angles and velocities depending on the surface structure of the 

sample. The detector detects the emission of secondary electrons and generates an electrical 

signal. Subsequently, the signal is amplified and converted into a video scan-image, which can 

be displayed on a screen or stored as a digital image for further processing. The motion of 

electrons with energy 𝐸௘ = ℎ𝜈 (h is Planck's constant, and 𝜈 is the frequency of the wave 

associated with the electron) in the microscope can be described by the Lorentz force equation: 

𝐹 ሬሬሬ⃗ =  𝑞௘(𝐸 ሬሬሬ⃗ +  𝑣 ሬሬሬሬ⃗ ×  𝐵ሬሬሬ⃗ ), where 𝐹⃗ is the force on the electron, 𝑞௘ is the charge of the electron, 

𝐸ሬ⃗  is the electric field, 𝑣⃗ is the velocity of the electron, and 𝐵ሬ⃗  is the magnetic field. 

In order to image, the sample must be conductive in nature. If the samples are 

dielectric/insulators, it should made conductive by coating them with a thin layer (1.5 - 3.0 nm) 

of gold or gold–palladium (using a sputtering system). The sample must also be able to 

maintain the high vacuum and not interfere with it in any way, such as by releasing water 
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molecules, gases or vapours. The sample is placed on a sample holder once it has been made 

conductive. The sample is placed into the high vacuum port of the microscope, which has a 

built in moveable (XYZ) stage, via an exchange chamber. 

We have used Zeiss Ultra55 FESEM instrument (Germany) for our study and given 

schematically in Fig. 2.15. The FESEM employs a Schottky field-emission electron gun as a 

source 

 

of primary electrons, produces high-intensity electron beams with very low energy spread, 

making it ideal for high-resolution imaging. A variety of detectors are included with the 

microscope, such as secondary electron detector, a backscattered electron detector, and an in-

column energy-selective backscatter detector, which allow for imaging of surface topography, 

Fig. 2.15 Schematic representation of  field emission scanning electron microscopic technique. 
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material composition, and crystallographic orientation, respectively. The Ultra55 FESEM also 

features a range of focusing lenses, including electrostatic and electromagnetic lenses, used for 

focusing and scanning coils for scanning the electron beam, allowing for precise control of the 

imaging process. The Ultra55 FESEM is suitable for imaging a wide range of samples at the 

nanoscale, including PhC thin films. Figure. 2.16 shows the SEM image of the close packed 

hexagonal array of PSPhC monolayer recorded using the instrument, at a magnification of 50 

kX, at a voltage of  5 kV. Figure 2.16 (a) shows the top view of the sample, while Fig. 2.16 (b) 

presents the cross-sectional view. The cross-sectional view indicates a single layer, as the 

thickness matches the average diameter of one PS particle, which is 287 nm. 

 

 

 

2.4.5 Raman Spectroscopy 

Raman spectroscopy is a method of characterization that involves using scattered light 

to study the vibrational energy modes of a substance. The technique is named after C.V. 

Raman, an Indian physicist, first observed inelastic scattering of light by molecules in liquids 

in 1928 [26]. Raman spectroscopy can provide valuable chemical and structural information, 

and hence one can identify substances by their unique Raman "fingerprint". When a 

monochromatic light interacts with the sample, both elastic and inelastic scattering of light 

Fig. 2.16 The FESEM image of to the PSPhC monolayer (a) surface view, and (b) cross- sectional view, 

showing a single layer. 
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occurs. The majority of the scattered light has the same energy as the incident photons (elastic 

scattering), known as Rayleigh scattering. However, a small fraction of the scattered light has 

higher or lower energy (inelastic) than the incident light referred to as Raman scattering [27]. 

During Raman scattering, the interaction between light and matter causes the molecules to gain 

or loss energy. According to the energy conservation law; 

 𝐸௜ + ℎ𝜈௜ = 𝐸௦ + ℎ𝜈௦ (2.21) 

 Δ𝐸 = 𝐸௜ − 𝐸௦ = ℎ(𝜈௦ − 𝜈௜) (2.22) 

Where 𝐸௜ , 𝐸௦, 𝜈௜ , 𝜈௦ and ℎ  are initial energy of the molecule, final energy of the molecule, 

frequency of the incident light, frequency of scattered light, and plank’s constant respectively. 

Based on the frequency of the scattered light, we can consider three cases as shown in Fig. 

2.17; 

𝜈௦ = 𝜈௜ ⇒ Δ𝐸 = 0  (Elastic scattering), Rayleigh scattering 

i) 𝜈௦ < 𝜈௜ ⇒ Δ𝐸 < 0 (Inelastic scattering), Stokes line 

ii) 𝜈௦ > 𝜈௜ ⇒ Δ𝐸 > 0 (Inelastic scattering), Antistokes line 

When light is incident on the sample, the molecule gets excited to a higher energy state 

by absorbing the energy of the photons. In most cases, the excited molecule returns to the 

ground state by emitting the photons with the energy same as the energy of the incident photon. 

This is the predominant process and is known as elastic scattering of light, also known as 

Rayleigh scattering. The considerably rarer process of Raman scattering, which is an inelastic 

scattering process involving an energy transfer between the scattered photon and molecule, 

happens in around 1 in 10 million photons. If a small fraction of the molecules which are in the 

ground state (see Fig. 2.18) is excited to a short-lived vibrational virtual state and returns to a 

higher vibrational state than the  
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ground state by emitting photons having energy lower than the incident energy, then it is called 

Stokes scattering, and the anti-Stokes scattering occurs when the molecule already exists in a 

higher vibrational level than the ground state and absorbs energy from the incident photon to 

reach a virtual state. The molecules then return to the ground state by emitting a photon with 

energy higher than the incident photon (see Fig. 2.18). Therefore, the emitted photon has more 

energy than the absorbed photon (Fig. 2.18). From a quantum mechanical standpoint, both 

Stokes and anti-Stokes scattering are equally likely phenomena. Nevertheless, in a collection 

of molecules, the majority of molecules will exist in the lowest energy state at normal 

temperatures, as dictated by the Boltzmann distribution. Thus, the likelihood of Stokes 

scattering is statistically higher than that of anti-Stokes scattering. Consequently, the Stokes 

Fig. 2.17. The Schematic representation of light scattering illustrates the incident light of frequency ν and 

its scattering behavior. Rayleigh scattering occurs when the scattered light has the same frequency as the 

incident light. Stokes scattering refers to the scattered light with a lower frequency than the incident light, 

while anti-Stokes scattering is the scattered light with a higher frequency than the incident light. 
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line is generally have higher intensity than the anti-Stokes line. Hence, in a Raman scattering 

experiment, usually the stoke line is measured.    

 

The classical theory of Raman scattering provides insights into the occurrence of stokes 

and anti-stokes lines, which is fundamentally based on a molecule's polarizability. When a 

molecule is subjected to a static electric field, it experiences some deformation due to the 

attraction of the electronic cloud to the positive pole of the field and the positively charged 

nuclei to the negative pole. This charge separation creates an induced dipole moment, denoted 

by 𝜇௜, and the molecule is said to be polarized. The magnitude of 𝜇௜ depends on the intensity 

of the electric field, 𝐸, and the ease of deformation or polarizability, 𝛼, of the molecule. i.e., 

Fig. 2.18 Schematic illustration of Raman scattering, showing the excitation and de-excitation of molecular 

vibrational states resulting in Stokes and anti-Stokes lines and comparing the Raman spectral lines with the 

Rayleigh spectral line. 
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 𝜇௜ = 𝛼𝐸ሬ⃗  (2.23) 

It can be re-written for an oscillating electric field of light with frequency, 𝜈௜ 

 𝜇௜ = 𝛼𝐸଴sin (2𝜋𝜈௜𝑡) (2.24) 

Here the incident electric field of light is given by 𝐸ሬ⃗ = 𝐸଴sin (2𝜋𝜈௜𝑡) with amplitude, 𝐸଴. The 

dipole (oscillating with the frequency of the applied field) will be superimposed on its 

vibrational motion of the molecules. For example, let us consider the frequency of vibration of 

the molecule 𝜈௩, which changes the polarizability to; 

 𝛼 = 𝛼଴ + βsin (2𝜋𝜈௩𝑡) (2.25) 

, where 𝛼଴ is the polarizability at the equilibrium position and β represents the change in 

polarization during the vibration.  Then the induced dipole moment can be written as; 

 𝜇௜ = (𝛼଴ + β sin(2𝜋𝜈௩𝑡))𝐸଴sin (2𝜋𝜈௜𝑡) (2.26) 

 
𝜇௜ = 𝛼଴𝐸଴ sin(2𝜋𝜈௜𝑡) +

1

2
𝛽𝐸଴ cos 2𝜋 (𝜈௜ − 𝜈௩)𝑡

+
1

2
𝛽𝐸଴ 𝑐𝑜𝑠 2𝜋 (𝜈௜ + 𝜈௩)𝑡 

(2.27) 

Thus, the induced dipole moment (𝜇௜) of a molecule has three components, with 

component 1 changing at the same frequency as the incident light wave (𝜈௜). Components 2 

and 3 change at frequencies which are the difference and the sum of the exciting frequency (𝜈௜) 

and the vibrational frequency (𝜈௩) of the molecule respectively. That implies the three 

frequencies observed in the scattered light: 𝜈௜, 𝜈௜ ± 𝜈௩. The Rayleigh line appears at the 

exciting frequency (𝜈௜), while the Raman lines appear at frequencies 𝜈௜ ± 𝜈௩. The line that 

appears on the low frequency side of the Rayleigh line (𝜈௜ − 𝜈௩) is called the Stokes line, while 
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the line on the high frequency side (𝜈௜ + 𝜈௩) is called the anti-Stokes line. So, the fundamental 

selection rule for the molecule to be Raman active is that the molecular vibration should create 

a change in the polarizability, i.e., the derivative of polarizability with respect to its position 

coordinate should be non-zero.  

The wavelength of the Raman scattered light, as we have seen, is dependent on the 

excitation wavelength, which makes it difficult to compare Raman spectra obtained with 

different lasers. Therefore, the Raman scattered wavelength is converted to a Raman shift (∆𝜈̅) 

value expressed in units of 𝑐𝑚ିଵ  with respect to the excitation wavelength (𝜆௜) and Raman 

scattered wavelength (𝜆௦) which is given by; 

 

 

∆𝜈̅(𝑐𝑚ିଵ) = ൬
1

𝜆௜(𝑛𝑚)
−

1

𝜆௦(𝑛𝑚)
൰ 𝑥

(10଻𝑛𝑚)

(𝑐𝑚)
 

(2.28) 

We have used Raman spectrometer (M/s Horiba LabRam Raman Spectrometer, Japan) 

instrument with confocal Raman microscope with a single-stage spectrometer that uses an 800 

mm focal length Czerny-Turner type spectrograph with mirrors. The schematic of the Raman 

spectrometer is given in Fig. 2.19 .The software-controlled motorized optical paths can switch 

between lasers, detectors, and exits. The visible version of the instrument covers the 440-1100 

nm wavelength range and has multiple laser sources (532nm, 633nm, and 785nm). The laser 

power on the sample can be decreased using a filter wheel with nine neutral density filters 

(100%, 50%, 25%, 10%, 5%, 3%, 1%, 0.1%, and 0.01%). The instrument with tunable light 

intensity and an internal white light illuminator is supplied with an Abbe condenser. A 

revolving turret with achromatic objectives (10x, 20x, 45x 50x, and 100x) is also included. The 

instrument has a camera for simultaneous visualization of the sample under white light 

illumination and the laser spot using the LabSpec software. The 800 mm focal length 

achromatic flat field monochromator features two 76 mmx76 mm gratings, 1800 gr/mm and  
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600 gr/mm, mounted on a motorized turret controlled by software to vary both spectral 

resolution and spectral coverage in one shot. The instrument uses a multichannel air-cooled 

CCD detector with a pixel size of 1024x256 pixels (26x26 microns) in the 200-1050nm spectral 

range. 

 

2.5 Simulation techniques 

2.5.1 Finite Element Method (FEM) 

To describe the laws of physics for space-time dependent problems, it is usually 

necessary to express them in terms of partial differential equations (PDEs). Analytical methods 

are generally insufficient to solve these PDEs for most geometries and problems. Instead, one 

can construct an approximation of the equations by employing various types of discretization. 

hese discretization methods employ numerical model equations to determine the PDEs, which 

can subsequently be solved numerically. The actual solution to the PDEs is usually 

approximated by solving the numerical model equations. The method employed to calculate 

these approximations is the finite element method (FEM) [28]. FEM is extensively employed 

Fig. 2.19 Schematic representation of Raman spectroscopic technique. 
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as a computer-aided analysis technique in numerous physical and engineering domains, such 

as structural analysis, fluid mechanics, vibration analysis, heat transfer, and electromagnetics. 

The fundamental principle of FEM involves dividing the total continuous domain into 

multiple subdomains. The unknown function is represented within each subdomain using 

interpolation functions with unknown coefficients. This process enables the approximation of 

the solution within each subdomain. Therefore, the infinite number of degrees of freedom in 

the original boundary value problem are reduced to a finite number in the new problem. Put 

differently, a finite number of unknown coefficients approximate the solution of the entire 

system. Subsequently, the Galerkin procedure[28] is applied to obtain the system of algebraic 

equations, then the solution to the boundary value problem is obtainedd by solving this system 

of equations numerically. So, FEM analysis of any problem involves the following four steps 

[29]:  

i) Dividing the solution domain into finite number of subdomains or mesh elements 

ii) Deriving the governing equation for a mesh element 

iii) Combining all elements in the domain and formulating the system of equations 

iv) Solving the system of equations       

i) Domain discretization  

The first and crucial step in any finite element analysis (FEA) is the discretization of 

the domain, denoted as 𝛺. Domain discretization significantly impacts various aspects of the 

simulation, including computer storage requirements, computation time, and the accuracy of 

numerical results. Here, the total domain Ω is divided into multiple smaller domains denoted 

as 𝛺௘ (𝑒 = 1,2,3, . . . , 𝑚), where 𝑚 represents the total number of subdomains. For one-

dimensional domains, such as straight or curved lines (as shown in Fig. 2.20 (a)) the elements 

are typically line segments that are connected to approximate the actual line. In 2D domains, 

triangular and rectangular elements are commonly used (Fig. 2.20 (b)). Rectangular elements 
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are well-suited for rectangular regions, where triangular elements are suitable for irregular 

regions. In three-dimensional problems, the domain can be subdivided into tetrahedral (Fig. 

2.20 (c)), triangular prisms, or rectangular bricks, depending on the specific requirements of 

the problem. 

 

The problem is usually expressed in terms of the unknown function φ at nodes 

corresponding to the elements in finite element solutions. The number of nodes depends on the 

type of element used. For instance, a linear line element has two nodes located at its endpoints, 

while a triangular element has three nodes at its vertices. Similarly, a tetrahedron has four nodes 

positioned at the corners. Figure 2.21 indicates the schematic representation of nodes in the 

basis mesh elements. To facilitate implementation, nodes need to be described in detail. This 

includes specifying their coordinate values, local numbers, and global numbers. The coordinate 

values indicate the position of the node in space, which can be determined easily. However, 

the numbering of nodes and elements needs a strategic approach. The aim is to minimize the 

bandwidth of the resulting banded matrix, determined by the maximum difference between the 

global numbers of any two nodes within an element. The nodes should be numbered properly 

to minimize the bandwidth, and to reduce the storage and computational costs significantly 

when employing a banded matrix solution method to solve the final matrix equation. 

Fig. 2.20 Mesh elements generated using Comsol Multiphysics software for (a) a straight line in one-dimensional 

geometry with line segments as mesh elements (b) a two-dimensional geometry with triangular shapes as mesh 

elements. (c) a three-dimensional geometry with mesh elements of shape tetrahedrons. 
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The meshing of the computational domain is typically regarded as a preprocessing step 

as it can be performed independently of the other following steps. Advanced finite element 

software packages often offer tools for subdividing arbitrarily shaped lines, surfaces, and 

volumes into appropriate elements. These packages also include optimized methods for 

assigning global numbers to the elements, facilitating the process of domain discretization 

i)  Selection of interpolation functions 

The second step in FEA involves selecting an interpolation function that approximates 

the unknown solution within an element. Typically, interpolation functions are chosen as 

polynomials of first (linear), second (quadratic), or higher order. While higher order 

polynomials provide increased accuracy, but often lead to more complex formulations than 

lower order polynomials. As a result, linear interpolation remains largely used. Once the 

polynomial order is determined, we can express the unknown element 𝑒 as a summation of 

basis functions multiplied by their respective values at each node within the element. This 

expression takes the form: 

Fig. 2.21 Basic mesh elements with number of nodes for one-dimensional, two dimensional and three-

dimensional cases. 
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𝜑௘ = ෍ 𝑁௝
௘

௡

௝ୀଵ

𝜑௝
௘ =  {𝑁௘}்{𝜑௘} = {𝜑௘}்{𝑁௘} (2.29) 

Here, 𝑛 represents the number of nodes in the element, 𝜑௝
௘ denotes the value of 𝜑 at node 𝑗, 

and 𝑁௝
௘  refers to the interpolation function also known as the basis function or  the expansion 

function. The highest order of the basis functions 𝑁௝
௘ within a given element determines the 

element's order. Let’s say, if the 𝑁௝
௘ functions are linear, the element 𝑒 is considered linear. A 

major characteristic of the basis functions 𝑁௝
௘ is that they are nonzero only within the element 

and vanish outside of it, ensuring that they capture the behavior of the unknown function 

specifically within the element. 

ii)  Formulation of the system of equations 

Although analytical solutions to boundary value problems are ideal, they are only 

attainable in a limited number of exceptional situations. Finding an analytical solution is 

typically the exception rather than the rule. Most of the problems of practical significance lack 

analytical solutions. Various approximate methods have been developed to address this 

challenge, and Galerkin method has been used widely among the other methods. These 

methods offer effective approaches to approximate the solutions of boundary value problems 

where analytical solutions are not readily available. 

A boundary value problem is defined by a governing differential equation within a 

domain Ω: 

 ℒ𝜑 = 𝑓 (2.30) 
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along with the boundary conditions specified on the boundary Γ surrounding the domain. In 

Eq. 2.30, ℒ represents the differential operator, 𝑓 denotes the excitation or forcing function, 

and 𝜑 represents the unknown quantity sought. 

Galerkin's method belongs to the class of weighted residual methods, that aim to find a 

solution by weighting the residual of the differential equation. Let's consider, 𝜑ത is an 

approximate solution to Eq. 2.30. Substituting 𝜑ത for 𝜑 in the equation yields a non-zero 

residual: 

 𝑟 = ℒ𝜑ത − 𝑓 ≠ 0 (2. 31) 

The most optimal approximation for 𝜑ത is the one that minimizes the residual 𝑟 at all points in 

Ω. Hence, the weighted residual integral can be expressed as follows: 

 
𝑅௜ = න 𝜔௜ 𝑟 𝑑Ω = 0 

 
(2.32) 

Here, 𝜔௜ are chosen weighting functions. Then, Eq. 2.32 can be re-written as; 

 
𝑅௜

௘ = න 𝑁௜
௘ (ℒ𝜑ത௘ − 𝑓)𝑑Ω         𝑖 = 1,2,3, … , 𝑛 (2.33) 

Substituting Eq. 2.29 into Eq. 2.33 gives; 

 
𝑅௜

௘ = න 𝑁௜
௘ ℒ{𝑁௘}்{𝜑௘}𝑑Ω − න 𝑓𝑁௜

௘ 𝑑Ω          𝑖 = 1,2,3, … , 𝑛 (2.34) 

this can be re-written in the matrix form as; 

 {𝑅௘} = [𝐾௘]{𝜑௘} − {𝑏௘} (2.35) 
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where, {𝑅௘} = [𝑅ଵ
௘ , 𝑅ଶ

௘ , … , 𝑅௡
௘]் and the matrix elements where [𝐾௘] is an 𝑛 × 𝑛 matrix and 

{𝑏௘} an 𝑛 ×1 with their elements given by 

 
𝐾௜௝

௘ = න 𝑁௜
௘ ℒ𝑁௝

௘𝑑Ω (2.36) 

And 

 
𝑏௜

௘ = න 𝑓𝑁௜
௘ 𝑑Ω  (2.37) 

Prior to solving the system of equations for a particular solution, it is necessary to 

implement the relevant boundary conditions. The formulation of the system of equations 

involves three sub-steps. First, we create the elemental Eq. 2.35 for each element. Then, these 

elemental equations are summed over all elements to assemble the system of equations. This 

step is known as assembly. Thirdly, the boundary conditions are imposed to get the final form 

of the system of equations. In computer execution, these three sub-steps are typically 

intertwined and not strictly divided. During the assembly process, the formation of elemental 

matrices and the application of boundary conditions frequently take place concurrently. 

iii)  Solution of the system of equations 

The final step in the FEM method is solving the system of equations. The resulting 

system can take one of two following forms: 

 [𝐾]{𝜑} = {𝑏} (2.38) 

Or 

 [𝐴]{𝜑} = 𝜆[𝐵]{𝜑} (2.39) 
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Equation (2.33) represents a deterministic system which arises from an inhomogeneous 

differential equation, an inhomogeneous boundary condition, or both. Equation (2.34) 

corresponds to an eigenvalue system, which arises from homogeneous differential equations 

and homogeneous boundary conditions. Eigenvalue systems in electromagnetics usually occur 

in source-free problems like cavity resonances and wave propagation in waveguides. In such 

cases, the known vector {𝑏} is zero, and the matrix [𝐾] can be expressed as [𝐴]  −  𝜆[𝐵], where 

𝜆 represents the eigenvalue. 

After obtaining the solution vector {𝜑} by solving the system of equations, we can 

proceed to calculate the required parameters. These computed parameters provide valuable 

insights and can be presented in various forms, such as curves, plots, or color pictures. This 

final stage of analyzing and presenting the results is commonly referred to as post-processing. 

It is worth noting that post-processing can be treated as a distinct and separate step independent 

of the other stages of the finite element analysis. 

iv) COMSOL Multiphysics Software 

We have employed the wave optics module of the commercially available COMSOL 

Multiphysics software package for the electromagnetic simulations based on FEM. COMSOL 

Multiphysics is an interactive simulation environment widely employed for modelling and 

solving various scientific and engineering problems. This software offers a comprehensive, 

integrated desktop with a Model Builder, providing a complete overview of their models and 

access to all available functionalities. With COMSOL Multiphysics, we can expand 

conventional models for a single type of physics into multiphysics models that address coupled 

phenomena from various disciplines. 

The Wave Optics Module of COMSOL Multiphysics is designed to solve 

electromagnetic wave problems, specifically at optical frequencies. The Wave Optics Module 



 
 

83 

 

is applicable in simulating and designing optical applications across various areas that involve 

electromagnetic waves. These include optical fibers, photonic waveguides, PhCs, nonlinear 

optics, laser resonator design, active devices in photonics, and more. It is a versatile module 

that can be employed in virtually any field where electromagnetic waves play a significant role 

in optical phenomena. 

2.5.2 Plane Wave Method (PWM) 

The plane wave method (PWM) is mainly employed to study the bandstructre of PhCs 

using MIT Photonic Band gap software. This method originates from solid-state physics, where 

electronic wave functions are scalar while electromagnetic fields are vectors. A scalar 

approximation of fields is insufficient for describing the band structure accurately. To address 

this, the PWM is modified to consider the vectorial nature of the fields. 

MIT photonic bandgap (MPB) is an open-source software works on Unix based 

operating systems[31]. It gives a fully vectorial analysis of three-dimensional Bloch wave 

functions. MPB uses a frequency domain approach where it calculates the Eigen modes and 

Eigen values directly form the Maxwell’s equations. Here it uses an iterative Eigen solver, 

where it iteratively improves the approximate solutions. MPB analyzes a periodic dielectric 

structure to determine its eigenmodes, which represent the electromagnetic waves capable of 

propagating through the structure at specific frequencies. This corresponds to solving an 

eigenvalue problem 𝑀 𝐻 = ቀ
ఠ

௖
ቁ

ଶ

 𝐻, where 𝐻  is the magnetic field, 𝜔 is the frequency, and 

𝑀 is the Maxwell operator ∇ ×
ଵ

ఌ(௥)
∇ ×. We also have an additional constraint, that ∇. 𝐻 be 

zero (𝐻 must be "transverse"). Given the periodic nature of the structure, Bloch's theorem can 

be applied, expressing the states as 𝑒௜ ௞௫ multiplied by a periodic function, where 𝑘 represents 

the Bloch wavevector. Consequently, for each 𝑘 point (Bloch wavevector), a discrete set of 

eigenstates, known as the photonic bands of the structure, must be determined. To 
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computationally solve for these eigenstates, the 𝐻 needs to be expanded using a chosen basis, 

with the basis truncated to a finite number of points for problem discretization. For instance, a 

conventional finite element basis could be employed, where the field is sampled at a finite 

number of mesh points and linearly interpolated between them. However, enforcing the 

transversality constraint in this basis is computationally expensive. Instead, a Fourier (spectral) 

basis is utilized, where the periodic part of the field is expanded using 𝑒௜ீ௫ plane waves. In this 

basis, maintaining the transversality constraint is straightforward, as it simply implies that the 

plane wave amplitudes must be orthogonal to 𝑘 +  𝐺, where G is the reciprocal lattice vector. 

To determine the eigenfunctions, one approach is to explicitly compute the elements of the 

matrix 𝑀 within our chosen basis and then utilize LAPACK or a similar library to find the 

eigenvectors and eigenvalues. However, for a three-dimensional calculation, this could involve 

finding the eigenvectors of a matrix with hundreds of thousands of elements on each side, 

which is challenging both in terms of storage and computation. Since we are interested in only 

a few eigenvectors, less expensive iterative methods can be employed that do not necessitate 

the explicit storage of M. 
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Chapter 3 

Understanding Photonic Crystals through Band structure and 

Reflectance calculations 

 

We present the band structure and reflectance spectra calculations of different 2D 

PhCs in this chapter. Additionally, we investigate how doping in photonic crystal defects can 

improve the light- matter interaction. 

3.1 Introduction 

In two-dimensional photonic crystals (2D PhC) the refractive index is periodic along 

only two directions. 2D PhCs are one of the simplest types of PhCs which can be fabricated 

though different lithography techniques such as e-beam lithography[1], [2], nano-imprint 

lithography [3], [4], photo lithography [5], [6], holographic lithography [7], [8] etc. In recent 

decades, extensive research has been carried out on the band structure and E-field distributions 

of 2D PhC with and without defects [9]- [13]. The band structure of the PhC provides 

information on the position and magnitude of the band gap and gives the possibility to tune by 

varying the structural parameters according to the need/interest. Unlike other type of PhCs, in 

2D PhCs, for light propagating in the plane of periodicity, the harmonic modes can be divided 

into two independent polarizations, each with its own band structure. The polarizations being 

transverse electric (TE) modes where the E- field normal to the plane and transverse magnetic 

(TM) where the E- field parallel to the plane. The band structures for TE and TM modes can 

exhibit significant differences, potentially resulting in the existence of a photonic bandgap for 

one polarisation but not for the other. TE band gaps are generally preferred in lattices of isolated 

high refractive index regions, while TM band gaps are preferred in connected lattices [14].  
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When the in-plane periodicity in a 2D PhC is perturbed by a single defect, we can 

acheive a single localized mode or a group of localized modes whose frequency lies within the 

band gap. These are called defect mode(s). The E- field associated with a defect mode is 

maximum inside the defect and decays exponentially away from it. As a result, E- field remains 

confined to the defect and is unable to penetrate into the rest of the crystal [15], [16]. Analogous 

to doped semiconductor crystals, one can fabricate doped PBG crystals either by creating 

vacancy or by addition of higher or lower dielectric material at the particular lattice point.  The 

defects thus created serves as localized modes within the photonic band gap of PhC [17]. E- 

field confinement and enhancement in PhC defects are essential for tailoring the light matter 

interaction in various applications. These structures facilitate precise control over the 

propagation and manipulation of light, resulting in enhanced performance and novel 

functionalities in photonic and optoelectronic devices. 

Here, we have investigated the band structure of 2D PhCs with different lattice 

symmetries and explored the dependence of the band gap on the structural parameters to 

optimize the band gap/stop band in the visible region. The 2D PhCs investigated in this study 

consist of square and hexagonal lattices of dielectric rods made of amorphous titania of infinite 

length. The effect of doped 2D PhC defects in the reflectance spectra and the E- field 

distribution is studied. Additionally, the effect of   dielectric contrast on the position of defect 

modes within the bandgap is also discussed. The bandstructure calculations are carried out 

using plane wave method (PWM) implementation of MIT photonic bandgap (MPB) software 

and the reflectance calculations are carried out using finite element method (FEM) 

implementation of COMSOL Multiphysics Software.  
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3.2 Theory 

Maxwell's equations describe how an electromagnetic wave travels through a medium. 

For a 2D PhC, it can always be described as a linear combination of a transverse E- field (TE) 

and a transverse magnetic field (TM). Maxwell's equations in the absences of sources are 

reduced to a Helmholtz equation for the electric field is given by ; 

 ∇ଶ𝐸௭
ሬሬሬሬ⃗ (𝑟) + ቀ

𝜔

𝑐
ቁ

ଶ

𝜀௥(𝑟) = 0 (3.1) 

, when the magnetic field is confined in XY plane and the electric field is perpendicular to it 

(TE  ). Here, 𝐸௭(𝑟) is the z-component of the electric field at the position 𝑟 , 𝜀௥(𝑟) is the relative 

dielectric constant of the PhC,  𝜔 is the angular frequency of the incident wave, and 𝑐 is the 

speed of light in free space. Eq. 3.1 represents the PhC which is non-conducting ( 𝜎 = 0) and 

non-magnetic (𝜇௥ = 1). The time dependant harmonic solution of the Eq. 3.1 is; 

 
𝐸ሬ⃗ (𝑟, 𝑡) = 𝐸௭

ሬሬሬሬ⃗ (𝑟)exp (−𝑖𝜔𝑡)𝑧̂ (3.2) 

The application of suitable boundary conditions at the interfaces of the computational 

domains is a crucial step in any electromagnetic simulation. It is important to apply periodic 

boundary conditions that imitate an infinite simulation domain along with the periodicity of 

the PhC lattice for the photonic band structure calculations. Bloch's theorem is applied at the 

boundaries of the PhC unitcell to guarantee the periodicity of the lattice i.e., the electric 

(magnetic) field only experiences a change in phase when it travels from one point in the PhC 

to another point in the PhC that is separated by a lattice vector, 𝑅ሬ⃗ . 

 𝐸௭
ሬሬሬሬ⃗ ൫𝑟 + 𝑅ሬ⃗ ൯ = exp (𝑖𝑘ሬ⃗ . 𝑅ሬ⃗ )𝐸௭

ሬሬሬሬ⃗ (𝑟) (3.3) 

, where 𝑘ሬ⃗  is the wave vector of the electromagnetic wave. 



 
 

90 

 

On the other hand, finite size in the direction parallel to the incoming wave vector is 

employed for the reflectance calculations, whereas the PhC structure is extended infinitely in 

the perpendicular direction. Due to the finite size of the PhC at the entrance and exit of the EM 

wave, it is crucial to avoid unphysical reflections at the interfaces. This is achieved by using 

perfectly matched layer (PML) conditions at these interfaces. PML for a TE polarization is 

defined by; 

 𝑧̂. 𝑛ො × ൫∇ሬሬ⃗ ×  𝐸௭
ሬሬሬሬ⃗ 𝑧̂൯ − 𝑖β𝐸௭

ሬሬሬሬ⃗  =  −2𝑖β𝐸଴௓
ሬሬሬሬሬሬ⃗  (3.4) 

, where 𝐸଴௓ is the initial value of electric field at the boundary and β = 𝑘଴, the propagation 

constant. 

3.3 Simulation details 

A two-dimensional (2D) square and hexagonal lattice of dielectric nano-rods is chosen 

as the 2D PhC. The dielectric rods have been assigned with a refractive index of amorphous 

titania (2.67) and are placed in an air matrix, hence giving refractive index contrast (∆𝑛 = 𝑛௛ −

𝑛௟ , 𝑛௛- higher refractive index material, 𝑛𝑙- lower refractive index material) of 1.67. 

3.3.1 Band structure calculations 

The photonic band structure calculations have been carried out using MIT Photonic 

Band (MPB) software, using plane wave method (PWM) to find the frequency eigenstates of 

Maxwell’s equation in periodic dielectric structures. More details of PWM are presented in 

chapter 2, section 2.6.2. The band structure is calculated for the out-of-plane polarization (TE) 

of E- field, assuming E- field to be oriented perpendicular to the plane of periodicity (i.e. Ex = 

Ey = 0, Ez ≠ 0), since TE band gaps are favored in a lattice of isolated high refractive index 

regions as in the case of periodic dielectric rods in an air matrix. In this study, we have 

considered two lattice structures; square lattice and hexagonal lattice of dielectric cylinders in  
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air matrix. The reciprocal lattices corresponding to square and hexagonal symmetries are also 

square and hexagonal respectively. The unit cell, and the corresponding Brillouin zone of 

square (Fig.3.1(a) and (b)) and hexagonal lattice (Fig.3.1(c) and (d)) are shown in Fig. 3.1. The 

band structure is calculated along the boundary of the irreducible Brillouin zone, given by 

shaded area in Fig. 3.1(b) and (d). 

3.3.2 Reflectance calculations 

The reflectance spectra and the corresponding E- field distributions are simulated using 

the finite element method (FEM) implementation of COMSOL Multiphysics software. The 

working principles of FEM are explained in chapter 2, section 2.6.1. The reflectance 

calculations have been carried out for a two-dimensional model of a square lattice and 

Fig 3.1 (a) The square array of dielectric cylinders by periodically repeating the unit cell , shown as the 

shaded square region (b) the Brillouin and irreducible Brillouin zone (orange color shaded region) of 

square lattice with the symmetry points Γ, X, and M along which the band structure is calculated. (c) The 

hexagonal array of dielectric cylinders by periodically repeating the unit cell (shown as the shaded 

rhombus). (d) the Brillouin and irreducible Brillouin zone of hexagonal lattice with the symmetry points 

Γ, K and M along which the band structure is calculated. 
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hexagonal lattice of dielectric rods placed in an air matrix. The computational domain of a  

square lattice without and with defect are provided in Fig. 3.2 (a,b). A z-polarized (out-of-

plane/TE) plane wave is incident along Y- direction using the port boundary conditions. A 

perfectly matched layer (PML) boundary condition is implemented at the top of the input port 

and the bottom of the output port to absorb undesired reflections from non-physical boundaries 

and to limit the computational domain [18]. The Floquet periodic boundary condition (PBC) is 

applied at the left and right of the computational domain along X- direction to ensure the  

hexagonal periodicity. The top boundary of the top PML and the bottom boundary of the 

bottom PML are applied with perfect electric conductor (PEC) boundary condition. . The array 

size has been varied from 5x5 to 13x13 to optimize the band gap in reflectance spectra. The 

band gap is found to saturated for 13x13 array and beyond. The square lattice in Fig.3.2 is 

replaced with hexagonal lattice to simulate the reflectance spectra of a hexagonal 2D PhC. 

Point defects in the 2D PhCs are created by replacing the central lattice point (defect site) with 

Fig 3.2. (a) Schematic representation of computational domain of the square array of amorphous titania 

rods in air matrix. The wave excitation is along y-direction with port boundary conditions and they have 

been backed by perfectly matched layer (PML) conditions and the lateral boundaries have been set to 

periodic boundary condition (PBC) (b) computational domain with the defect, created by replacing the 

central lattice point with different materials keeping all the other parameters same. The array size has 

been varied to optimize the bandgap and the square lattice is replaced with hexagonal lattice to simulate 

the reflection spectra for hexagonal 2D PhC. 
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different dielectric material. This can be achieved either by removing the dielectric material 

from the defect site (hole- type) or by adding dielectric material to the defect site (rod- type). 

The refractive index contrast of the defect (∆𝑛ௗ) is defined as; ∆𝑛ௗ = |𝑛௥ − 𝑛ௗ|, where 𝑛௥ is 

the refractive index of the surrounding rods and 𝑛ௗ is the refractive index of the defect. For a 

hole- type defect, 𝑛ௗ is less than 𝑛௥, and for rod- type defect, 𝑛ௗ is greater than 𝑛௥. 

3.4 Results and discussion 

3.4.1 Square lattice  

i) Band structure calculations 

The structural parameters of the 2D PhC, 𝑎 being the nearest neighbor distance (lattice 

constant) and 𝑟 being the radius of the rod, have been optimized to the maximum band gap. 

The band gap is quantified by gap-midgap ratio, 
∆ఠ

ఠ೘
 expressed in percentage, where ∆𝜔 is the 

width of the band gap and 𝜔௠ is the central frequency of the band gap. Figure 3.3(a) shows the 

  

Fig 3.3 (a) Optimization of band gap of the square 2D PhC for TE polarization. The maximum band gap of 

36.6% is obtained for 𝑟/𝑎 = 0.23. (b) Band structure corresponding to 𝑟/𝑎 = 0.23 giving band gap between 

first and second TE bands shown in the shaded region. The Y-axis is represented in 𝑎/𝜆 in units of 𝑐/𝑎.  
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change in the bandgap w.r.t. the 𝑟/𝑎  ratio, a maximum band gap of 25.5% % is opened for 

𝑟/𝑎 = 0.21. The same is reflected in the band structure shown in Fig. 3.3(b), the band gap of 

25.5 % between the first and the second TE bands. 

ii) Reflectance spectra 

The corresponding reflection spectrum is calculated by keeping the same 𝑟/𝑎, and it  

 has been tuned to the visible range, with radius, 𝑟 = 43nm and lattice constant, 𝑎 = 187 nm. 

The system size (array size) effect on the band gap is studied by varying the array size and it 

has been observed that the band gap is broader for lower array size and becomes rectangular 

as array size increases (Fig. 3.4(a)) and expected to saturate for higher array sizes from 13x13. 

Hence, here onwards the array size of the lattice for reflection studies are fixed as 13x13. The 

band gap vs array size is plotted in Fig. 3.4 (b). The bandgap is identified as the region of 

maximum reflectance and it is found between to be 431 nm to 678 nm for a 13x 13 array. This 

has been verified with the position of band-gap in the band-structure where 1st band gap appears 

in ΓX direction (corresponds to normal incidence) between the frequency range; 

0.28 𝑐/𝑎 𝑡𝑜 0.43 𝑐/𝑎 (434 nm to 667 nm). Thus, the frequencies falling within bandgap region 

are forbidden for propagation within the PhC.  Thus, the wavelength region, 434 nm to 667 nm 

represents the photonic band gap in 2D PhC of dielectric rods. It may be mentioned here that 

the oscillations observed in the reflection spectra (see Fig. 3.4 (a)) at lower and higher 

wavelengths of the band gap region is due to the finite size of the PhC. Notice that, the 

oscillations around the band gap region, do depend on the array size. 



 
 

95 

 

 

A point defect is created at the center of the lattice by removing a rod from otherwise 

perfectly periodic array (Fig. 3.2 (b)).  This small perturbation in the periodicity creates a point 

defect which is identified by a dip in the reflectance spectrum. There now exists a frequency 

within the bandgap corresponding to a defect mode for which the E- field is confined in the 

defect region and decays exponentially away from it, or in other words, cannot pass though the 

rest of the crystal. Since we are considering a 2D PhC, the defect mode is localized in the XY 

plane but extends in the Z–direction. Figure. 3.5(a) shows a dip in the reflection spectrum 

Fig. 3.4 (a) Reflectance spectra of the square lattice of titania cylinders for different array sizes. (b) Band 

gap for different array sizes. 

Fig 3.5 (a) Reflectance spectrum showing the defect mode corresponding to the air defect by a dip in the 

reflectance spectrum at 470.6 nm. (b) the plot of E-field distribution at 470.6 nm showing the localized 

monopole with the color label indicating the magnitude of the relative E-field. (c) the line plot of E-field along 

the vertical line (𝑥 = 6𝑎) passing through the center of the defect as shown in the inset. 
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indicating the existence of a defect mode at a wavelength 470.6 nm for . The Quality factor (Q) 

of the defect mode is calculated from the reflection spectrum, 𝑄 =
ఒబ

௱ఒ
 where 𝜆଴ is the defect 

mode wavelength (wavelength at the center of the reflection dip) and 𝛥𝜆 is the full width half 

maximum (FWHM) of the reflection dip with a Gaussian approximation. For ∆𝑛ௗ= 1.67,  

where the rod at the defect site is replaced with air, 𝑄 =  1.18 × 10ହ. The contour plot of 

normalized E- field distribution at the defect mode wavelength of 470.63 nm is illustrated in 

Fig.3.5 (b). From Fig. 3.5(b), it is evident that the maximum E- field is localized at the center 

of the defect. The magnitude of the relative E- field (normalized for the incident field (𝐸௜௡௖), 

(|𝐸/𝐸௜௡௖|) is shown in the color bar. The E- field values presented in this chapter are the unitless 

relative E-field w.r.t to the incident E-field (|𝐸/𝐸௜௡௖ |). For a better mathematical insight, a 

linear plot showing the variation of E- field values along a vertical line (𝑥 = 6𝑎) passing 

through the center of the defect is shown in Fig. 3.5 (c). It can be observed that the E- field is 

highly localized in the defect region with the maximum value of |𝐸௠௔௫/𝐸௜௡௖| = 937.6 at the 

center and decays away from its center.   

The hole- type and rod- type defects in analogy with p-type and n-type semiconductors 

respectively,  are created by varying the refractive index at the defect site. For hole- type defect, 

∆𝑛ௗ is varied from 0.27 to 1.67. The defect mode shows a blue shift with increasing ∆𝑛ௗ and 

is shown in Fig. 3.6 (a). The mid band wavelength, 𝜆௠ is indicated by black dashed line. The 

defect mode appears nearer to dielectric band and moves towards the air band and disappear 

into the air band as the ∆𝑛ௗ increases for the hole- type defect and is shown in Fig. 3.6 (b). The 

pink color band at the bottom starts from 434 nm below which is the air band and the blue band 

at the top starts from 667 nm above which is the dielectric band  (same for Fig. 3.6 (d) as well).  
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For a rod- type defect, ∆𝑛ௗ is varied from 0.53 to 2.53. Here the defect mode shows a red shift 

as ∆𝑛ௗ increases as shown in Fig. 3.6 (c). This  has been illustrated in Fig. 3.6(d), where 

the defect mode appears nearer to the air band and moves towards dielectric band and 

disappear.  The nature of the defect modes for rod- type defects are plotted for ∆𝑛ௗ = 1.33 

(𝑛ௗ = 4) is given in Fig. 3.7. The reflectance spectrum (Fig. 3.7(a)) shows the dip indicating a 

localized mode with central wavelength, 472.6 nm which lies within the band gap. The Q- 

factor calculated for the defect, ∆𝑛ௗ = 1.33, is 𝑄 =  1.19 × 10ହ . The E-field distribution of 

the defect mode shows a dipole nature with one nodal plane at the center of the defect as shown 

Fig 3.6 The effect of doping with different dielectric materials in the defect in a square 2D PhC (a)  defect 

modes for ∆𝑛ௗ from 0.27 to 1.67 showing  hole- type nature (b) variation of defect mode wavelength with 

respect to ∆𝑛ௗ of the hole- type defect (c) defect modes for ∆𝑛ௗ from 0.53 to 2.53 (d) variation of defect 

mode wavelength with respect to the ∆𝑛ௗ of the rod- type defect. 
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in Fig. 3.7 (b). The line graph of the E-field values along the vertical line, 𝑥 = 6𝑎, passing 

through the center of the defect (inset of Fig. 3.7 (c))  is shown in the Fig. 3.7 (c). The maximum 

E- field value is 900 at the two poles of the dipole and it damps down to zero through rest of 

the line.   

 

In summary, the hole- type, and  rod- type defects are created in the square lattice of 

2D PhC. For hole- type defects, the defect mode appears nearer to dielectric band and moves 

towards the air band and disappear into the air band as the ∆𝑛ௗ increases, whereas, for the rod- 

type defects show the opposite trend, the defect mode appears nearer to the air band and moves 

towards dielectric band and disappear as ∆𝑛ௗ increases. E- filed distribution shows a monopole 

nature in a hole- type defect, whereas it has dipole nature in rod- type defects. The magnitude 

of the E- field maximum |𝐸௠௔௫/𝐸௜௡௖| is almost same for both type of defects. Q- factor showed 

a slight increase in rod- type defect compared to the hole type defect. 

Fig. 3.7 (a) Reflectance spectra for ∆𝑛ௗ = 1.33, showing the defect mode as a dip in the reflectance spectrum 

at central wavelength 472.601 nm. (b) The contour plot of the defect mode showing a dipole nature with one 

nodal plane at the center of the defect with maximum relative E-field as 900. (c) The line graph of the E-field 

values along the vertical line (x= 6a, white vertical line as shown in the inset) passing through the center of 

the defect.  
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3.4.2 Hexagonal lattice  

i) Band structure calculations 

The bandgap is optimized with 𝑟/𝑎  ratio for the hexagonal lattice of amorphous titania 

rods in the similar way explained in section 3.3.1 for a square lattice. Figure 3.8 (a) shows the  

 

variation of the size of the bandgap w.r.t. the 𝑟/𝑎  ratio, a maximum band gap of 36.6% is 

opened for 𝑟/𝑎 = 0.21. The same is reflected in the band structure shown in Fig. 3.8 (b), the 

band gap of 36.6% between the first and the second TE bands.   

 
ii) Reflectance spectra 

The corresponding reflection spectrum is calculated keeping the same 𝑟/𝑎 and it has 

been tuned to the visible range, with radius,𝑟= 47nm and lattice constant, 𝑎= 225nm and is 

shown in Fig. 3.9. The bandgap is identified as the region of maximum reflectance and it is 

found between 459 nm to 699 nm. This has been verified with the position of band-gap in the 

band-structure where band gap appears between 0.32 (𝑐/𝑎) to 0.49 (𝑐/𝑎) (corresponds to the 

Fig. 3.8 (a) Optimization of band gap for the hexagonal 2D PhC for TE polarization. The maximum band gap 

of 36.6% is obtained for 𝑟/𝑎 = 0.21. (b) Band structure corresponding to 𝑟/𝑎 = 0.21 giving band gap between 

first and second TE bands shown in the shaded region. The Y-axis is represented in 𝑎/𝜆 in units of 𝑐/𝑎. 
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wavelength region, 459 nm to 703 nm). The reflectance spectrum for the normal incidence 

along Y-direction is corresponding to the band gap along the 𝛤𝑀 direction along the irreducible 

Brillouin zone. 

 

Hole- type and rod- type defects are created at the center of the hexagonal lattice and 

the defect modes are studied by varying ∆𝑛ௗ for both type of defects. For hole- type defects 

, ∆𝑛ௗ is varied from 0.27 to 1.67. It is observed that, the defect mode appears nearer to dielectric 

band for lower ∆𝑛ௗ and move toward lower wavelength region and disappears in the air band 

as ∆𝑛ௗ increases and is shown in Fig. 3.10 (a). The variation of 𝜆ௗ with respect to ∆𝑛ௗ (from 

0.27 to 1.67) is shown in Fig. 3.10 (b). The pink color band at the bottom starts from 459 nm 

below which is the air band and the blue band at the top starts from 699 nm above which is the 

dielectric band (same for Fig. 3.10 (d) as well).  For rod- type defects, the ∆𝑛ௗ is varied from 

0.33 to 2.53 and is given in Fig. 3.10 (c). The defect modes show a red shift as ∆𝑛ௗ increases. 

This variation of  𝜆ௗ corresponds to ∆𝑛ௗ is shown in Fig. 3.10 (d). The defects modes start 

appearing near the air band and move towards the dielectric band as ∆𝑛ௗ increases and  

Fig. 3.9 Reflection spectrum for normal incidence (corresponding to ΓM direction) for TE polarization, 

showing band gap from 459 nm to 699 nm identified by the wavelength range in which the reflectance is 

maximum. 

Band 
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disappear into the air band. The mid band wavelength 𝜆௠(579 nm) is shown as vertical dashed 

line in Fig. 3.10 (a) and (c) and horizontal dashed line in Fig. 3.10 (b) and (d). The nature of 

the E-field distribution of both type of defects is studied. For hole- type defect with ∆𝑛ௗ of 

1.67 the reflectance spectrum (Fig. 3.11 (a)) shows a dip at 532.11 nm.  The Q- factor is 

calculated for the defect, ∆𝑛ௗ = 1.67 is 𝑄 =  3.62 × 10ହ. The E- field distribution shows a 

Fig 3.10 The effect of doping with different dielectric materials in the defect in a hexagonal 2D PhC. (a)  

defect modes for ∆𝑛ௗfrom 0.27 to 1.67 showing hole- type nature (b) variation of defect mode wavelength 

with respect to the ∆𝑛ௗof the hole- type defect, where the pink color band at the bottom indicates the air band 

and the blue band at the top indicates the dielectric band (c) defect modes for ∆𝑛ௗfrom 0.33 to 2.53 showing 

rod- type nature. (d) variation of defect mode wavelength with respect to the ∆𝑛ௗ of the rod- type defect, 

where the pink color band at the bottom indicates the air band and the blue band at the top indicates the 

dielectric band. 
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monopole nature at the center of the defect (Fig. 3.11 (b)). The E- field values along the vertical 

line (inset of Fig. 3.11 (c)) passing through the center of the defect is shown in Fig. 3.11 (c). 

The maximum relative E- field, |𝐸௠௔௫/𝐸௜௡௖| = 1788 is concentrated at the center of the defect   

 

 

and it decays away from the defect as we go up and down on the line. The nature of the defect 

modes for rod- type defects are plotted for ∆𝑛ௗ = 1.73 (𝑛ௗ = 4.4) is given in Fig. 3.11. The 

reflectance spectrum (Fig. 3.12 (a)) shows a dip at a central wavelength, 559.609 nm indicating 

a localized mode at this wavelength. The Q- factor is calculated for the defect, ∆𝑛ௗ = 1.67 is 

𝑄 =  7.8 × 10ହ. The contour plot of the E-filed distribution is provided in Fig. 3.12 (b). The 

Fig. 3.11 (a) Reflectance spectrum showing the defect mode corresponding to the air defect by a dip in the 

reflectance spectrum at 532.11 nm. (b) the contour plot of E-field distribution at 532.111 nm showing the 

localized monopole with the color label indicating the magnitude of the relative E-field. (c) the line plot of 

E-field along the vertical line (𝑥 = 6𝑎) passing through the center of the defect as shown in the inset. 

Fig. 3.12 (a) Reflectance spectrum showing the defect mode corresponding to the air defect by a dip in the 

reflectance spectrum at 559.609 nm. (b) the contour plot of E-field distribution at 559.609 nm showing the 

localized monopole with the color label indicating the magnitude of the relative E-field. (c) the line plot of  

E-field along the vertical line (𝑥 = 6𝑎) passing through the center of the defect as shown in the inset. 
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E-field distribution shows a dipole nature with one nodal plane at the center of the defect. The 

maximum E-field is localized on each pole of the defect site. The quantitative analysis of the 

E-filed values along a vertical line passing through the defect is given as a line graph in Fig. 

3.12 (c). It shows two sharp peaks of same height of 2625 at the two poles of the defect site 

with E-field value approximately equal to zero at the center of the defect site.  

In summary, the hole- type, and  rod- type defects are created in the hexagonal lattice 

of 2D PhC. For hole- type defects, the defect mode appears nearer to dielectric band and moves 

towards the air band and disappear into the air band as the ∆𝑛ௗ increases, whereas, for the rod- 

type defects show the opposite trend, the defect mode appears nearer to the air band and moves 

towards dielectric band and disappear as ∆𝑛ௗ increases, similar to the nature showed for the 

defects in a square lattice of 2D PhC. E- filed distribution shows a monopole nature in a hole- 

type defect, whereas it has dipole nature in rod- type defects. The magnitude of the E- field 

maximum |𝐸௠௔௫/𝐸௜௡௖| is higher for the rod- type of defect compared to hole- type defect. This 

is reflected in the Q- factor as well, where it showed a higher value in rod- type defect compared 

to the hole type defect. 

3.5 Summary 

2D PhCs made up of a square/hexagonal lattice of infinitely long dielectric rods is 

modeled and studied using finite element method (FEM). The band structure for both type of 

2D PhCs is calculated through plane wave method using MIT Photonic band gap package. The 

reflection spectra of 2D PhCs are optimized with array size of 13x13. The bandgap saturates 

above this array size. The reflection spectra of 2D PhCs with and without defects are studied. 

The effect of doping in the defect is systematically studied for both type of 2D PhCs. Hole- 

type defects are created by removing the dielectric material from the defect i.e., refractive index 

of the defect is less than the refractive index of rest of the rods. Rod- type of defects are created 
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by adding dielectric material to the defect, where the refractive index of the material is higher 

than the refractive index of rest of the rods. In hole- type defect, the defect modes appear nearer 

to the dielectric band and moves towards the air band and disappear into the air band as the 

refractive index contrast of the defect increases for both square and hexagonal 2D PhCs. In 

rod- type defects, the defect mode appears nearer to the air band and moves towards the 

dielectric band as the refractive index contrast of the defect increases and disappears into the 

dielectric band. The E- field distribution shows a monopole nature in the hole- type defect and 

a dipole nature in the rod- type defect for both square and hexagonal 2D PhCs. The E- field 

strength is more in the hexagonal lattice in which rod- type defect has higher maximum E-field 

value than the hole- type defect. The Q- factor showed higher value for the defects in hexagonal 

2D PhC, in which the rod- type defects have higher Q- factor compared to the hole- type 

defects. These quantitative calculations of defect modes and electric field enhancement through 

electromagnetic simulations can possibly be used in PhC-based applications such as sensing 

with SERS technique.   
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Chapter 4 

Numerical Simulation of Internal Electric Field Distribution in 

Colloidal Photonic Crystal Thin Films  
 

CPhCs, characterized by their periodic arrangement of dielectric colloidal particles, 

exhibit remarkable optical properties, including photonic bandgap effects and structural 

coloration. In this chapter, we'll take a closer look at the nature of internal E- field distribution 

that play a crucial role in their application in sensing platforms. 

4.1 Introduction 

Thin films of CPhC with monolayer or multilayer dielectric nanospheres have emerged 

as excellent templates for applications in SERS, fluorescence, and biosensing [1-4]. While 

extensive near-field and far-field studies on CPhC thin films have been conducted [5-8]; the 

internal E- field distributions in the mono and multilayered CPhC structures remain 

underexplored in the literature. Both near-field and far-field microscopic techniques have been 

utilized for sensing applications and imaging the structural colors generated by the Bragg 

diffraction of visible light in CPhC thin films. Some of these studies have motivated us for 

detailed investigations of the internal E- field distribution in CPhC films with appreciable 

refractive index contrast. These studies are crucial as they provide valuable information and 

insights into the interaction of light with CPhC thin films, which have numerous practical 

applications [1-9].  

        In this chapter, a detailed numerical investigation of the internal E-field 

distribution in the plane of monolayer, bilayer, and trilayer CPhC films have been presented. 

Though there have been some studies on the E-field distribution in monolayer CPhCs [9]–[11], 

detailed studies on the effect of addition of CPhC layers (bi and tri layers) on E- filed 
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distributions are lacking. The study of bilayer and trilayer CPhC films was carried out by 

adding periodic layers in the orthogonal direction. The internal E- field distribution in a 

monolayer CPhC was theoretically analyzed by Kurokawa et al. [9] using the vector Korringa-

Kohn-Rostoker (KKR) method, and the effect of dielectric contrast on the E- field intensity 

distribution was examined. Additionally, the effect of semi-infinite and finite substrates on the 

transmission spectrum of a 2D monolayer CPhC and the consequent field distribution in the 

crystal plane were studied [10]. Numerical simulations based on the finite-difference time-

domain (FDTD) method in a monolayer CPhC film at different relevant incident wavelengths 

were reported by Farcau et al. [11]. 

In this chapter, we report the investigation on the internal E- field distribution in the 

monolayer, and top layers of bilayer and trilayer CPhC thin films by performing numerical 

simulations using COMSOL Multiphysics software with a wave optics module. The 

monolayer, bilayer, and trilayer CPhC thin films consist of one-, two-, and three layers of 

(hexagonal) close-packed spherical colloids. We also discuss the dependency of E- field 

distribution on incident wavelengths (lying at different spectral regimes of the PhC thin films; 

in particular the on-resonance and off-resonance wavelengths). On-resonance wavelength lies 

within the stop band of the CPhC thin films, and the off-resonance wavelength lies outside the 

stop band. The numerical simulation results reported in this chapter can provide insights to the 

E- field localization and enhancement at specific CPhC regimes which can be further utilized 

in several PhC-based applications. 

4.2 Computational details 

The monolayer, bilayer, and trilayer CPhC films consist of monodisperse spherical 

polystyrene (PS) colloids (n = 1.59) of colloidal diameter of d = 287 nm. The lattice constant, 

a, in such close-packed structures is taken to be same as the colloidal diameter i.e., a = d = 287 
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nm. In simulation, we consider PS colloids as these are readily available commercially with 

different colloidal diameters and these can be easily synthesized using the emulsion 

polymerization technique [12]. In practice, the CPhC films of monolayer and multilayer can 

be fabricated by using the convective self-assembly method and the subsequent layers can 

clearly be distinguished from each other by recording microscopy images [[13]. In this work, 

the numerical simulations based on PSPhC films are performed by using commercial software, 

COMSOL Multiphysics with wave optic module, which employs FEM [14]. The detailed 

description of FEM is given in Chapter 2, Section 2.6.1.  

The schematic of the computation domain for monolayer PSPhC film is shown in Fig. 

4.1. Bilayer and trilayer PSPhC are simulated by adding subsequent planes (layers) of periodic 

array of PS colloidal particles in a way similar to the conventional ABC stacking [15]. B layer 

of bilayer and trilayer is displaced by (a/2, √3a/2, √2a/√3), and C layer of trilayer is displaced 

by (a, a/√3, 2√2a/√3) from A layer. The vertical height of the computational domain can be 

adjusted depending on the number of layers (bilayer or trilayer) of the PSPhC film used for 

simulation. The lower edge of the monolayer is placed at the middle of the computation domain 

(Z = 0) and is sandwiched between air (n = 1.00) on the top and glass (n = 1.56) at the bottom. 

The thickness of the glass substrate is taken as 2.5𝑎 (717.5 nm) in the simulation. A Y-

polarized plane wave is incident on PSPhC films from the air-film interface at normal incidence 

along -Z-direction. The PBCs are applied on both the sides of the periodic plane (along X- and 

Y- directions) which assume the PSPhC films are infinitely extended in the plane of periodicity. 

PML conditions are applied on the planes normal to the direction of propagation of light which 

are there to absorb the unwanted reflections from the crystal planes and truncate the simulation 

domain [16]. The source plane (indicated by blue region) is placed right after the PML layer.   
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4.3 Results and discussion 

4.3.1 Reflectance spectra 

 

The choice of incident wavelengths used in further sections is obtained from the 

calculated reflection spectra of the PSPhC thin films as shown in Fig. 4.2. Figure. 4.2 gives the 

reflection spectra of monolayer, bilayer, and trilayer PSPhC films when light is incident from 

the air region at normal incidence as depicted in Fig. 4.1. The vertical solid lines (lines R1 and 

R2) in Fig. 4.2(a) correspond to the wavelengths which are taken into consideration in further 

sections. The wavelengths have been chosen such that the wavelength (λon-res = 653 nm) of R1 

satisfies the modified Bragg’s law at normal incidence of light. In PSPhC films:  𝜆௢௡ି௥௘௦ =

2𝑑ଵଵଵ𝑛௘௙௙, where 𝑑ଵଵଵ =  ට
ଶ

ଷ
𝑑 is the interlayer distance for the close-packed hexagonal PhC 

films, neff is the effective refractive index (~ 1.44) of the PSPhC films provided, [111]- plane 

Fig. 4.1 Schematic of the computational domain of monolayer PSPhC on a glass substrate. Bilayer and 

trilayer PSPhC films replace the monolayer one-by-one in the same computation domain while the vertical 

height of the domain can be adjusted. Light is incident from the air region along -Z direction. 
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is parallel to the substrate in the conventional ABC stacking [26]. The wavelength (λoff-res = 360 

nm) of R2 is chosen close to the product of colloidal diameter and effective refractive index of 

the PSPhC films. We address the R1 as on-resonance wavelength (λon-res) and R2 as off-

resonance wavelength (λoff-res).  

         We observe from Fig. 4.2 that the stop band of PSPhC monolayer at λon-res appears 

broad which can be due to the absence of out-of-plane periodicity along the direction of light 

propagation at normal incidence. The broad peak in monolayer can be attributed to the 

geometrical sum of Mie scattered waves from the colloidal spheres as reported by Inoue et al. 

[17]. However, the stop band becomes narrower around λon-res in bilayer and trilayer PSPhC 

films with gradual increase in reflectance value as a consequence of the addition of periodic 

layers along the light propagation direction. A further increase in the number of layers along 

the vertical direction results in a further pronounced stop band of higher reflectance value and 

a small photonic band. From application perspective, the advantage of the presence of such 

Fig 4.2 Simulation results of  reflection spectra of monolayer, bilayer, and trilayer PSPhC films. The vertical 

dashed lines R1 and R2 corresponds to the wavelength under consideration in the following sections. 
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reflection band is that at the wavelengths lying inside the band or at the band edge, the group 

velocity of light can be reduced drastically which can result in field localization and 

enhancement in PhC films. On the other hand, a sharp band appears in PSPhC films at λoff-res 

where the peak value changes with the addition of layers but the bandwidths don’t get much 

affected by the number of layers. The sharp reflection peak at λoff-res corresponds to the resonant 

coupling of incident light with the bound Bloch-like states in the ordered plane as reported in 

the literature[18]. However, at short-wavelength regions, the incident light is likely to be 

attenuated due to huge scattering (incoherent) by the colloidal array[19].  

4.3.2. Internal electric field distribution 

i) PSPhC monolayer 

Fig. 4.3(a) shows the contour plot of internal E- field distribution in PSPhC monolayer 

at on-resonance wavelength (λon-res = 653 nm) and that at off-resonance wavelength (λoff-res = 

360 nm) is shown in Fig. 4.3(b). The sampling plane is parallel to XY-plane and is at 𝑍 =

𝑍1 = 𝑎/2, considering the lower edge of the monolayer or the top surface of glass is at 𝑍 =

 0. A glance at Fig. 4.3 infers that the E- field is getting redistributed in PSPhC regimes (in 

contrast to the expected uniform distribution of E- field in a homogeneous dielectric medium, 

glass substrate alone, for example). However, the redistribution of the E- field in PSPhC film 

depends on the choice of incident wavelength as evident from the contour plots in Fig. 4.3. We 

observe from Fig. 4.3(a) that the E- field is mainly localized and enhanced in the air void region 

between the spheres indicating the incident flux is not propagating. The enhancement of the 

field is attributed to the strong interaction between the dielectric spheres in a close-packed 

arrangement at wavelength λon-res as discussed earlier. On the other hand, Fig. 4.3(b) shows the 

crescent-shaped E- field distribution at the upper and lower edges of the dielectric spheres. This 

implies at wavelength λoff-res, the E- field becomes localized within the dielectric spheres as the 
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spheres are non-interacting (or, weakly interacting) at this wavelength. The normalized E- field 

(|𝐸 𝐸௜௡௖⁄ |) is the E- field relative to the incident field(𝐸௜௡௖). The E- field values presented in 

this chapter are the relative E- field values w.r.t the incident E-field. The magnitude of the 

maximum E- field value is different (|𝐸௠௔௫ 𝐸௜௡௖⁄ | = 2.79) at λon-res and (|𝐸௠௔௫ 𝐸௜௡௖⁄ | = 6.66) at 

λoff-res as observed from the color bar in Fig. 4.3(a,b) implying the extent of E- field 

redistribution is different in monolayer PSPhC film at both the wavelengths under 

consideration. The difference in maximum E- field values can be attributed to huge attenuation 

of the wave in the PSPhC monolayer at λoff-res as discussed under Fig. 4.2. 

 

 

For a better understanding of the observations under Fig. 4.3, a quantitative analysis of 

the E- field values at different linear regions of monolayer PSPhC film is provided by the line 

plots as shown in Fig. 4.4. Figures 4.4(a-d) show the normalized relative E- field (|𝐸 𝐸௜௡௖⁄ |) 

values across the lines 𝑦 =  0.49 𝑎, 𝑦 =  −0.37 𝑎, 𝑥 =  −0.49 𝑎 and  𝑥 =  0 , respectively, 

as obtained from figures 4.3 (a, b). The red horizontal/vertical lines in the contour plots as 

Fig 4.3 Contour plot of normalized E- field in the monolayer PSPhC film at (a) λon-res = 653 nm, and (b) λoff-

res = 360 nm. The sampling plane is at 𝑍 = 𝑍ଵ =  𝑎/2. The black circles indicate the circumference of the 

colloidal spheres in the sampling plane. The color bars provide the strength of the E- field represented by 

relative E- field values (|𝐸 𝐸௜௡௖⁄ |) . 
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shown as the insets of figures 4.4(a-d) indicate the above-mentioned linear regions. The E- 

field values across the chosen lines in the plane of the monolayer PSPhC are obtained for both 

λon-res (green dashed curve) and λoff-res (blue solid curve) as shown in Fig. 4.4. A glance at Fig. 

4.4 shows that the E-field distribution at λon-res has an opposite trend to that of λoff-res implying 

that there is an enhancement in the E- field at λon-res in the PSPhC regime where the field at λoff-

res is suppressed and vice versa. Also, a higher value of E- field enhancement is observed in the 

high dielectric region of the PSPhC monolayer at λoff-res than at λon-res in the low dielectric region 

as seen from the scale bar (Fig. 4.3(a,b)). These observations help to use the PSPhC templates 

for sensing applications.  

 

Fig. 4.4 The line plots of normalized E- field at both λon-res and λoff-res across the linear regions defined as (a) 

𝑦 =  0.49 𝑎,(b) 𝑦 =  −0.37 𝑎, (c) 𝑥 =  −0.49 𝑎, and (d) 𝑥 =  0  in connection with Fig. 4.3(a) and Fig. 

4.3(b). The insets in (a-d) show the positions of the chosen lines in monolayer  PSPhC regime as indicated 

by the red horizontal/vertical lines in the contour plots. 
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ii) PSPhC bilayer 

The normalized E- field distribution is computed for the PSPhC bilayer and the E- field 

values across different linear regions in the crystal plane are evaluated as before. Fig. 4.5(a) 

and Fig. 4.5(b) show contour plots of normalized E- field values in PSPhC bilayer (top layer) 

at λon-res, and λoff-res respectively. Figures 4.6(a-d) show the line plots of E- field values across 

the lines defined as 𝑦 =  0.66𝑎, 𝑦 =  −0.21𝑎, 𝑥 = −0.49𝑎, and 𝑥 = 0 respectively. The red 

horizontal/vertical lines in the contour plots as shown as the insets of Fig. 4.6(a-d) indicate the 

above-mentioned linear regions. We observe from Fig. 4.5(a) that the E- field is mainly 

localized and enhanced in the air void region at λon-res whereas it becomes localized at the upper 

and lower edges within the dielectric spheres at λoff-res, similar to what is observed in monolayer 

PSPhC. These observations are quantitatively verified from the line plots in Fig. 4.6 (a-d) 

Fig. 4.5 Contour plot of normalized E- field in top layer of  bilayer PSPhC at (a) λon-res = 653 nm, 

and (b) λoff-res = 360 nm. The sampling plane is at 𝑍 =  𝑍ଵ + √2𝑎/√3 . 
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showing E-field distribution in top layer of bilayer at λon-res has the opposite trend to that of λoff-

res implying that there is a field enhancement in the PSPhC regime at the former wavelength 

whereas the field is suppressed at the latter wavelength and vice versa. 

Fig. 4.6 The line plots of E-field values at both λon-res and λoff-res are plotted across the lines (a) 𝑦 =

 0.66𝑎,   (𝐛)𝑦 =  −0.21𝑎, (c) 𝑥 = −0.49𝑎, and (d) 𝑥 = 0 in connection with Fig. 4.5 (a) and (b). The 

insets in (a-d) show the positions of the chosen lines in the top layer of bilayer as indicated by the red 

horizontal/vertical lines in the contour 
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iii)  PSPhC trilayer 

Fig. 4.7 Contour plot of normalized E- field in top layer trilayer PSPhC at (a) λon-res = 653 nm, and (b) 

λoff-res = 360 nm. The sampling plane is at 𝑍 =  𝑍1 + 2√2𝑎/√3. 

Fig. 4.8 The line plots of E-field at both λon-res and λoff-res across the linear regions (a) 𝑦 = 0.21𝑎, (b) 𝑦 =

 −0.65𝑎, (c) 𝑥 =  −0.49𝑎, and (d) 𝑥 =  0 in connection with Fig. 4.7 (a) and (b). The insets in (a-d) show 

the positions of the chosen lines in the top layer of trilayer as indicated by the red horizontal/vertical lines 

in the contour plots. 
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Fig. 4.7(a) and Fig. 4.7(b) show the contour plots of E- field values in PSPhC trilayer 

(top layer) at λon-res, and λoff-res respectively. Figures 4.8(a-d) show line plots of E- field values 

across the lines defined as 𝑦 = 0.21𝑎, 𝑦 =  −0.65𝑎,  𝑥 =  −0.49𝑎, and 𝑥 =  0, respectively. 

The red horizontal/vertical lines in the contour plots as shown as the insets of figures 4.8(a-d) 

indicate the above-mentioned linear regions. We observe from Fig. 4.7(a) that the E- field is 

mainly localized and enhanced in the air void region at λon-res similar to what observed in 

monolayer and bilayer (top layer) PSPhC films. However, Fig. 4.7(b) shows the field profile 

in the top layer of the trilayer at λoff-res which forms a connecting network, as the field appears 

within both the air void and dielectric colloidal sphere regions, implying the propagation of E- 

field in the crystal plane (no well-defined field pattern is observed). The reason for this might 

be due to larger scattering by the trilayer at λoff-res (scattering increases with the subsequent 

addition of layers along the direction of propagation). It may be noted that the top layer of the 

trilayer is not showing a uniform field profile throughout the crystal plane at λoff-res implying 

that at some locations the field enhancement is drastically more as compared to the other sites.  

4.3.3 Comparison of internal electric field distribution in monolayer, bilayer and 

trilayer PSPhC 

A comparison of maximum E- field values in the top layer of bilayer with those in 

monolayer reveals the maximum E- field values are nearly the same in the PSPhC films at λon-

res. Whereas, monolayer (|𝐸௠௔௫ 𝐸௜௡௖⁄ | = 6.66) has slightly larger maximum E- field value at λoff-

res than the top layer of bilayer (|𝐸௠௔௫ 𝐸௜௡௖⁄ | =3.46) as obtained from the scale bar in figures 

4.3(a, b) and 4.5(a, b). It is noted that although the E- field is localized within the dielectric 

sphere regions in both monolayer and (top layer of) bilayer PSPhC films at λoff-res , the 

maximum field values are different in both the structures. The reason for the difference in 

maximum field values at λoff-res might be due to the fact that at this wavelength the bilayer 

PSPhC scatters (and attenuates) the incident wave to a greater extent as compared to monolayer 
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PSPhC as discussed earlier under Fig. 4.2. As a result, the internal E- field localization can be 

reduced in the crystal plane of the bilayer than that in the monolayer. In fact, as a result of large 

scattering, the wave can propagate in all spatial directions of the crystal, hence reducing the 

internal E- field localization in the crystal plane.  

Furthermore, we have obtained the E- field distribution in the (top layer of) PSPhC 

trilayer, by adding another periodic layer of close-packed colloidal spheres along the direction 

of propagation of light which is discussed in Fig. 4.7. A comparison of maximum E- field 

values in the top layer of trilayer at λon-res, and λoff-res with those in monolayer and (top layer of) 

bilayer reveals the PSPhC films show nearly the same field enhancement at λon-res whereas the 

top layer of trilayer has greater E- field value (11.4) at λoff-res than those in monolayer and 

bilayer PhC films. However, the maximum E- field value in the top layer of trilayer is observed 

at some random locations (not well defined) as indicated by the spikes in figures 4.8(a,b). The 

not-so-well-defined profile of field distribution in PSPhC trilayer is attributed to increased 

scattering at λoff-res with an increasing number of layers along the direction of propagation as 

discussed earlier. 

The E- field distributions on (top layer of) bilayer and trilayer PSPhC thin films are 

important from an experimental perspective when CPhC thin films are coated/drop-casted with 

other materials (for example, metal films or metal NPs) to form hybrid structures. In such 

structures, the effective E- field enhancement is likely to arise from the interaction of light at 

the interface of external material-CPhC film. We believe such structures have impending 

applications in sensing using, for example, the technique of surface enhanced Raman 

scattering. However, in practice, the fabricated monolayer, bilayer, and trilayer PSPhC thin 

films consist of several uncontrollable defects arising during the fabrication process (widely 

used self-assembly method). As a result, there is a possibility that the external coated materials 

can escape to the bottom layers of bilayer and trilayer PSPhC thin films which can also 
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contribute to the field enhancement from these hybrid structures. The above discussion 

involves the PSPhC thin films whose structural parameters are close to the experimental 

conditions with the available Raman spectroscopy. However, PSPhC thin films of different 

structural parameters and with different lattice types need to be explored to know which  

structure gives better E-field distribution for employing it as potential PSPhC templates for 

sensing applications. 

4.4 Summary 

The internal E- field distribution was investigated in monolayer, bilayer, and trilayer 

PSPhC thin films. The influence of on-resonance and off-resonance incident wavelengths on 

the E- field distribution in PSPhC thin films was studied. It was found that at on-resonance 

wavelength, the E- field remains localized and is enhanced in the air void regions between the 

close-packed spheres in the PSPhC thin films, where the maximum E- field values remain 

nearly the same and become independent of the addition of layers along the direction of light 

propagation. In contrast, at off-resonance wavelength, the internal E- field distribution varies 

significantly in the crystal planes of monolayer, bilayer, and trilayer PSPhC thin films. The E- 

field remains localized within the dielectric sphere regions in monolayer and bilayer PSPhC 

thin films, while in the trilayer, the E- field propagates within the crystal plane at off-resonance 

wavelengths. E- Field enhancement mechanisms at the wavelengths under study are mainly 

due to changes in the photonic band structure and random scattering from colloidal spheres. At 

the off-resonance wavelength, the maximum E- field value is higher in the monolayer 

compared to the bilayer. In the trilayer PSPhC, the maximum E- field becomes significantly 

high, occurring at random sites rather than well-defined locations. The selection of the incident 

wavelength plays a crucial role in enhancing the E- field at specific CPhC sites, which can be 

utilized in designing CPhC-based templates for sensing applications.  
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Chapter 5 

Raman Signal Enhancement of Molecules by Thin Colloidal 

Photonic Crystal Template 

 

In this chapter, we present the Raman spectroscopic measurements of detection of 

molecules on a CPhC template by making use of the on-resonance excitation. The numerical 

simulations are presented to understand the E-  field distribution and enhancement due to 

CPhC template.  

5.1 Introduction 

PhCs are extensively used in the field of detection by utilizing the tunable properties of 

structural colors [1], stopband/ photonic band gap [2],[3] and the frequency dependent E- field 

enhancement [4]. It is important to have increased light matter interaction for an efficient 

detection of molecules. The tunable stopband/ photonic band gap provides the route for 

increasing light matter interaction. Many refractive index sensors are based on the shift in the 

stopband position according to the change in the refractive index of the surrounding medium 

[5]. But in the case of SERS based detection platforms the E- field enhancement comes from 

the plasmonic substate is the major concern. In the case of colloidal photonic crystal (CPhC) 

templates, the E-field distribution and its enhancement at the on-resonance arises from  the 

localized E-field at the void regions. CPhC offer flexibility in tuning the position of the 

stopband by changing the structural and material parameters which in turn helps to fine tune or 

choose the right excitation wavelength. 

One of the methods to measure the E- field enhancement due to a PhC template, is by 

employing Raman spectroscopy. E- field enhancement is one of the mechanisms in which the 
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Raman signal enhancement occurs[6], which is also used in Surface Enhanced Raman 

spectroscopy (SERS) [7]. Employing PhC templates for Raman signal enhancement of analyte 

molecules are explored in few studies [8]- [10]. Qi. et.al. has investigated the effect of plasmon-

free titania inverse opal PhC array in detecting the Raman signal enhancement [8]. It was 

shown that, by matching laser wavelength with band gap position, improves the detection 

sensitivity. However, a proper understanding of the enhancement of Raman signal due to PhC 

templates is still lacking.  

Motivated by the above-mentioned studies, we investigate the effect of thin PSPhC 

template in the enhancement of Raman signal of some analyte molecules. This is to verify the 

simulation work reported in Chapter 4 on the E-field distribution on the PSPhC monolayer at 

different excitation wavelengths. At on-resonance wavelength, where the excitation 

wavelength falls within the stop band, the E- field is redistributed on the surface of the PSPhC 

in such a way that the maximum E- field is localized and enhanced at the void regions of the 

particle array [4]. Here, we experimentally verify it by carrying out the Raman spectroscopic 

studies on methylene blue (MB) dye, which is taken as a test molecule, on a bare glass substrate 

results are compared with a PSPhC monolayer template. Additionally, we perform EM 

simulations specifically at the excitation wavelength used in the experiments and compared it 

with the E-field distribution on a glass substrate as well as on the randomly distributed gold 

nanoparticles (AuNP) on a glass substrate. These results are reported in this chapter. 



 
 

125 

 

5.2 Experimental and simulation details 

5.2.1 PSPhC monolayer template 

The PS colloidal particles are synthesized using emulsion polymerization (chapter 2, 

section 2.2.1) and characterized for particle size (diameter, d=287 nm) and size polydispersity 

(3%) using dynamic light scattering technique (DLS). The monolayer of PSPhC was fabricated 

using the technique described in chapter 2, section 2.3.3. The hexagonal ordering of the crystal 

is observed under SEM and it is shown in Fig. 5.1(a). The reflectance spectra of the PSPhC 

monolayer recorded using UV-Visible spectrometer is given in Fig. 5.1 (b) and shows the stop 

band with a peak centered around 629 nm (as expected from the numerical simulations (chapter 

4, section 4.3.1,), which is also confirmed by observing red iridescence [see inset in Fig. 5.1 

(b)] due to the Bragg diffraction by photonic crystalline order in the monolayer. The on-

resonance excitation wavelength (𝜆௢௡ି௥௘ ) used in the Raman spectroscopic studies is marked 

using a vertical dashed line which falls inside the stop band (see Fig. 5.1 (b)). 

Fig. 5.1 (a) FESEM image of PSPhC monolayer showing the highly close-packed hexagonal array. (b) The 

reflectance spectrum of the fabricated PSPhC monolayer. The vertical dashed line indicates the excitation 

wavelength chosen for the Raman measurements which lies within the stopband (shown as shaded region) of 

the PSPhC monolayer. Inset shows the photographic image of red iridescence from the PSPhC monolayer for 

visible light.                                                                                   
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5.2.2 AuNP SERS substrate 

To compare the Raman spectroscopic results with a SERS substrate, laser ablated 

AuNPs based substrate was used. AuNPs of diameter of 20 nm with a polydispersity of 9% 

were synthesized using femtosecond laser ablation of pure gold in water. This process 

employed a Ti-Sapphire laser of wavelength 800 nm, pulse duration of ~50 fs, and a repetition 

rate of 1 kHz [11]. The AuNPs are spherical in shape which is confirmed with the TEM image 

(Fig. 5.2(a)) and it indicates that they are individual particles without any aggregation. The 

suspension of these individual particles when dropped on the glass substrate is expected to 

spread in a random spatial configuration. Extinction spectra of the aqueous suspension of 

AuNPs are shown in Fig. 5.2 (b), indicating that the SPR peak of the AuNPs occurs at 528 nm.  

5.2.3 Simulation details 

Numerical simulation model explained in chapter 4 , section 4.2 is used to simulate the 

E- field distribution at the excitation wavelength used in this study. To understand how a CPhC 

monolayer template helps enhance the SERS signal of the analyte molecules, FEM based 

electromagnetic simulations close to the experimental situation has been carried out using 

Fig. 5.2 (a) The TEM image of AuNPs, indicating the morphology and spherical shape of the non-aggregated 

particles. (b) Extinction spectra of AuNPs having SPR wavelength at 528 nm (dashed line). 
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COMSOL Multiphysics 5.6 software with wave optics module. The E- field distribution on the 

PSPhC monolayer is compared with that in a bare glass substrate by removing the PSPhC layer 

from the computational domain and with the randomly distributed AuNP by replacing the PhC 

layer. The schematic illustration of computational domains of a bare glass substrate, PSPhC 

monolayer and randomly distributed AuNPs are shown in Fig. 5.3. PSPhC monolayer consists 

of PS particles (with refractive index 𝑛௉ௌ =1.59 and diameter 𝑑=287 nm) surrounded by air -

matrix (𝑛௔௜௥=1) are assumed to have 2D-hexagonal order on a glass substrate (refractive index, 

𝑛௚ =1.56) as shown in Fig. 5.3(b). A Y-polarized plane wave is incident on the PSPhC 

monolayer/ bare glass substrate/ and AuNPs at normal incidence along the -ve Z-direction. 

PBCs are applied along the X- and Y-directions to simulate a 2D PhC array extending infinitely 

in the X-Y plane. PML are implemented at the top and bottom of the computational domain to  

 

 

 

Fig. 5.3 The schematic illustration of the computational domains of (a) a bare glass substrate (b) PSPhC 

monolayer (c) randomly distributed AuNPs on a glass substrate. 
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absorb unwanted reflections from the non-physical boundaries [12]. The refractive index of the 

upper PML layer is chosen such a way that it matched that of the adjacent domain, which is 

air, while the refractive index of the lower PML layer is matched with that of the substrate 

(glass) of the PhC layer. The source plane is positioned below the upper PML layer. Highly 

refined mesh elements with a size of approximately 0.5 nm have been employed on the AuNP 

to ensure an optimal grid resolution for accurately capturing the E- field distribution from the 

AuNP surface. 

5.3 Results and discussion 

5.3.1 Raman spectroscopic measurements 

To understand the effect of PSPhC monolayer on the enhancement of Raman signal, a 

systematic study with methylene blue (MB) dye has been carried out. Figure 5.4 provides a 

comparison of Raman spectra of MB molecules of concentration 5 mM on a bare glass substrate 

Vs. on a PSPhC monolayer template. From Fig. 5.4 it can be inferred that there is a significant 

enhancement in the Raman signal of MB detected on PSPhC monolayer template compared to 

the bare glass substrate. The percentage enhancement (%E) is calculated for two major peaks 

448 cm-1 (peak 1) and 1623 cm-1 (peak 2) using the formula; 

Fig. 5.4 Raman spectra of MB with 5 mM concentration detected on a bare glass substrate (black line) 

Vs. on PSPhC monolayer template (red line).   
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%𝐸 =
𝐼௉ௌ௉௛஼ − 𝐼 ௟௔௦௦

𝐼 ௟௔௦௦
 

where, 𝐼௉ௌ௉௛஼ and 𝐼 ௟௔௦௦ are the Raman peak intensity of the respective peak under 

consideration detected on PSPhC monolayer template and bare glass substrate respectively. 

The %E for peak 1 and peak 2 is 186 % and 136% respectively. 

Furthermore, the lowest concentration detected for a bare glass substrate and PSPhC 

monolayer template are compared by recording the Raman spectra of varying concentration of 

MB on respective templates and it is presented in Fig. 5.5. On the bare glass substrate, the 

lowest concentration detected is 500 µM (Fig. 5.5(a)) whereas, on PSPhC monolayer template 

it is 50 µM (Fig. 5.5(b)) The lowering in the detection concentration of MB while using PSPhC 

monolayer can be attributed to the E- field enhancement at on-resonance excitation condition 

(excitation wavelength within the stopband of PSPhC monolayer) which is discussed in detail 

in chapter 4, section 4.3.2. To further compare the enhancement in the PSPhC monolayer 

template with a SERS template, randomly distributed AuNPs on a glass substrate has been 

considered. Figure 5.6 shows the lowest concentration detected for MB on the AuNPs-glass 

Fig. 5.5 Raman spectral measurements of different concentrations of MB on a (a) bare glass substrate. The lowest 

concentration of MB detected on this substrate is 500 μM (b) PSPhC monolayer template.  The lowest 

concentration of MB detected on this template is 50 μM 
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substrate. The lowest concentration detected on the AuNPs- glass substrate is 50 µM which is 

same as that of the lowest concentration detected on the PSPhC monolayer template.  

5.3.2 Electromagnetic simulations 

 

The normalized E- field distribution on a bare glass substrate, PSPhC monolayer 

template, and AuNP on a glass substrate are simulated. A quantitative comparison of the E- 

field enhancement on each substrate is performed at an incident wavelength of 633 nm, 

consistent with the wavelength used in our SERS studies. The contour plots of the E-field 

distribution in these substrates are given in Fig. 5.7. The E- field values presented here are the 

Fig. 5.6 Raman spectral measurements of different concentrations of MB on AuNPs- glass SERS substrate. The 

lowest concentration of MB detected on this substrate is 50 µM 

Fig. 5.7 The contour plots of normalised E- field distribution on a (a) bare glass substrate (b) PSPhC monolayer 

on glass substrate, and (c) a AuNP on glass substrate. 
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relative E-field values w.r.t the incident E-field (|𝐸 𝐸௜௡௖⁄ |). The uniform glass substrate shows 

a uniform E- field distribution with a maximum E- field value, |𝐸௠௔௫ 𝐸௜௡௖⁄ | =0.85 (Fig. 

5.7(a)). In the PSPhC monolayer, the E- field is redistributed on the surface of the monolayer 

with (|𝐸௠௔௫ 𝐸௜௡௖⁄ | = 2.7 , and is localized in the wedge region of the two touching particles 

(inside the void) as predicted by the simulations for an on-resonance excitation wavelength in 

chapter 4, section 4.3.2. The E-field on a AuNP placed on a glass substrate shows maximum 

field magnitude on the surface of the particle creating hotspots with |𝐸௠௔௫ 𝐸௜௡௖⁄ | = 2.85, which 

is almost same as that on the PSPhC monolayer. The quantitative analysis of the E-field 

distribution is presented in Fig. 5.8 by plotting the E-field values along the line, 𝑦 = −8.5𝑥 +

16.5𝑎, on a bare glass substrate, PSPhC monolayer and on a AuNP -glass substrate. The 

figures, Fig. 5.8 (i), (ii), and (iii) shows the line (white line) along which the E-field values are 

calculated for a glass substrate, PSPhC monolayer and AuNP- glass substrate respectively.  The 

Fig. 5.8 The line graph of the normalized E-field distributions in glass substrate, AuNP on a glass substrate 

and PSPhC monolayer on a glass substrate along the line (eq. 𝑦 = −8.5𝑥 + 16.5𝑎) on (i) bare glass 

substrate  (ii) PSPhC monolayer, and (ii) AuNP on glass substrate. 
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line graph on the glass substrate (blue spheres) shows a straight line parallel to the X-axis at E- 

field value of 0.8, showing the uniform field distribution.   

In the realistic scenario there will be several AuNPs on the glass substrate which are 

randomly distributed. This has been simulated assuming the particles are having a random 

distribution and they are non-touching. Figure 5.9 gives the plot of maximum E- field value for 

different values of number density (number of particles in unit volume) of AuNPs.  It has been 

found that the E-field value increases as the number of particles increases in a fixed volume by 

coupling the plasmonic resonances of more than one particle and creating high intensity 

hotspots in between the particles. Combining the plasmonic resonances and the E- field 

enhancement in the PSPhC monolayer can enhance the E-field further and improve the 

detection limit to lower concentrations of the analyte. The detailed investigations of the 

combined effect of AuNPs on PSPhC monolayer template on the detection of different analyte 

molecules are discussed in the next chapter (Chapter 6). 

Fig. 5.9 The maximum E- field enhancement Vs. number density, np of AuNPs on a glass substrate 
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5.4 Summary 

The study on the effect of thin PSPhCs on the Raman signal enhancement is 

systematically carried out. Monolayer of PSPhC is fabricated though air-water self-assembly 

method and characterized using SEM for the structural ordering, and UV-Visble spectroscopy 

for the Reflectance spectrum. An on-resonance excitation wavelength of 633 nm is chosen for 

the Raman spectroscopic studies. MB dye molecules are used for the Raman studies. The 

Raman signal intensity of MB on a bare glass substrate and on a PSPhC template are compared 

and percentage enhancement (%E) is calculated. The %E for the peak 448 cm-1 and 1626 cm-1 

are calculated as 186 % and 136% respectively for the PSPhC template compared to the bare 

glass substrate. The lowest concentration detected on the PSPhC monolayer template is 50 µM 

whereas on the bare glass substrate is 500 µM. The lowest concentration of MB detected on 

the PSPhC monolayer template is same as that detected on the randomly distributed AuNPs on 

a glass substrate. The EM simulations close to the experimental conditions are performed for 

the bare glass substrate, PSPhC monolayer and AuNP placed on a glass substrate. The relative 

E- field (|𝐸/𝐸௜௡௖|) is plotted to understand the E- field distribution and enhancement in these 

templates. For the uniform glass substrate, a uniform E- field distribution is observed whereas 

the E- field is redistributed on the PSPhC monolayer in such a way that the maximum E-field 

is localized and enhanced in the wedge regions of the voids at on-resonance excitation. The 

analyte molecules when experience the higher E- field exhibit enhanced Raman signal 

intensity, hence favoring the detection of analyte molecules at lower concentrations. The AuNP 

shows plasmonic resonance at light excitation and hence forming hotspots on the surface of 

the AuNP on the opposite poles along the E- field polarization direction. The maximum E-field 

value on the AuNP hotspot is almost same as the maximum E-field value on the PSPhC 

monolayer. Hence, these investigations suggest that PSPhC template can replace the randomly 
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distributed AuNPs based SERS substrate. The effect of combining the plasmonic resonance 

and photonic crystal modes are investigated in detail in the next chapter (Chapter 6). 
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Chapter 6 

Thin Colloidal Photonic Crystal Template Decorated with Gold 

Nanoparticles for SERS Detection 

 

In the realm of advanced analytical techniques, Surface-Enhanced Raman 

Spectroscopy (SERS) stands out as a powerful tool for detecting and characterizing molecules 

at very low concentrations. As researchers strive to enhance the sensitivity and efficiency of 

SERS-based detection methods, the utilization of PhC templates has emerged as a promising 

avenue. In the previous chapter we have explored the effect of thin CPhC templates in the 

enhancement of Raman signal of the analyte molecules. In this chapter we delve into the 

exploration of these thin CPhC templates combined with gold plasmonic NPs for SERS 

detection. 

6.1 Introduction 

The CPhCs can be decorated with different size and shape plasmonic NPs enabling 

them to serve as versatile SERS substrates, hence are investigated with considerable interest 

and can serve as templates for sensing applications. Plasmonic NPs and nanostructured 

materials have traditionally been popular choices as SERS substrates for sensing applications. 

PhC template-based detection platforms have sparked great interest because of their unique 

properties of photonic band gap (PBG), stop band, and frequency-dependent internal E- field 

distribution [1-4]. It provides not only good distribution of plasmonic NPs on its surface but 

also the internal E- field enhancement at the wedge region formed by two touching colloidal 

particles of a closed-packed structure of PhC (Fig. 4.3 (a), Chapter 4) contributes to significant 

enhancement of Raman intensity [1], [5], [6]. Various studies have been reported on the 
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detection of different molecules using different combinations of PhCs and plasmonic 

nanostructures. Tsvetkov et al. (2013) reported the detection of Rhodamine 6G on the surface 

of the Silica-opal gold nanorod (GNR) substrate. They have investigated the optimal opal PhC 

thickness and gold nanorod deposition density for the maximal SERS effect [8]. They have 

explored the colloidal crystalline array as a good template for the plasmonic NPs. Colloidal 

crystal arrays with deposited plasmonic nanofilms were investigated as effective SERS 

substrates in different studies[9], [10]. The plasmonic nano films form U-shaped and V-shaped 

dips inside the colloidal array and generate hotspots at these sharp edges, enhancing the Raman 

peak of the molecules in the vicinity. Yan et al. (2019) investigated the flexible SERS 

substrates based on cellulose PhC/ silver (AgNPs) using P-methyl thiophenol as the analyte, 

and they could detect to a concentration of 1 μM [45]. Mu et al.  have proposed an opal and 

hydrogel inverse opal PhC beads as a 3D structure to improve Raman peaks from plasmonic 

staining and with the extra enhancement of local electromagnetic field at the band edge of the 

PhC employing a variety of biomolecules like mouse myoglobin (Mb) Cytochrome C (Cyt C), 

human hemoglobin (Hb) as analytes[4]. In another study, inverse opal PhC capillary tubes are 

employed to detect Creatinine to sub-molar detection limits [3].  

While studies exist in the literature on templates based on colloidal particle arrays, 

detailed experimental investigations into on-resonance excitation for SERS studies, a property 

induced by the PhC structure, have been limited. Some studies have reported on monolayer 

colloidal particle arrays as templates, highlighting their ability to enhance the distribution and 

accessibility of hotspots created by plasmonic NPs or nanofilms [3], [10]. However, on-

resonance excitation has been the primary focus in only a few of these studies [4], [11], where 

the emphasis was on combining plasmonic nanoparticles with bulk PhCs. In this chapter, the 

effect of the monolayer CPhC template on the Raman peak enhancement of certain dye 

molecules under on-resonance excitation was investigated. Along with the controlled 
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distribution of AuNPs, on-resonance excitation was explored to enhance the light-matter 

interaction through enhanced E-field intensity. In addition to achieving excellent control over 

the distribution of AuNPs, on-resonance excitation is investigated to enhance light-matter 

interaction through enhanced E-field intensity. FEM based electromagnetic simulations using 

COMSOL Multiphysics with the wave optics module were also performed on CPhC templates 

to analyze the internal E-field distribution and identify potential hotspots for enhanced SERS 

signals. These simulation findings qualitatively complement the experimental results reported 

in this study. 

6.2 Experimental details  

6.2.1 PSPhC monolayer SERS template 

The monolayer of polystyrene colloidal photonic crystal (PSPhC) was fabricated using 

the technique described in chapter 2, section 2.3.3. To produce SERS-active templates, a 20 µl 

volume of the aqueous suspension of AuNPs is drop-casted on the surface of the PSPhC 

monolayer (Fig. 6.1). AuNPs of diameter of 20 nm with a polydispersity of 9% were 

synthesized using femtosecond laser ablation of pure gold in water with a Ti-Sapphire laser of 

wavelength 800 nm, pulse duration of ~50 fs, and a repetition rate of 1 kHz [12]. SERS active 

PSPhC monolayer -AuNPs template was fabricated by drop casting AuNPs on the PSPhC 

monolayer. Figure 6.2(b) SEM shows the hexagonal order of PS particles after drop-casting 

AuNPs. The comparison of Fig. 6.2(a) and (b) shows that the AuNPs are trapped inside the 

Fig. 6.1. The schematic representation of SERS active PSPhC monolayer -AuNPs template created by drop 

casting AuNPs on the PSPhC monolayer  template and drying it. 
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interstitial spaces (referred to as voids) of the hexagonal array of the PS colloidal particles. The 

inset of Fig. 6.2(b) is the schematic representation of AuNPs (red-colored spheres) trapped in 

the interstitial spaces of the PS colloidal particle array shown as white-colored spheres. 

6.2.2 UV-Visible spectroscopic studies 

UV-Visible spectroscopic studies using a JASCO V-670 Spectrophotometer have been 

carried out on PSPhC monolayer and AuNPs.  The UV-Vis reflectance spectrum of the PSPhC 

monolayer shows the stop band with a peak centered around 629 nm ( Fig. 6.3), which is also 

confirmed by observing red iridescence ( inset in Fig. 6.3) due to Bragg diffraction of photonic 

crystalline order in the monolayer. Extinction spectra of the aqueous suspension of AuNPs are 

shown as the green line in Fig. 6.3, and notice that surface plasmon resonance (SPR) of AuNPs 

occurring at 528 nm. An excitation wavelength of 633 nm, which is clearly within the stop 

band of PSPhC monolayer (on-resonance excitation), is employed for the SERS studies. The 

on- resonance excitation wavelength position is shown in Fig. 6.3, as the red colour dashed 

line. We have shown using our simulations in Chapter 4, that under on-resonance condition, 

PSPhC monolayer enhances the E- field significantly at the void regions. 

Fig. 6.2 (a) SEM image of PSPhC monolayer showing the highly close-packed hexagonal  array. (b) SEM 

image of the drop casted AuNPs on the PSPhC monolayer showing the AuNPs trapped inside the voids of the 

PS spheres arranged in hexagonal array. The inset shows a schematic representation of AuNPs (red-colored 

tiny spheres) trapped inside the hexagonal array of  PS colloidal particles (white spheres). 
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6.2.3 Surface enhanced Raman spectroscopic studies 

The Raman spectroscopic measurements of the analyte molecules are recorded on 

Horiba LabRam Raman Spectrometer with the microscope objective of magnification of 50X 

and a numerical aperture of 0.5 with reflection geometry. The He-Ne laser source has been 

chosen with an excitation wavelength of   633 nm, which lies inside the stop band of the PSPhC 

monolayer and outside the extinction band of the AuNPs and has a beam diameter of 1.54 µm 

on the sample. The laser power is tunable from 0.002 mW to 20 mW. We have used 10% of 

the laser power (2 mW) with data acquisition time of 5s. All these parameters are kept constant 

during all the measurements. A plane glass substrate (glass slide) which is pre-cleaned using 

acetone, is chosen as the base substrate for the Raman spectroscopic studies. All the dye 

molecules used in this study are diluted in methanol. All the SERS spectra presented in the 

manuscript are the average of 12 spectra recorded at 12 different positions on the SERS 

substrate.The pre-processing of the Raman spectroscopic data is carried out using OriginPro 

Fig. 6.3 The reflectance spectrum of the fabricated PSPhC monolayer (red line) and extinction spectra of 

AuNPs (green) having SPR wavelength at 528 nm (green line). The red colour dashed line indicates the 

excitation wavelength chosen for the Raman spectroscopy which lies inside the stopband of the PSPhC 

monolayer. Inset shows the photographic image of red iridescence from the PSPhC monolayer for visible 

light.                                                                                   
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2018 software. Baseline correction was carried out using the Adjacent-Averaging smoothing 

method, and the spectra were smoothened using the Savitzky-Golay method. 

6.2.4 Simulation details 

To gain insights into how the SERS signal of analyte molecules is enhanced by a PSPhC 

monolayer template, further EM simulations were conducted closely mimicking the 

experimental conditions using COMSOL Multiphysics 5.6 software with the wave optics 

module. The schematic of the computation domain for PSPhC monolayer film is shown in Fig. 

6.4(a). PSPhC monolayer film consists of PS particles (with refractive index 𝑛௉ௌ =1.59 and 

diameter 𝑑=287 nm) surrounded by air -matrix (𝑛௔௜௥=1) are assumed to have 2D-hexagonal 

Fig. 6.4(a) Schematic representation of the computational domain of PSPhC monolayer on a glass 

substrate. Direction of incident light is shown as -ve Z- direction and perpendicular to the X-Y plane of 

the PSPhC monolayer indicated by red color arrow. (b) The top view of the PSPhC monolayer with close-

packed hexagonal array of PS colloidal particles placed on a glass substrate at z=0.  P1, P2 and P3 are the 

PS particles chosen to represent a void region under touching configuration.  (c) Schematic of magnified 

wedge region formed by PS particles P1, P2 and P3 of the PSPhC  monolayer with a AuNP which is shown 

in red colour. 
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order on a glass substrate (refractive index, 𝑛௚ =1.56) as shown in Fig. 6.4(a). A Y-polarized 

plane wave is incident on the PSPhC monolayer film at normal incidence along the -ve Z-

direction. PBCs have been applied along X- and Y- directions to simulate 2D PSPhC array 

extended infinitely in the X-Y plane. PML conditions are implemented on the top and bottom 

of the computational domain to absorb the unwanted reflections from non-physical boundaries 

[13]. The refractive index of the top PML layer is chosen such a way that it matched with the 

refractive index of the adjacent  domain, which is air, and the bottom PML is matched with the 

refractive index of the glass substrate. The source plane is placed below the top PML layer. 

The top view of the PSPhC monolayer is shown in Fig. 6.4(b), indicating the close-packed 

hexagonal array of PS colloidal spheres with the lattice constant, 𝑎 = 287 nm. The particles 

P1, P2, and P3 in Fig. 6.4 (b) is chosen to represent the void region under touching 

configuration. To investigate further enhancement in the E- field due to surface plasmons of 

metal NPs, EM simulations were conducted. AuNPs with a diameter of 20 nm were placed in 

the wedge regions (see Fig. 6.4(c)) formed by the PS colloidal particles (between P1 and P3) 

in a hexagonally close-packed arrangement. The AuNP is shown as a red sphere in Fig. 6.4(c).  

Extremely fine mesh elements with a size of approximately 0.5 nm were employed on the 

AuNP to ensure an optimal grid resolution for capturing the accurate E- field distribution from 

the AuNP surface. 

6.3. Results and discussion 

6.3.1. Surface enhanced Raman spectroscopic studies 

Methylene blue (MB) dye has been employed as the analyte molecule for the case study 

to understand the effect of the PSPhC template on the SERS signal enhancement. The Raman 

spectrum of MB with a concentration of 5 mM is recorded on a plane glass substrate (glass 

slide) and is shown in Fig. 6.5(a). The major characteristic Raman peaks of MB are 

448 cmିଵ(peak1) and 1626cmିଵ (peak 2) [Fig. 6.5(a)], which are assigned to C-N-C skeletal 
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bending and C-C stretching [14]. The Raman spectra of MB (5mM) are recorded individually 

with two different SERS-active templates, shown in Fig. 6.5(b). In Fig. 6.5(b) , the average 

spectra recorderd at 12 different positions on the SERS substrate and its standard deviation is 

shown. The first SERS active template that we have chosen is the drop casted AuNPs on a 

plain glass substrate (Glass -AuNPs), and the second one is the drop casted AuNPs on a PSPhC 

monolayer (PSPhC monolayer -AuNPs) fabricated on a plane glass substrate. The drop casted 

AuNPs are heat treated on a temperature-controllable hotplate to evaporate the water. 

As shown in Fig. 6.5(b), the intensity of Raman peaks (peak1:448 cm-1 and Peak2: 1626 

cm-1) increased significantly when the PSPhC monolayer template was used. The percentage 

enhancement (%𝐸) of peak1  for the PSPhC monolayer template is calculated as 408%± 14.8% 

using the formula %𝐸 =
ூುೄು಴షಲೠಿುିூಲೠಿು

ூಲೠಿು
× 100, where 𝐼௉ௌ௉஼ି஺௨ே௉ is the Raman peak 

intensity when PSPhC monolayer -AuNPs is used, and 𝐼஺௨ே௉ is the Raman peak intensity when 

the Glass -AuNPs template is used. For peak 2 the %𝐸 is calculated as 213%± 7.9%. This 

implies that the PSPhC template enhances the SERS peak of the analyte molecules 

significantly. 

Fig. 6.5(a) Raman spectra of 5 mM concentration of methylene blue (MB) dye on a bare glass substrate and 

(b) Raman spectra of 5 mM concentration of MB molecules on different SERS substrates, viz. AuNPs drop 

casted on a bare glass plate and AuNPs drop casted on a PSPhC monolayer template. 
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A systematic study on the Raman spectra of MB dye molecules for different 

concentrations has been carried out on both Glass -AuNPs and PSPhC monolayer -AuNPs 

SERS active templates and is shown in Fig. 6.6.  It is evident from Fig. 6.6(a) that the lowest 

concentration of the MB that can be detected using the Glass -AuNPs template is 50 µM while 

that of the fabricated PSPhC monolayer -AuNPs template is 500 nM (Fig. 6.6(a)). The 

concentration of the analyte molecules that could be detected with the PSPhC monolayer -

AuNPs has improved by 100 times than the Glass -AuNPs for MB. These measurements 

demonstrate that PSPhC monolayer templates, as well as PSPhC decorated with AuNPs, 

significantly enhance Raman signals of analyte MB molecules, thus significantly improving 

the lowest concentration that can be detected for MB.To verify that the enhancement observed 

for MB molecules is also true for other molecules, we have investigated two more dye 

molecules viz., Rhodamine 6G (R6G) and Malachite Green (MG) with PSPhC monolayer as 

the template.  The major characteristic peaks of R6G are 612 cmିଵ, and 1504 cmିଵ which is 

Fig. 6.6(a) Raman spectral measurements of different concentrations of MB on Glass -AuNPs SERS template. 

The lowest concentration of MB detected on this substrate is 50 µM. (b) Raman spectral measurements of 

different concentrations of MB on PSPhC monolayer -AuNPs template. The lowest concentration of MB 

detected on this substrate is 500 nM. 
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assigned to the C−C ring in-plane bending, and C−C stretching, respectively [15]. R6G is 

successfully detected on the PSPhC monolayer 

 -AuNPs template with the lowest concentration of the molecules that could be detected is 500 

nM, as shown in Fig. 6.7(a). The major characteristic Raman peaks of Malachite green (MG) 

are 440 cmିଵ, 1174 cmିଵ, and 1618 cmିଵ which are assigned to out-of-plane vibrations of 

phenyl- C-phenyl, in-plane vibrations of ring C-H and ring C-C stretching, respectively [16].  

For MG, the lowest concentration of the molecules that could be detected is 50 nM, and the 

corresponding SERS spectra are shown in Fig. 6.7(b). 

Figures 6.6 and 6.7 clearly show that the PSPhC monolayer template decorated with 

AuNPs significantly enhances the Raman signals of all the three analyte molecules, pushing 

the lowest concentration that could be detected to two orders in magnitude as compared to that 

detected by SERS with AuNPs alone. The corresponding linear dependencies of the SERS 

intensity (I) of the principal Raman mode at 448 cmିଵ (MB), 612 cmିଵ (R6G), and 1618 cmିଵ 

Fig. 6.7(a) Raman spectral measurements of different concentrations of R6G on PSPhC monolayer -AuNPs 

template. The lowest concentration of R6G detected on this substrate is 500 nM (b) Raman spectral 

measurements of different concentrations of MG on PSPhC monolayer -AuNPs template. The lowest 

concentration of MG detected on this substrate is 50 nM. 
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(MG) with respect to the analyte concentration (C) on PSPhC monolayer is illustrated in Fig. 

6.8. 

 

6.3.2. Electromagnetic simulations on PSPhC monolayer template 

The normalized E- field distribution on the PSPhC monolayer templates (with and 

without AuNP) is simulated using the COMSOL Multiphysics software, and a quantitative 

comparison of the E- field enhancement on both PSPhC monolayer without AuNP and with 

AuNP is carried out at an incident wavelength of 633 nm, which was used as the wavelength 

of excitation in our SERS studies. The results are summarized in Fig. 6.9. Figure. 6.9 (a) gives 

the contour plot of the normalized E- field distribution on the PSPhC monolayer surface for an 

excitation wavelength of 633 nm, the on-resonance wavelength. The sampling plane is parallel 

to the X-Y plane (plane of periodicity) at 𝑧 = 𝑎/2. Normalized E- field values have been 

calculated relative to the incident electric field (|𝐸/𝐸௜௡௖|). Notice from Fig. 6.9(a) that the E- 

field gets redistributed due to the PSPhC monolayer. The EM simulations from chapter 4 

showed that the redistribution of E- field in the thin CPhCs, results in enhanced E- field in the 

Fig. 6.8. Linear dependence of SERS intensity (I) vs. analyte concentration (C) for the principal modes of 

MB, R6G and MG molecule on PSPhC-AuNP template. 



 
 

147 

 

wedge regions (Fig. 6.9(a)) formed by the colloidal particles in touching configurations (the 

void region formed by the particles P1,P2, and P3). To understand the effect of a AuNP in the 

wedge region on the E- field enhancement, simulations by placing a AuNP of diameter 20 nm 

at W1 (see Fig. 6.4(c)) are performed. The E- field distribution is calculated and shown in Fig. 

6.9(b) . Indeed, we observed enhancement of E- field in the region of AuNP which is 

Fig. 6.9 Contour plot of normalized E- field distribution in (a) PSPhC monolayer upon excitation by 633 

nm wavelength shows the redistribution of the electric field with E- field localized and enhanced at the 

wedge regions of the touching PS colloidal particles. (b) Normalized E- field distribution in the wedge region 

of PSPhC monolayer with AuNP, and E- field shows significant enhancement around AuNP. (c) The line 

plots of electric field along the line defined by  𝑦 = −1.79𝑥 − 0.52𝑎.  The inset shows the line (red) passing 

through the wedge region, W1(with AuNP) and wedge region, W2 (without the AuNP). (d)  The maximum 

E- field enhancement vs. number density, np of AuNPs on a glass substrate (blue) and void regions of PSPhC 

monolayer  template (red). Simulations for different substrates were carried out under identical conditions 

of AuNP arrangement.  
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determined to be about 21.4 times relative to the incident E- field (see Fig. 6.9(c)). The 

enhancement in E- field is determined by along the line defined by 𝑦 = −1.79𝑥 − 0.52𝑎 (see 

inset of Fig. 6.9(c)) passing through two wedge regions denoted as W1 and W2 formed by PS 

spheres in touching configurations. In the case of the PSPhC monolayer without AuNP, two 

peaks in  |𝐸/𝐸௜௡௖| with approximately equal strength are observed (black line Fig. 6.9(c)) 

corresponding to positions of W1 and W2 respectively. In the case of PSPhC monolayer with 

AuNP, the strength of E- field in the wedge region W1, where AuNP is placed, enhanced 

significantly, whereas the peak at W2 remained the same. The E- field maximum at wedge W1 

with AuNP is determined to be about 21.4, whereas E- field maximum at W2 is 2.7. In a 

realistic scenario, there can be more than one AuNPs that sit in the void region. In order to 

understand the effect of more than one AuNP, we have performed EM simulations for varying 

number of AuNPs in the void regions of PSPhC monolayer template as well as that on glass 

substrate. We kept the volume occupied by AuNPs constant within the void region of PSPhC 

monolayer as well as on the glass substrate (in other words we varied the number density np 

AuNPs). In simulations we further assumed AuNPs to have non-touching random 

configurations. The enhancement in E- filed due to AuNPs in the void regions relative to that 

of AuNPs on the glass substrate is plotted as function of np and is shown as Fig. 6.9 (d). The 

number of AuNPs was varied from 1 to 4 to vary np. Standard deviation was calculated by 

averaging over ten different configurations of AuNPs. Notice that the enhancement in E- field 

occurs due a PSPhC template as compared to that of a glass substrate with the same np of 

AuNPs under similar arrangements. 

To summarize, the EM simulation results on the PSPhC monolayer with and without 

AuNP particles have given insight on E- field distribution due to a PSPhC monolayer and that 

with AuNP placed in the wedge regions. Our simulations clearly indicate that when a 

monolayer of CPhC template at an on-resonance excitation wavelength of 633 nm, the 
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enhancement in the E- field occurs in wedge regions. These regions serve as hotspots. The 

Raman peak of analyte molecules recorded from these hotspots enhanced intensity 

significantly. Plasmonic NPs placed in these high E- field regions further enhance E- field 

leading to the observation of enhanced SERS signals from analyte molecules in a Raman 

scattering experiment. Enhancement of the SERS signals of the analyte molecules help in 

considerably lowering the detection limits of concentration of analytes, thus pushing the 

detection limits to ultra-low concentrations. 

6.4. Summary 

A systematic investigation of the effect of thin PSPhC templates with AuNPs for 

detecting dye molecules was conducted experimentally. Numerical simulations closely 

mimicking the experimental conditions were performed using COMSOL Multiphysics 

software with the wave optics module to understand the experimental findings. PSPhC 

monolayer templates with AuNPs are fabricated for the detection of analytes such as MB, R6G 

and MG by performing SERS measurements. MB is taken as the analyte molecule for the case 

study. Significant enhancement in the SERS peak of MB is observed by employing PSPhC 

monolayer with AuNPs as compared to the Glass -AuNPs substrate. As a result of 

enhancement, we could determine the lowest concentration MB to be as low as 500 nM, which 

is a hundred times lower than the lowest concentration detected when Glass -AuNPs are used 

as the substrate. PSPhC monolayer -AuNPs templates are also found to enhance the SERS 

signals from R6G and MG dyes.  The lowest concentration detected are 500 nM and 50 nM for 

R6G and MG, respectively. The effect of PSPhC monolayer is well understood using the EM 

simulation of the normalized E- field distributions on the PSPhC monolayer template with and 

without AuNP. The E- field gets localized and enhanced at the wedge regions of the touching 

particles in the PSPhC monolayer array at an excitation wavelength of 633 nm, on-resonance 

wavelength. AuNPs sitting at the wedge regions experience enhanced E- fields resulting in 
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increased SERS signals, which in turn help in pushing the detection limits to significantly lower 

concentrations. Thus, the present results discussed in this chapter are expected to pave the way 

for novel PhC templates of different symmetries and lattice constants for developing improved 

molecular sensors. Enhanced SERS activity can be attained by modifying the PhC template in 

terms of its refractive index contrast and the excitation wavelength (on-resonance and off-

resonance) down to picomolar detection limits which is the scope of future studies. In the 

previous chapter we showed that the PSPhC monolayer can serve as an alternative to the 

randomly distributed AuNPs based SERS substrate in enhancing the Raman signal of analyte 

molecules. In this Chapter we showed that, AuNPs together with PSPhC serve as a better 

template than just AuNPs in detecting the analyte molecules. 
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Chapter 7 

Summary and Future Work 

 

This chapter covers the summary and conclusions from computational and experimental 

investigations, carried out on thin CPhCs. Important findings of the thesis as well as the scope 

for future studies are reported here. 

 

7.1 Summary and Conclusions 

In Chapter 1, an introduction to different types of photonic crystals (PhCs) and their 

theoretical and experimental background is presented. The focus is on colloidal photonic 

crystals (CPhCs), and their properties, including the photonic band structure. The stopband of 

a CPhC can be predicted using a modified form of Bragg’s law, provided the particle size and 

effective refractive index are known. A comprehensive overview of the CPhC applications in 

variety of fields including display devices, biomedical applications, optical devices, sensors 

etc. are discussed. Among sensors, the PhC assisted SERS detection is the major focus. The 

existing literature on the SERS is presented in detail. The theoretical background of SERS 

technique and the enhancement mechanisms are also described chapter 1. 

The experimental and simulation tools employed for carrying out the investigations on 

PhCs are discussed in detail in Chapter 2. The synthesis, and purification of colloidal particles 

and fabrication of different CPhC have been explained in chapter 2. The indigenous 

development of a laser light diffraction setup for the characterization of structural ordering and 

symmetry of  the  PhCs is presented in detail. The methodology to obtain structure factor from 

the measured diffraction/scattering patterns is described. The synthesized particles are 

characterized for particle size and size polydispersity using the dynamic light scattering (DLS) 
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technique. DLS measures the intensity- intensity autocorrelation function, g2(q,t) as function 

of delay time. The relation between g2(q,t) and electric field correlation function g1(q,t), which 

is related to intermediate scattering function f(q,t) is described in chapter 2. The methodology 

to find hydrodynamic diameter and size polydispersity from the measured g2(q,t) is also 

discussed. The stopband of the fabricated PhC is identified using the absorption/reflectance 

spectra recorded through UV-visible spectroscopy. The number density and volume fraction 

of the PhC fabricated in aqueous medium are also calculated from the Bragg peak obtained 

from the recorded UV-visible spectrum of CPhC samples. The ordering in thin CPhC films is 

characterized using  laser diffraction set up and field emission scanning electron microscopy 

(FESEM). The fabricated PSPhCs have been investigated for the detection of Raman signal of 

analyte molecules using surface-enhanced Raman spectroscopy. The theory and the practice of 

Raman spectroscopy and SERS detection methods are discussed in chapter 2. The working 

principle of Raman spectrometer, used in the study is also explained in this section. Finally, 

the electromagnetic simulation details for the investigation to understand the E-field 

distributions in the PhC at different wavelengths have been presented. The finite element 

method (FEM) and the plane wave method (PWM) employed in our numerical simulations are 

also discussed in chapter 2. 

Chapter 3 presents, the investigations of  2D PhCs made up of a square and hexagonal 

lattice of infinitely long dielectric rods using PWM and FEM methods. The band structure for 

both types of 2D PhCs is calculated through PWM using MIT Photonic band gap package. 

Details of the simulations have been presented. The reflection spectra of 2D PhCs with array 

size of 13x13 is presented. The bandgap is found to be saturated above this array size using 

simulations for varying the array size. The reflection spectra of 2D PhCs with and without 

defects are studied using FEM implementation of COMSOL Multiphysics software. The effect 

of doping in the defect is systematically studied for both type of 2D PhCs. Hole type defects 
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are created by removing the dielectric material from the defect i.e., refractive index of the 

defect is less than the refractive index of rest of the rods. Rod type of defects is created by 

adding dielectric material to the defect, where the refractive index of the material is higher than 

the refractive index of rest of the rods. In hole type defect, it is observed that the defect modes 

appear nearer to the dielectric band and moves towards the air band and disappear into the air 

band as the refractive index contrast of the defect increases for both square and hexagonal 2D 

PhCs. On the other hand, in rod type defects, it is observed that the defect mode appears nearer 

to the air band and moves towards the dielectric band as the refractive index contrast of the 

defect increases and disappears into the dielectric band. The E- field distribution is calculated 

for hole type defects and rod-type defect for both square , and hexagonal lattice of 2D PhCs. A 

monopole nature in the hole- type defect and a dipole nature in the rod- type defect for both 

square and hexagonal 2D PhCs is observed in the E-field distribution. The E- field strength is 

found to be higher in the defect created in a hexagonal lattice 2D PhC, where the rod-type 

defect has a higher maximum E- field value compared to a hole-type defect. These calculations 

are used to understand the PhC properties for different lattice symmetry and to optimize the 

bandgap by varying the structural parameters, and shed light on the nature of different types of 

defect modes and the corresponding E-filed enhancements. 

In chapter 4, the numerical simulations of the E- field distributions in the thin CPhCs 

are investigated. The internal E- field distribution is investigated in monolayer, bilayer, and 

trilayer PSPhC thin films. Additionally, the effect of excitation wavelength that lies in different 

spectral regime, viz. on-resonance and off-resonance wavelengths on the E- field distribution 

in PSPhC thin films is studied. At the on-resonance wavelength, it is observed that the E- field 

remains localized and is enhanced in the air void regions between the closely packed spheres 

in the PSPhC thin films. The maximum E- field values remain almost the same and are 

unaffected by the addition of layers along the direction of light propagation. Conversely, at the 
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off-resonance wavelength, a significant variation in the internal E- field distribution is observed 

among the crystal planes of monolayer, bilayer, and trilayer CPhC thin films. Specifically, the 

E- field remains localized within the dielectric sphere regions in monolayer and bilayer PSPhC 

thin films, while it propagates within the crystal plane of the trilayer. An increase in the 

maximum E- field value is observed in the monolayer compared to the bilayer at the off-

resonance wavelength, whereas E- field becomes significantly high (not at well-defined 

locations but random sites) in trilayer PSPhC. It has been noted that the mechanisms 

contributing to the field enhancement at the wavelengths considered primarily involve changes 

in the photonic band structure and random scattering from colloidal spheres. The selection of 

incident wavelength has been found to significantly influence enhanced E- field at specific 

CPhC sites, offering potential applications in various CPhC-based templates for sensing. 

In chapter 5, a part of the numerical studies carried out in Chapter 4 are experimentally 

verified using Raman spectroscopic studies. The study on the effect of thin PSPhCs on the 

Raman signal enhancement is systematically carried out. The fabrication and characterization 

of the PSPhC monolayer is described. The Raman spectroscopic studies are carried out using 

an on-resonance excitation wavelength of 633 nm for Methylene blue (MB) dye molecules 

(test analyte molecule) are presented. The Raman signal intensity of MB is measured on a bare 

glass substrate and on a PSPhC template, and the signal intensities are compared and 

percentage enhancement (%E) is calculated. The %E for the peak 448 cm-1 and 1626 cm-1 are 

calculated as 186 % and 136% respectively for the PSPhC template compared to the bare glass 

substrate. The lowest concentration detected on the PSPhC monolayer template is 50 µM 

whereas on the bare glass substrate is 500 µM. The lowest concentration of MB detected on 

the PSPhC monolayer template is found to be same as that detected on the randomly distributed 

AuNPs on a glass substrate. The EM simulations close to the experimental conditions are 

performed for the bare glass substrate, PSPhC monolayer and AuNP placed on a glass 
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substrate, and are presented in this chapter. The relative electric field (|E/Einc|) is plotted to 

understand the E- field distribution and enhancement in these templates. For the uniform glass 

substrate, a uniform E- field distribution is observed whereas the E- field is redistributed on 

the PSPhC monolayer in such a way that the maximum E-field is localized and enhanced in 

the wedge regions of the voids at on-resonance excitation. The mechanism in which the Raman 

signal enhancement occurs for a PSPhC monolayer template is explained in detail. When the 

analyte molecules experience the higher E- field at the wedge regions of the PSPhC monolayer 

, it exhibit an enhanced Raman signal intensity, favoring the detection of lower concentrations. 

The comparison of the E- field enhancement in the PSPhC monolayer and a AuNP is presente 

in this chapter. The AuNP showed plasmonic resonance at light excitation and hence forming 

hotspots on the surface of the AuNP on the opposite poles along the E- field polarization 

direction. The maximum E-field value on the AuNP hotspot is found to be almost same as that 

of the maximum E-field value on the PSPhC monolayer. Hence, these investigations suggested 

that PSPhC template can replace the randomly distributed AuNPs based SERS substrate. 

In chapter 6, a systematic investigation of the combined effect of thin PSPhC monolayer 

and AuNPs for the detection of dye molecules using SERS technique is presented. The 

utilization of PSPhC monolayer decorated with AuNPs as the template for the detection of 

analytes such as MB, R6G and MG using SERS studies is described in detail. MB has been 

taken as the analyte molecule for the case study. Significant enhancement in the SERS peak of 

MB is observed by employing PSPhC monolayer- AuNPs template as compared to the Glass -

AuNPs substrate. The lowest concentration of MB is detected as low as 500 nM, which is a 

hundred times lower than the lowest concentration detected when Glass -AuNPs are used as 

the substrate. PSPhC monolayer -AuNPs templates are also found to enhance the SERS signals 

from R6G and MG dyes. The lowest concentration detected are 500 nM and 50 nM for R6G 

and MG, respectively. The EM simulations to understand the effect of PSPhC monolayer- 
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AuNP template in enhancing the Ramn signal of the analyte molecules are also presented in 

this chapter. The simulation details of the calculation of normalized E- field distributions on 

the PSPhC monolayer template with and without AuNP are explained. Observations show that 

the E- field becomes localized and enhanced at the wedge regions between touching particles 

in the PSPhC monolayer array when excited at an on-resonance wavelength. AuNPs placed at 

these wedge regions experience enhanced E- fields, leading to amplified SERS signals that 

effectively lower detection limits. 

Chapter 7 summarizes the findings and conclusions drawn from the research work 

carried out for this thesis. The future scope of work is also discussed. 

7.2 Key Findings of the Thesis 

1. A laser diffraction set-up has been built and using which the structure factor and 

symmetry of the CPhC have been investigated. The CPhC are shown to exhibit 

hexagonal symmetry with fcc structure, which is verified by FESEM studies. 

2. By performing electromagnetic simulations on CPhC films (monolayer by layer and 

trilayer) it is shown that, at on-resonance wavelength (wavelength within the stop band) 

the E- field remains localized and gets enhanced in the air void regions between the 

close-packed spheres in the CPhC thin films where the maximum E- field values remain 

nearly the same and become independent of the addition of layers along the direction of 

propagation of light. 

3. The internal E-field distribution is calculated at off-resonance wavelength (wavelength 

outside stop band), and is shown that, the E- field vary significantly in the crystal planes 

of monolayer, bilayer, and trilayer CPhC thin films. The E-field is found to remain 

localized within the dielectric sphere regions in monolayer and bilayer CPhC thin films 

whereas it was to propagate in the crystal plane of the trilayer at off-resonance 

conditions. 
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4. Raman scattering experiments are carried out to understand the effect of PSPhC 

monolayer templates in the enhancement of the Ramn signal of the analyte molecules 

(MB). The Raman signal of the MB molecules showed significant enhancement when 

the PSPhC monolayer template is employed, compared to the bare glass substrate. 

Whereas the lowest concentration of the analyte detected using PSPhC monolayer is 

found to be same as that detected on randomly distributed AuNPs on a glass substrate. 

This investigation suggests that, the PSPhC template can serve as an alternative AuNPs 

based SERS substrate. 

5. The Raman scattering experiments of dye molecules has been carried out on a PSPhC 

monolayer template decorated with AuNPs. A Significant enhancement in the SERS 

signal of MB is observed for PSPhC monolayer - AuNPs as compared to the Glass -

AuNPs substrate. As a result of enhancement, we could determine the lowest 

concentration MB to be as low as 500 nM, which is a hundred times lower than the 

lowest concentration detected when Glass -AuNPs are used as the substrate. PSPhC 

monolayer -AuNPs templates are also found to enhance the SERS signals from 

Rhodamine 6G (R6G) and Malachite green (MG) dyes. The lowest concentration 

detected are 500 nM and 50 nM for R6G and MG, respectively. 

6. The E- field distribution is calculated numerically for PSPhC monolayer template with 

and without AuNPs at on- resonance condition. It has been observed that the E- field 

gets localized and enhanced at the wedge regions of the touching particles in the PSPhC 

monolayer array at an excitation wavelength of 633 nm (on-resonance wavelength). 

AuNPs trapped at the wedge regions experience enhanced E- fields resulting in 

increased SERS signals, which in turn help in pushing the detection limits to 

significantly lower concentrations. 
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7.3 Scope for Future studies 

1. Thin photonic crystal templates with higher refractive index contrast, for larger E- field 

enhancement helps in the detection of explosives and biomolecules in trace 

concentrations. Simulations and experiments constitute the future study. 

2. Fabricating 2D and 3D photonic crystals with engineered defects coupled with 

plasmonic nanostructures for higher E- field confinement and enhancement and testing 

for SERS detection constitute future scope of study. 

3. Studies on inverse opal photonic crystals as potential templates for SERS based 

detection by decorating with plasmonic particles, and the electromagnetic simulations 

to understand the enhanced E- field regions, constitute an important future study with 

practical application. 

4. Fabrication of 2D photonic crystals (air holes in a material vs. rods in air matrix) though 

e- beam lithography technique to experimentally verify the defect mode properties. 

5. Fabrication of gel immobilized (portable) colloidal photonic crystals for biosensing 

applications constitute an important study.  
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