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ABSTRACT

Wireless Sensor Networks are spatially distributed sets of sensor nodes over a region by

randomly deploying dedicated sensors to monitor different physical conditions. The sensed

data is transmitted as data packets to the central base station or sink. WSN is also used to

collect the data from a remote region where a human can’t reach to deploy or to maintain

after deployment. Upon sensing the data, a sensor node transmits this information to the

sink for processing.

This work has focused on a few important challenges concerning the WSN. As limited

resources characterize the sensor nodes in terms of computational power, memory, stor-

age, and energy, optimum utilization of energy is inevitable for the network to perform

satisfactorily for a long time. This thesis proposes different methodologies for enhancing

network lifetime (NL) regarding the number of messages successfully delivered to the sink

node in the presence of multiple sinks, hot spot nodes, unreliable intermediate nodes, and

compromised (untrustworthy) nodes. At first, we implement a Clustering Algorithm for Sink

Selection (CASS) wherein multiple sinks are present to improve the network lifetime. In the

Wireless Sensor Network set-up, the selection of one sink for data delivery is determined

based on shift rate. During the experimentation, it is observed that the network lifetime can

not be improved substantially due to the creation of hot spot nodes. Hot spots are those nodes

that use most of their energy to forward the data packets to the sink nodes. To overcome

this phenomenon, we propose and implement an Alternate Path protocol to avoid the hot

spot nodes during the data transmission. This intuitive approach can preserve the remaining
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energy in the hot spot nodes and help enhance the network lifetime. With an assumption

that nodes can dynamically adjust their communication range by varying the transmitting

power, we propose an Adjusting/Increased communication range (ICR) based method to

communicate directly with the sink bypassing the hot spot nodes and in the absence of the

alternate path. The sensor nodes often do not behave reliably due to buffer overflow, noisy

communication channels, memory constraints, inadequate computational power, etc. These

unreliable nodes may only be able to forward the data packets successfully depending on

the processing demand. We consider the presence of unreliable nodes in the network. We

relaxed the assumption that every node can forward the data packets to the next sensor node

or sink if it has enough residual energy. We implemented the two earlier methods, namely

Alternate Path and Increased Communication Range, to deal with unreliable nodes and, in

the presence of hot spot nodes, to enhance the packet delivery ratio as a primary objective

and network lifetime as a secondary objective.

As sensor nodes are deployed in the open, there is a chance of the node being compro-

mised. Sometimes, even the communication link is compromised due to different security

attacks. The compromised nodes and links can be identified using a trust-based framework.

We propose a hybrid trust computation model using direct and indirect trust mechanisms

to identify the compromised nodes and links. We then propose a method to segregate the

compromised node or link in the network, recompute the alternate path routing, and imple-

ment increased communication range as and when required to increase the packet delivery

ratio. We have carried out extensive simulations and found that our proposed models can

enhance the reliability and lifetime of the WSN using multiple sinks in the presence of hot

spot nodes, unreliable nodes, compromised nodes, and compromised links.
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CHAPTER 1

Introduction

A WSN is spatially distributed over a region by randomly deploying dedicated sensors

to monitor the physical conditions such as temperature, humidity, pressure, vibration, and

motion. A sensor works based on the battery energy and communicates with other nodes

with limited wireless communication media such as radio transceivers, infrared, and optical

media [1]. The sensed data is transmitted as data packets to the central control (also called

base station or sink, which we refer to as Sink throughout the writing). A sensor node could

behave both as a data originator and data router due to its limited communication range. An

end user collects the data received by the sink node for analysis and depending on that makes

application-specific decisions.In the context of an event monitoring application, sensors play

a crucial role by transmitting data to designated sink nodes upon detecting specific events of

interest. The sink node, equipped with a continuous power source, serves a multifaceted

purpose. It establishes communication with end-users through diverse channels, including

direct connections, the Internet, satellite, or organization-established secure wireless links.

This enables the organization to actively monitor the sink, facilitating the sending of tasks,

examination of gathered data, and assessment of the overall network status.

WSN is mainly used to collect the data from a remote region where a human can’t reach

to deploy or to maintain or to collect the data after deployment. In such cases, a typical way

of deploying the sensor nodes is to drop them using an airplane [2]. Once these sensors

reach the region, they are for the most part self-sustaining. The sensor nodes within the

network carry out fundamental tasks, operating within the constraints of a finite power

source and a limited communication radio range. Upon collecting data, a sensor transmits
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this information back to the sink for processing. Depending on the communication range, a

sensor either can reach the sink by a single-hop or use a multi-hop to deliver the sensed data

to the sink [3, 4]. Every sensor node broadcasts a Hello message to the nodes in the network.

Using these control messages, every sensor will come to know the neighbor nodes of itself.

Similarly, a sink node floods a control message to all the sensor nodes in the network to

identify the possible route information to reach a sensor node in a bi-directional way. All

this network setup should be done before a sensor sends its first sensed data. This makes a

WSN self-organized without human intervention.

Every sensor sends the sensed data to the sink either periodic or non-periodic based on

the requirement mentioned by the end user. Similarly, data transmission is defined as either

delivering all data packets for analysis or sending enough data to identify an event. This will

continue till the last sensor node dies making the network non-functional. A NL of a WSN

can be defined as the number of messages transmitted to sink till the last node exhausts its

energy or the first node starts exhausting its complete energy. Any sensor node should notify

the base station or sink before it gets depleting to make the network more fault-tolerant. This

notification mechanism helps the network to re-organize the network for non-interrupted

data delivery and also ensures reliability in delivering a message irrespective of fault node

(dead nodes).

1.1 Application of WSN

WSNs have garnered considerable attention in various real-time applications owing to

their adaptability and ability to address diverse challenges across different domains. Their

self-organization capability allows them to resist dynamic changes, making them suitable

for applications such as military operations, environmental monitoring, and structural health

monitoring [1, 2, 5, 6, 7, 8, 9, 10, 11].

In military applications, WSNs play a crucial role in command, control, communications,
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computing, intelligence, battlefield surveillance, reconnaissance, and targeting systems.

In area monitoring, sensor nodes are strategically deployed across a region to monitor

specific phenomena. Upon detecting the monitored event (e.g., heat, pressure), the sensors

report the information to base stations, which then take appropriate actions.

Transportation benefits from WSNs by collecting real-time traffic information for trans-

portation models and providing drivers with alerts about congestion and traffic issues.

In health applications, WSNs contribute to interfaces for the disabled, integrated pa-

tient monitoring, diagnostics, drug administration in hospitals, telemonitoring of human

physiological data, and tracking and monitoring doctors or patients within a hospital setting.

Environmental Sensor Networks cover a broad range of applications in earth science

research, including monitoring volcanoes, oceans, glaciers, forests, etc. Specific areas

include air pollution monitoring, forest fire detection, greenhouse monitoring, landslide

detection, and more.

In structural monitoring, WSNs are employed to monitor movements within buildings

and infrastructure, such as bridges, flyovers, embankments, and tunnels. This capability

allows engineering practices to remotely monitor assets without the need for costly site

visits.

Industrial monitoring benefits from WSNs in machinery condition-based maintenance

(CBM)condition-based maintenance (CBM), offering significant cost savings and enabling

new functionalities compared to traditional wired systems, where sensor installations are

often limited by wiring costs.

In the agricultural sector, wireless networks relieve farmers from the maintenance of

wiring in challenging environments. Automation in irrigation, facilitated by WSNs, leads to

more efficient water use and reduced waste.
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1.2 Challenges in WSN

Deploying sensor networks presents numerous challenges, encompassing those encoun-

tered in wireless ad hoc networks. Within sensor networks, nodes communicate through

wireless and struggle with connection loss, devoid of a fixed infrastructure. A distinct chal-

lenge lies in the limited, often non-renewable energy supply of sensor nodes. To optimize

the network’s lifespan, protocols must be meticulously crafted with the primary goal of

efficiently managing energy resources from the outset [1, 11]. The design issues of WSNs

are extensively examined in the literature, as evidenced by studies such as [1, 11, 12, 13, 14].

Additionally, various simulation and testing platforms for routing protocols in WSNs are

explored in works like [11, 15]. Delving into the individual design issues will provide a

more in-depth understanding of the intricacies involved.

Fault Tolerance: Sensor nodes, often deployed in hazardous environments, face vulnera-

bilities leading to failures caused by hardware issues, physical damage, or energy depletion.

Node failures in sensor networks are expected to surpass those in wired or infrastructure-

based wireless networks. Effective protocols must swiftly detect failures, demonstrating

robustness in managing a substantial number of failures while sustaining overall network

functionality. This is particularly critical in routing protocol design, which must ensure

the availability of alternate paths for packet rerouting to address diverse fault tolerance

requirements in different deployment environments.

Scalability: Sensor networks exhibit varying scales, ranging from a few nodes to po-

tentially several hundred thousand, with deployment density fluctuating accordingly. High-

resolution data collection scenarios may result in node densities where a single node has

thousands of neighbors within its transmission range. Protocols in sensor networks must

exhibit scalability to accommodate these varying levels, maintaining optimal performance

as the network size and density fluctuate.

Production Costs: In various deployment models where sensor nodes are treated as
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disposable devices, the competitiveness of sensor networks against traditional information-

gathering methods hinges on the ability to produce individual sensor nodes at an excep-

tionally low cost. Ideally, the envisioned price for a sensor node should be below $1,

emphasizing the importance of cost-effective design and manufacturing processes.

Hardware Constraints: Each sensor node must possess a sensing unit, processing unit,

transmission unit, and power supply at a minimum. Additional functionalities, such as

built-in sensors or localization systems, introduce extra costs, increased power consumption,

and larger physical size. Striking a balance between additional functionality, cost, and

low-power requirements is crucial in hardware design for sensor nodes.

Sensor Network Topology: While WSNs have evolved, they remain constrained in terms

of energy, computing power, memory, and communication capabilities. Energy consumption

is particularly crucial, leading to the development of numerous algorithms, techniques, and

protocols to save energy and extend the network’s lifespan. Topology maintenance is a key

focus in research to reduce energy consumption in WSNs.

Transmission Media: Communication between sensor nodes typically employs radio

communication in the ISM bands. However, some sensor networks use optical or in-

frared communication, with the latter offering advantages such as robustness and virtually

interference-free operation.

Power Consumption: Challenges in sensor networks revolve around limited power

resources, where node size dictates battery capacity. Careful consideration of efficient

energy use in software and hardware design is necessary. For instance, data compression may

reduce the energy used for radio transmission but introduce additional energy consumption

for computation and/or filtering. Energy policies vary based on applications, with some

allowing the turning off of a subset of nodes to conserve energy, while others require all

nodes to operate simultaneously.

Reliable Data Delivery: In WSNs, where all sensor nodes forward data towards the

sink, congestion around the sink is a concern. Packet loss can occur due to congestion,
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transmission errors, collisions, interference, node failure, or other unforeseeable reasons such

as unable to meet the processing demands due to the limited memory, communication range,

and battery power. This limitation results in delays and packet drops within the network

making the sensor node as Unreliable. The constrained computational and memory resources

of sensor nodes compromise their ability to efficiently handle the processing requirements,

leading to potential disruptions, latency, and data loss in the WSN. Addressing these

constraints is crucial for enhancing the overall performance and reliability of the network.

Moreover, the limited range of sensor nodes necessitates data to traverse a significant

number of hops, creating numerous potential entry points for errors and contributing to

packet loss. To ensure successful monitoring of the environment, it is imperative that critical

data collected by sensor nodes reaches the sink reliably. This entails the need to recover

lost data. Given the inherently error-prone nature of wireless links, ensuring a dependable

transfer of data from resource-constrained sensor nodes to the sink remains a significant

challenge in the realm of WSNs [16].

1.3 Motivation

With the limited resources of a sensor node and the impracticality of replacing or

recharging the batteries, there is a need to build energy-efficient communication protocols to

extend the NL while minimizing the communication cost. By deploying sensors in regions

where humans cannot reach and also in harsh weather conditions, the protocols must ensure

reliable data delivery with unpredictable behavior of nodes due to the network topology and

limited resources such as communication channels, small memory, and buffer size. The end

user demands data integrity in real-time applications such as battlefield monitoring. As the

sensor nodes are often susceptible to tampering, trust mechanisms are needed to ensure data

confidentiality in the presence of rouge nodes. The proposed methods should be scalable to

support the real-time environment and applications in terms of lifetime, reliability, and data
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security. These are the most expected things from the end user’s perspective in real-time

applications.

1.4 Objectives of the Thesis

General Objective: Enhancing a NL and reliable communication of a WSN in the

presence of compromised nodes.

Specific Objectives:

• To enhance the NL in terms of the total number of messages delivered to the sinks by

deploying multiple sinks while reducing the maintenance cost

• To enhance the NL while dealing with hot spot sensor nodes

• To delay the early energy depletion of hot spot nodes to make the network more

functional

• To enhance the NL using an adjustable communication range

• To ensure reliable data delivery in the presence of UnReliable Nodes (URNodes) with

different percentages of unreliability

• To enhance the NL of a WSN with reliable data delivery in the presence of URNodes

• To find the compromised nodes in a WSN using a trust mechanism

• To optimize the NL with trusted nodes and mechanisms to identify both compromised

links and compromised nodes
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1.5 Background

1.5.1 Energy consumption issues in WSN

The longevity of a sensor network is predominantly determined by its energy consump-

tion, given that sensor nodes are typically battery-operated. Optimizing energy usage in

sensor networks is a complex task, as it involves not only reducing energy consumption but

also extending the overall network lifespan. Achieving optimization requires a comprehen-

sive integration of energy awareness into the design and operation aspects at every level,

encompassing individual nodes, groups of communicating nodes, and the entire network as

a whole [2, 11].

A typical sensor node comprises four subsystems [2, 11]:

• Computing subsystem: This includes a microprocessor microcontroller unit (MCU)

responsible for sensor control and communication protocol implementation. MCUs

operate under various power management modes, and their energy consumption levels

in each mode must be carefully considered for assessing battery life.

• Communication subsystem: Featuring a short-range radio for communication with

neighboring nodes and the external environment. Proper power management involves

completely shutting down the radio when not transmitting or receiving, rather than

placing it in Idle mode, to conserve power.

• Sensing subsystem: Comprising sensors, actuators, and connections to the external

world. Energy consumption can be minimized by using low-power components and

optimizing power usage without compromising performance unnecessarily.

• Power supply subsystem: Involving a battery that supplies power to the node. Manag-

ing the amount of power drawn from the battery is crucial to extending its lifespan.
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Lowering current draw or implementing intermittent power shutdowns can signifi-

cantly enhance battery life.

Various protocols and algorithms worldwide have been explored to minimize the overall

energy consumption of sensor networks. Designing an energy-aware operating system,

application layer, and network protocols is pivotal in substantially increasing the lifetime of

a sensor network. These protocols and algorithms need to consider the hardware specifics

and leverage special features of microprocessors and transceivers to minimize energy

consumption at the sensor node level. This may lead to customized solutions for different

sensor node designs, resulting in diverse collaborative algorithms within the WSN domain

based on the types of deployed sensor nodes.

1.5.2 Energy consumption issues in WSN

Various techniques for maximizing NL are documented in the literature. Each technique

may adopt a distinct NL definition and objective function, with variations based on the

application, specific objectives, and the considered network topology. Key techniques for

improving NL in WSNs include sleep-wake scheduling, routing, clustering, the mobility

of relays and sinks, optimization of coverage and connectivity, optimal deployment, data

gathering, network coding, and data correlation [17].

In the realm of WSNs, employing sleep-wake mode-based scheduling proves highly

advantageous for extending the NL, particularly in scenarios where packets arrive sporadi-

cally. Researchers have developed various optimal solutions and algorithms to maximize

NL while addressing specific constraints and objectives. [18? ] applies a sleep-wake mode

scheduling for packet-forwarding to nearest base station with packet delay constraint, [19]

used back bone scheduling for balancing energy dissipation, [20] ensuring throughput and

Signal-to-Interference-plus-Noise- Ratio (SINR), [21] considers coverage, clustering and

routing as constraints.
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Routing decisions are crucial for achieving NL. Constructing lifetime-aware routes is

essential for NL maximization, utilizing dynamic routes created by sensors with maximum

residual battery charge. This strategy, employed during transmissions from Source Node

(SN) to Destination Node (DN), balances overall Energy Dissipation (ED) and extends NL.

Balancing traffic routing across the WSN is necessary to prevent rapid depletion of specific

sensors’ batteries, directly impacting NL. Optimizing routes is pivotal, offering the potential

to exploit the remaining active sensors’ battery energy and further extend NL.

[22, 23] used opportunistic routing with sleep-wake scheduling to enhance the NL

and compared with conventional optimal routing showing 29% and 284% enhancement

respectively. [24? ] proposes a cross-layer approach by a sleep-wake scheduling with MAC

layer routing by adjusting network traffic and reducing power dissipation through sleep

scheduling. [25] designed a conservative method with a sensor on-off scheduling scheme

for specific sensor activation only when necessary.

1.5.3 Reliable data delivery in WSNs

The traffic dynamics in Wireless Sensor Networks (WSNs) create congestion around

the sink, as all sensor nodes forward their sensed data in that direction. This congestion,

combined with transmission errors, packet collisions, interference, node failures (due to

energy depletion), and other unforeseen factors, leads to packet loss. Additionally, the

limited range of sensor nodes necessitates data to traverse numerous hops, introducing

multiple points for potential errors and packet loss. Ensuring the reliable delivery of

critical data from resource-constrained sensor nodes to the sink is essential for successful

environmental monitoring. Overcoming the challenges posed by error-prone wireless links

remains a significant concern in the field of WSNs, as highlighted by Mahmood et al. (2015)

[16].
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1.5.4 Security issues in WSNs

Security considerations in sensor networks are contingent upon identifying the assets

requiring protection. In the works of [11, 26], four fundamental security goals for sensor

networks are elucidated: Confidentiality, Integrity, Authentication, and Availability. An

additional security goal freshness is introduced in [11, 27]. Confidentiality ensures that

messages remain hidden from passive attackers, safeguarding communication privacy within

sensor networks. Integrity guarantees that messages remain untampered during transmission

over the network. Authentication verifies the origin of messages, ensuring their reliability.

Availability assesses whether nodes can utilize resources and if the network is accessible

for message transmission. An additional requirement, Freshness, ensures that the receiver

receives recent and untampered data, crucial in scenarios involving shared keys, where stale

data could be exploited in replay attacks during key refreshing and propagation [11, 28].

Incorporating timestamps in data packets is a mechanism to achieve freshness.

Building on these foundational security goals, potential security attacks in sensor net-

works are identified in [11, 29]. Routing loop attacks target information exchanged between

nodes, generating false error messages that alter and replay routing information, influencing

network traffic and node-to-node latency. Selective forwarding attacks involve malicious

nodes dropping specific messages instead of forwarding all, deceiving neighboring nodes

about shorter routes and retaining energy levels. Sinkhole attacks attract traffic to com-

promised nodes, potentially positioned closer to the base station, making them susceptible

due to the centralized traffic flow in sensor networks. Sybil attacks involve nodes creating

multiple illegitimate identities, impacting routing algorithms and topology maintenance.

Geographic routing is exploited in Sybil attacks, where a node appears simultaneously in

multiple locations. Wormhole attacks, occurring closer to the base station, disrupt traffic by

tunneling messages over a low-latency link and creating a sinkhole. Hello flood attacks use

broadcasted messages with stronger transmission power, posing as base station messages,
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leading nodes to waste energy in responding. Denial-of-service (DoS) attacks manifest

in physical-level disruptions such as radio jamming, network protocol interference, and

battery exhaustion. A specific form of DoS attack, targeting a sensor node’s power supply,

is explored in [11, 30], capable of drastically reducing sensor lifetime and causing severe

network impacts.

1.6 WSN NL enhancement using multiple sinks

Energy efficiency plays a crucial role in the functionality of WSNs. Implementing appro-

priate techniques can enhance the network’s overall data throughput while simultaneously

reducing operational costs. Efficiently managing the lifespan of sensor nodes in a WSN is a

significant challenge, particularly for nodes in close proximity to the sink node. These nodes

tend to expend more energy due to the higher volume of messages they transmit, primarily

for routing purposes, compared to other nodes in the network.

This energy imbalance results in a shortened lifespan for these sensor nodes, creating

dead spots within the network. Dead spots, in turn, can lead to the sink node becoming

isolated from various parts of the network, particularly when the dying node lacks viable

backups for reconnection. To address these challenges in WSNs, a solution involves the

deployment of multiple sink nodes across the sensor field. This approach aims to extend

the network’s utilization to its maximum capacity, even as sensor nodes experience energy

depletion, interference from nearby objects, or mechanical failures.

Introducing multiple sink nodes allows for seamless switching between them, enabling

the network to adapt as sensor nodes experience energy depletion or other issues. This

dynamic switching ensures optimal network coverage, especially when the initial sink node

becomes non-viable or cannot efficiently service the network.

Cluster Algorithm for Sink Selection (CASS) is a technique to extend the life of the

network. Sink switching can happen in three ways.
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1. which the sink node if network coverage drops below the defined shift rate (say 85%).

2. Optimize the network by consistently selecting the sink node with a good network

reach.

3. Determine the optimal network utilization by combining the highest percentage of

coverage with areas of highest node density.

1.6.1 Sink node setup

The central point of the network, the sink node, plays a pivotal role in data gathering. Its

responsibility is to establish a network infrastructure where sensor nodes can create routes

and links to efficiently transmit data back to the sink.

The sink initiates this process by flooding the network with a setup message. This

message is propagated to each sensor node within the network. Upon receiving the setup

message, each node contacts the sink, providing information about the path the setup

message took to reach them. Through this process, the sink node establishes a tree structure

with itself as the root, effectively knowing how to communicate with every node within

range of at least one other node capable of reaching the sink (see Figure 1.1).

Subsequently, the sink node assumes the role of data aggregator, conducting any nec-

essary calculations and forwarding the data to designated contacts, whether within an

organization or globally via its Internet connection. In the event of a sensor node’s demise,

the sink is notified beforehand and updates the network tree, eliminating any branches that

are no longer viable. If a replacement node is chosen by the active sensors surrounding the

failing node, the new node sends its ID as a replacement, and the sink reinstates the removed

branches, attaching them to the new sensor node.

To address potential network losses, if a certain percentage of the network remains

unrecovered within a specified number of cycles, the sink node initiates a test to determine

if it meets the shift sink network life ratio. If this ratio is not met, the sink continues
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its operations until the criteria are fulfilled. Upon reaching the designated ratio, the sink

implements CASS. Following the execution of CASS, the sink evaluates the maximum

network reach as a criterion to decide whether to shift to another sink or remain with the

current one.

1.6.2 Cluster Algorithm for Sink Selection (CASS)

The CASS algorithm, designed to select the sink node offering the maximum exposure to

significant portions of the network, operates in three key steps, focusing on clusters of sensor

nodes, each containing a minimum of three nodes. The initial step involves determining

clusters using the tree view generated by the sink during the setup phase (Figure 1.1). As

CASS traverses down the tree, it identifies parents with at least two children (Figure 1.2).

In the second step, the algorithm consolidates clusters whose parent is a child of another

cluster, merging them into a single entity 1.3). The third step evaluates whether a cluster

has sufficient access to another cluster, defined by having at least two pathways or links to

another cluster 1.5). A pathway is established if a cluster contains a sensor with a child,

neighbor, or parent in the comparing branch of the tree, qualifying as one pathway. If a

cluster has two pathways, they are combined into one cluster (Figure ??).

Once clusters are established, the algorithm calculates the reach of each cluster by

assigning a weight based on its size. This weight guides sink selection toward larger clusters,

which offer better re-routing capabilities and fewer sink shifts in the long run. Additionally,

the algorithm considers the number of children a particular sink has, using it as a smaller

weighted value. This accounts for the potential access to various parts of the network without

necessitating a sink shift. Finally, sensors not included in any cluster contribute as a single

point to the reach total. The sink with the highest reach total becomes the next active sink

for the network.

Network Reach:

I = current sink
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Figure 1.1: Sink setup phase
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Figure 1.2: Cluster formation phase- step1

16



Figure 1.3: Cluster formation phase- step2
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Figure 1.4: Top view of a WSN

CR(I) = No. of nodes contained in clusters reachable by I

CN(I) = No. of child nodes of I

SN(I) = No. of single nodes (not in a cluster) reachable by I

Formula:

NetorkRech = CR()∗1.33 + CN()∗1.2 + SN()

Example:

Sink 1 will yield a reach value of 4*1.33 + 1*1.2 + 4 = 10.52

Sink 2 will yield a reach value of 8*1.33 + 3*1.33 + 1*1.2 + 5 = 20.83

Sink 2 can be of any single node on the lower half of the network view (Figure 1.4).

Throughout the thesis, CASS algorithm is used to select a new sink based on the network

reach of all the sinks when the current sink reaches the defined shift rate. Mainly, to

minimize the maintenance cost which arises due to the multiple sink deployment to enhance

the WSN.
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Figure 1.5: Cluster formation phase - step3
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1.7 Major Research Contributions

1.7.1 Contribution 1

Maximizing the NL in a WSN for maintaining crucial events and parameters is an

important research area. In the proposed work, the total number of messages delivered

successfully to all sinks is the metric to measure the NL of a WSN. Deploying multiple

sinks in the network handles the load-balancing of the data to prolong the NL. Deploying

multiple sinks with increased sensor nodes in the target region increases the maintenance

cost required to manage the sinks. This issue is handled well by the CASS algorithm in [31]

by activating a single sink. CASS mainly works based on the network reach of each sink,

which is calculated based on the cluster formation, size of the cluster, and reachability of an

individual node to every sink.

Usually, the energy of the neighbors of the sink drains quickly, as they are often involved

in data forwarding. The network becomes less functional or completely non-functional

based on the energy-exhausted hot spots. Similarly, many such nodes participate recursively

in data transmission in a network as a relay node is crucial to prolong the NL. Such nodes

are also considered hot spot nodes. Sometimes, the neighbors of the sinks are left with

residual energy to continue the network functioning, but the energy of crucial hot spot nodes

gets drained, which demotes the NL. So, the hot spot nodes should be handled carefully,

along with energy-efficient routing. One of the alternatives with homogeneous nodes in

the network is to delay the energy exhaustion of the mentioned type of hot spot nodes,

which internally improves the NL. The proposed routing algorithm is to reroute the data

message using an AP approach. The main objective of the work is to enhance the NL

with energy-efficient routing and delay the early depletion of the hot spot nodes’ energy by

selecting the shortest path among the explored routing paths.

ICR is another good alternative to increase the NL. When the network becomes non-
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functional with the defined communication range, then the system will increase the commu-

nication range to establish a network with the leftover sensor nodes and its residual energy

to make the WSN functional by five units every time until the node left with residual energy

but unable to establish a network.

1.7.2 Contribution 2

In a WSN, difficult to predict the message drop by a sensor node during data transmission.

The reasons can be deploying the sensor nodes in harsh weather conditions, congestion in a

specific area, or unavailability of limited sources like memory and buffer size depending

on the processing demands. The message drop can happen due to the limited resources of

a sensor node such as communication channels, small memory, processing capability, and

buffer size affects the reliability of data delivery. Due to this, the sensor node makes an

unsuccessful forwarding leads to message dropping which affects the reliable data delivery

and NL and also increases the congestion in the network by re-transmitting the data to ensure

reliability. Instead of dropping a message, the system looks for an alternative mechanism

with load-balancing while minimizing the traffic congestion, drop rate, with improvement in

reliable data delivery and the NL of a WSN.

AP routing is modified in such a way that re-routing should not by often to deliver a

single message. The AP routing algorithm should select a reliable node for rerouting with

less hop count to sink and more residual energy to initiate data re-routing. To improve

the reliable data delivery, the AP routing can reroute the message to an inactive sink for

that instance. With this the energy of the relay nodes is saved for future operations like

sensing, processing, and transmitting the data. However, the unreliable behavior caused by

the internal system issues persists for a short time. It allows the node to forward the data

successfully. If a node always shows unreliable behavior throughout the data transmission.

Handling the message drop by URNodes is crucial to maintain the network performance,

even if the unreliability is short. ICR is another alternative to improve the reliability in
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delivering data at the cost of reduced NL. ICR helps to skip the URNode by a defined

number of hops to transmit the data. By ICR the energy consumption increases, with

increase in communication range, which reduces the overall NL with 99% of reliable data

delivery.

1.7.3 Contribution 3

Enhancing the NL while dealing with hot spot nodes in the presence of URNodes with

variable percentage of unreliability (percUR) is a challenging task in a WSN. AP reroutes

the messages while avoiding the hotspot nodes and URNodes. Energy exhaustion of Hot

spot nodes makes the network less functional by small chunks of a WSN which reduces the

connectivity to the sink from network nodes. Due to the connectivity issue, the WSN yields

less amount of NL. Similarly URNodes with a probability of dropping a message within the

defined percUR also reduces the NL. when a system with URNodes and unaddressed hot

spot nodes issue then the NL of a WSN yields a lesser number of messages tp get delivered.

In both issues, the common thing is reduced NL due to the disconnection raised by hot

spots and message drops by URNode. The sensed data packet is unable to reach the sink

because the data packets were unable to avoid the hotspot nodes and URNode. AP is an

algorithm that looks at finding an optimal alternate path that can avoid both hot spots and

URNodes. Delaying the premature death of hot spots by rerouting and avoiding the URNode

when it is dropping a message by looking at alternate path gives a feasible improvement in

enhancing the NL.

When dealing with hot spots nodes AP should look at an alternate path with a high

residual energy node as the next hop node. When dealing with URNode the AP make sure

to minimize the frequent re-routing before the message reaches the sink. In both cases, AP

should act according to the issue addressed at that instance.
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1.7.4 Contribution 4

Based on the application, WSN with sensor nodes deployed in the target region is

difficult to access or attend the deployed area or sensor. It leads to security attacks by

tampering with the node and making it behave in a way that compromises its regular duties,

such as dropping messages during data transmission and tampering with the privacy and

confidentiality of the sending data. Maintaining confidentiality and data integrity is more

important in real-time applications such as battlefield monitoring, health care, electrical

grids, air and water quality monitoring, industrial automation, traffic monitoring, etc. The

existence of a tampered or a CN in a WSN has significant risks such as data integrity and

trustworthiness, manipulating routing information which misleads the routing decisions,

denial of service (disturbing the normal functioning by overloading the network with

malicious traffic which leads to message drop), by engaging the nodes in activities that

results in excessive energy consumption leading to premature depletion of the node’s energy,

eavesdropping.

Identifying a CN in a WSN is challenging while differentiating the message drop by

a rouge node from a message drop of temporary URNode. Measuring the trust between

two nodes helps the system identify the rough nodes. Measuring the trust between two

nodes can be either by direct interaction or based on recommendations received from the

neighbor nodes which are referred to as direct and indirect trust. Indirect helps identify the

actual rouge nodes based on the indirect trust value and the with percUR. Identification

and detaching the CN from a WSN greatly enhances the NL, and ensures reliable data

delivery. Using the trust mechanism in dealing with security attacks with reliable data

delivery promises an improved NL.
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1.7.5 Thesis Organization

The rest of the thesis organization is as follows. In Chapter 2, the research delves into

the enhancement of NL through the deployment of multiple sinks, addressing hot spots

using AP routing, and ICR. Chapter 3 shifts focus to reliable data delivery, emphasizing in

NL improvement in WSN amidst the presence of unreliable nodes URNodes with varying

percentages of accuracy percUR. Additionally, Chapter 4 concentrates on mitigating hot

spots, ensuring reliability and extending NL in the presence of URNodes. Chapter 5 explores

a trust mechanism to detect compromised nodes and links in a WSN, contributing to both

reliability and prolonged NL. The thesis conclusion and future scope are discussed in

Chapter 6.
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CHAPTER 2

Lifetime enhancement using Optimal

Alternate Path routing and Increasing

Communication Range

2.1 Introduction

A WSN is a special wireless network comprising numerous tiny, energy-efficient sensor

nodes equipped with sensors, microprocessors, and wireless communication capabilities.

These nodes collaboratively collect, process, and transmit data from their surrounding

environment, forming a self-organizing wireless infrastructure. WSNs are utilized in diverse

applications, such as environmental monitoring, industrial automation, healthcare, and more,

where they enable real-time data acquisition and contribute to the Internet of Things (IoT)

by providing valuable insights for decision-making and control purposes [1].

In a WSN, the small sensor nodes function as both data generators and relay nodes

within the network. Each node comprises sensors, a microprocessor, and a transceiver.

These nodes leverage a diverse range of sensors for seamless integration, enabling the

capture of data from various physical phenomena.Equipped with onboard microprocessors,

sensor nodes in this system can perform complex tasks beyond the transmission of observed

data. The transceiver enables wireless communication related to the observed phenom-

ena. Although these sensor nodes are typically stationary, powered by batteries of limited
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capacity, the network topology experiences dynamic changes due to power management.

To conserve energy, nodes frequently disable their transceivers, temporarily disconnecting

from the network. Navigating this dynamic environment presents a significant challenge in

maintaining connectivity while minimizing energy consumption. Despite this challenge, the

energy-efficient operations of WSNs result in notably long lifetimes, surpassing systems

relying on conventional batteries, as emphasized by [32].

Sensor nodes primarily employ radio frequency for communication among themselves.

However, the reach of radio frequency signals is constrained. In situations where the

network encompasses a substantial area, a single hop might be insufficient for all sensor

nodes to directly transmit data to the sink. Applications like battlefield surveillance, animal

monitoring, noise level measurement, vehicle tracking, environmental monitoring, weather

reporting, and habitat monitoring require coverage over extensive regions [33, 34, 35]. In

such scenarios, the limited range of a radio signal impedes sensor nodes from reaching the

sink in a single hop. Consequently, each sensor node relies on its neighboring nodes to relay

data to the sink. This iterative process continues until the transmitted message successfully

reaches the sink, constituting a mechanism known as multi-hop routing.

Sensor node energy will be consumed more in communication rather than sensing and

processing the data [33]. To deliver a message, along with the node that initiated data

transmission, the relay nodes are also involved in delivering the data by forwarding it. So,

for the sensed data to be delivered, many nodes contribute their energy in delivering the

data message/packet to the sink. In sensitive applications such as battlefield applications,

underwater applications, volcanic eruption, and many other applications where the human

can’t reach the sensor to recharge the battery or replace the sensor. As mentioned earlier

sensor is an energy-constrained device, and the optimal usage of the sensor energy is very

important to make the network functional for a longer period. Efficient energy management

is a primary concern in WSNs due to the limited power resources of sensor nodes.

In delivering the data message to the sink, the neighbors of the sink nodes play a major
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role as relay nodes. Without the neighbor nodes of the sink, no sensor be able to deliver

the sensed data alone with the limited communication range. The neighbors of the sink

can be addressed as hot spots of the network. Along with the neighbors of the sinks, a few

other nodes will play a major role in transmitting the data from one end to the sink. Without

such nodes, even if the sink neighbors are alive the sent message can’t be delivered to the

sink. Such bridge nodes are as important as sink neighbors and are also considered hot

spots of the network as they play a vital role in data forwarding. Once such bridge hot spot

energy is exhausted the network becomes isolated chunks though the nodes have a good

amount of residual energy. Slowly the network system becomes less functional and ends

as non-functional [31, 33]. Over ninety percent (90%) of the energy of the whole network

remains unutilized if the lifetime of the network is dropped out due to the hot spot issues

[36]. To enhance the functioning of the network, along with routing optimization, keeping

the hot spots and bridge nodes without draining the energy is more important while utilizing

the available resources. By the time the network completely turns non-functional, many

of the nodes are left with a considerable amount of residual energy which turns out to be

unused forever.

In such situations, by adjusting the communication range of the sensors, the network

can turn into functional which increases the network lifetime in terms of packet delivery

ratio. Paying more energy to deliver the message on a non-functional network won’t be a

waste of energy.

2.2 Literature survey

In the past years, significant research efforts have been dedicated to enhancing the

network lifetime of wireless sensor networks. Various strategies have been explored, such

as deploying multiple sinks, dividing the network into clusters with efficient routing mech-

anisms, strategically positioning sinks for optimal data collection, and fine-tuning energy
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consumption through scheduling during data transmission. Additionally, aggregating data

before forwarding it to the sink and using mobile sinks for data collection have been investi-

gated. Each of these approaches aims to extend the network lifetime, employing distinct

methods tailored to minimize energy consumption, balance communication loads, and

ultimately ensure a prolonged and sustainable operational lifespan for the network. Through

innovative and multifaceted approaches, researchers strive to address the unique challenges

of energy management and data handling in wireless sensor networks, contributing to a

more efficient and enduring network infrastructure.

Minimizing the hop count is a promising and convincing alternative to optimize energy

consumption in wireless sensor networks, ultimately enhancing network efficiency and

longevity. By reducing the number of hops required for data transmission, we can alleviate

the energy burden on relay nodes, thereby mitigating the risk of energy depletion in hot

spots and extending the overall network lifespan.

There are various approaches to achieving hop count minimization, and one effective

method is through optimal routing [33]. By carefully planning the paths that data takes

from sensor nodes to sinks, we can ensure the shortest possible hop count, thus minimizing

energy expenditure at each relay point.

Another promising strategy involves deploying multiple sinks [33] strategically through-

out the network. This approach allows sensed data to reach a sink with fewer intermediate

relay nodes, optimizing the hop count. When multiple sinks are deployed, sensor nodes

have the flexibility to send messages to their nearest sink, further reducing the hops needed

to reach a sink and conserve energy.

Moreover, deploying multiple sinks offers an additional advantage: in the event that the

neighboring sink is inaccessible due to node failure or energy depletion, a sensor node can

redirect its data to the next nearest sink, however with a slightly increased hop count. This

dynamic adaptation enables efficient energy utilization across the network, ensuring reliable

data transmission even when certain areas experience node failures.
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The interconnected nature of these sinks, along with their robust external connections,

guarantees seamless delivery of sensed data to the end-user. This not only optimizes energy

usage but also minimizes network congestion, reducing the occurrence of message dropping

due to traffic and enhancing the timeliness of packet delivery. In summary, by focusing on

hop count minimization and deploying multiple sinks strategically, we can maximize energy

efficiency, prolong network lifespan, and improve overall network performance.

The First Order Radio Model (FORM) is a common communication model used in

wireless sensor networks (WSNs). In this model, sensors utilize a simple representation of

radio communication to transmit data to other nodes in the network. However, this commu-

nication model has a limitation: if multiple sensors attempt to send data simultaneously over

the same communication channel, collisions can occur. These collisions result in data loss,

necessitating re-transmission of the data. The act of re-transmitting the same data multiple

times consumes additional energy, which not only impacts the network’s lifetime but also

increases latency in data collection.

Efficient data collection is a critical objective in wireless sensor networks (WSNs). A

delay in data collection can have a significant effect. In [37], a comprehensive strategy

is presented to address this concern by focusing on reducing data collection latency and

improving packet delivery within the WSN. This strategy encompasses two key components:

an approximation algorithm and a heuristic algorithm, each with its approach to enhance

data transmission efficiency. The primary objective of this approach is to minimize the time

required for sensor nodes to relay their sensed data to a central data collection point, often

referred to as the sink. This is achieved by deploying multiple sinks in the region.

The approximation algorithm is designed to address data collection latency, particularly

in scenarios where finding an exact, optimal solution is computationally challenging or

time-prohibitive. This algorithm schedules when and how sensor nodes should transmit

their collected data to the sink.

Furthermore, the strategy introduces a heuristic algorithm utilizing a greedy breadth-first
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search approach to facilitate data transmission. Heuristic algorithms aim to find reasonably

good solutions quickly, although they do not guarantee optimality. This heuristic algorithm

is tailored to the task of transmitting data from the sensor nodes to the sink.

An important aspect of this approach is the scheduling component, which is designed by

analyzing network flow within various time units. This involves a thorough examination

of how data moves through the network over different time intervals, enabling informed

decision-making regarding when and how data should be transmitted.

Finally, the scheduling approach, informed by the study of network flow over time units,

outperforms the heuristic method significantly, achieving a latency reduction of up to 60%.

This suggests that the scheduling strategy based on network flow analysis is notably more

effective in minimizing data collection latency compared to the heuristic method, presenting

a promising solution to enhance the efficiency of data transmission within the described

wireless sensor network in [37].

In [38], a strategy involving the deployment of multiple sinks is discussed to minimize

the distance between the data source (sensors) and the sink, similar to the approach in a

Single Sink WSN. By strategically using multiple sinks and allowing sensors to transmit

data to the nearest sink, not only is energy utilization optimized, but the overall NL is also

extended.

The authors propose the use of a logical graph model to create a virtual sink representa-

tion when employing multiple sinks. This virtual sink model facilitates the adaptation of

existing routing and querying protocols initially designed for single sink sensor networks.

This adaptation ensures efficient utilization of the multiple sink deployment.

Moreover, the authors suggest that this model can lead to substantial energy savings in a

d-dimensional sensor region with randomly deployed k sinks and n sensors. The expected

energy savings are believed to be proportional to k
1
d , indicating a promising approach to

improve energy efficiency and overall network performance in wireless sensor networks

with multiple sink deployments as compared to traditional single sink configurations.
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In [39], the authors proposed a particle swarm optimization-based algorithm for routing

and clustering to improve the network lifetime in wireless sensor networks. Their approach

involves both routing and clustering algorithms designed to optimize energy consumption

and prolong the network’s operational life.

The routing algorithm utilizes a particle encoding scheme within a multi-objective

optimization framework. The objective function aims to minimize both the number of hops

and the distance between cluster heads, which have an inverse relationship. Reducing the

distance between cluster heads increases the number of hops to reach the sink, and vice

versa. To resolve this inherent conflict, the authors employ a weighted sum approach.

Additionally, the clustering algorithm emphasizes energy conservation through load

balancing to extend the network’s lifetime. The authors present their findings using various

metrics, including the number of rounds, mean lifetime, standard deviation, time until the

first gateway node depletes its energy, and the count of inactive sensor nodes.

Cluster heads in this context are assumed to be equipped with GPS and play a critical

role in data aggregation and forwarding, which are energy-intensive tasks. To address the

issue of cluster head energy depletion impacting network lifetime, the authors propose

equipping cluster heads with a larger communication range and more energy, effectively

creating a hybrid network. Deploying multiple sinks in optimal locations is a hot spot

strategy to enhance the network lifetime and overall performance of a wireless sensor

network (WSN). The placement of sinks directly impacts the efficiency of data collection,

energy consumption, and message delivery within the network. If sinks are placed too

closely to each other, resembling a single sink scenario, it defeats the purpose of deploying

multiple sinks. When neighbor nodes of a sink exhaust their energy, it can significantly

impact message delivery and the network as a whole. Therefore, optimal sink placement is

vital to ensure a balanced distribution of the workload and to mitigate the risk of localized

energy depletion.

In addressing this concern, [40] proposed an improved sink placement strategy aimed at
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reducing communication overhead, ultimately leading to a more efficient network with an

extended lifetime. By optimizing sink placement, the communication distance and workload

on each sink can be better managed, contributing to improved energy utilization and network

longevity.

Furthermore, in [41], a mathematical global algorithm was introduced to maximize

the benefits of deploying multiple sinks by identifying optimal sink deployment locations.

Although this approach provides an ideal solution, it relies on complete location information

of the WSN, which can be challenging to obtain in real-time applications. The authors

recognized the difficulty in obtaining precise location information, especially in scenarios

where sensor nodes are deployed remotely or in inaccessible locations.

To overcome this challenge, [42] proposed an alternative iterative 1-hop algorithm to

find optimal sink locations based on the location of neighboring nodes and approximations

for distant nodes. The one-hop algorithm produces nearly identical optimal sink locations

compared to the global algorithm, taking into account sink locations and information from

their neighboring nodes. Additionally, the authors suggested a 1-hop relocation algorithm to

adjust sink placement when a sink becomes isolated due to neighboring node failures.

In summary, optimal sink placement is critical for network lifetime enhancement, and

various strategies and algorithms have been proposed to achieve this by considering commu-

nication efficiency, energy conservation, and the dynamic nature of WSNs. These approaches

strive to strike a balance between accurate sink placement and practical implementation,

taking into account the challenges associated with obtaining real-time location information

in large-scale, dynamic wireless sensor networks.

In [43], an improved corona (multi-layered) model is introduced to analyze sensors

with adaptable transmission ranges in a WSN utilizing circular multi-hop deployment,

represented as concentric coronas. The objective is to optimize the network lifetime by

determining suitable transmission ranges for sensors within each corona, taking into account

the specific deployment pattern.
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The key insight revolves around adjusting the transmission ranges of sensors at various

levels (coronas) to achieve an optimal network lifetime. Determining the optimal transmis-

sion ranges for sensors across all coronas poses a multi-objective optimization problem

(MOP) recognized for its NP-hard complexity.

To tackle this challenge, the authors propose both centralized and distributed algorithms

for assigning transmission ranges to sensors within each corona. These algorithms aim

to optimize network lifetime under different node distribution scenarios, be it uniform or

non-uniform. The centralized algorithm offers a centralized decision-making approach to

determine transmission ranges, while the distributed algorithm decentralizes this process for

increased efficiency and scalability.

By leveraging this corona model and the associated transmission range assignment

algorithms, the study seeks to improve the operational lifespan of WSNs by strategically

adjusting transmission ranges at different layers of the network, thereby enhancing energy

efficiency and overall network performance.

In the study by [44], the focus is on maximizing the lifespan of a wireless sensor

network through a distributed and adaptive data propagation algorithm. The algorithm

aims to balance energy utilization among individual sensors while optimizing message flow

throughout the network. This is achieved by allowing each sensor node to make a decision

on message propagation based on its remaining energy and potential function.

The key aspect of this algorithm is the flexibility for a sensor node to choose how to

propagate a message: either to one of its immediate neighbors or directly to the base station.

The decision is influenced by the potential function, which takes into account the node’s

remaining energy. By adapting message propagation based on energy considerations, the

algorithm seeks to extend the overall network lifespan.

In the context of the discussed literature, the emphasis is on maximizing network lifetime

by deploying multiple sinks, and sensor nodes have the option to send data to any of the

nearest sinks. This strategy is geared toward efficient energy utilization and the maximization
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of network lifetime, as mentioned previously.

The challenges associated with managing multiple sinks have grown with increased

complexity, particularly in synchronizing data for aggregation. Data fusion introduces

latency concerns, while redundancy issues arise, leading to conflicting information from

different sinks. Maintaining wake-up schedules becomes hot spot for ensuring data integrity

and reliability. Additionally, the cost of providing infrastructure to support multiple sinks

adds another layer of complexity to the overall data management process. These factors

collectively contribute to the intricate task of navigating and optimizing the management of

diverse data sources.

However, an important consideration is that, in all the cases discussed, all the sinks

are assumed to be active at all times. This continuous activity of all sinks can result in

increased maintenance costs. To address this, future research and practical implementations

may explore strategies for optimizing sink activity, such as dynamic sink activation based

on network conditions or using energy-efficient sleep and wake-up schedules for sinks to

reduce operational costs while maintaining network effectiveness.

In [31], the authors proposed a strategy to reduce maintenance costs in wireless sensor

networks (WSNs) by allowing only one sink to function at a time, similar to a single

sink network. This concept involves shifting the active sink based on a defined shift rate,

providing more efficiency in network management and cost reduction.

The determination of the new sink is grounded in calculating the network reach for each

potential sink, employing the CASS. This algorithm incorporates two essential factors: the

highest percentage of network coverage and regions with the highest node density within

the network. By considering both coverage and node density, the aim is to optimize the

utilization of the network.

In the proposed strategy, the shift of the sink occurs when a specific percentage of

the network is lost due to energy depletion in hotspot nodes, such as neighbor nodes of

the sink or other connecting nodes in the network. This dynamic sink shifting helps in
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redistributing the load and maintaining effective communication, thus extending the overall

network lifetime and reducing maintenance costs.

Overall, this approach aims to strike a balance between optimal network performance

and the associated maintenance costs by intelligently managing sink shifting and reducing

energy wastage in critical network nodes.

The enhancement of network lifetime is addressed in various ways across the cited

papers, each proposing unique strategies to optimize energy utilization and prolong the

network’s operational life. These strategies encompass enabling the operation of a single

sink at a time, creating logical graphs with solitary virtual sinks, coordinating data collection

schedules, and strategically deploying or redeploying sinks.

However, one common theme is the importance of considering hot spot nodes, especially

those acting as connecting nodes between sensors and sinks. These nodes play a vital role in

relaying data from sensors to sinks or between clusters in the network. In some papers, such

as [39], cluster heads are given special consideration, having more communication range

and energy compared to regular sensor nodes. This strategic allocation of resources helps in

extending the network lifetime by efficiently managing communication and ensuring data

transmission to sinks.

Addressing these hot spot nodes is indeed crucial in designing effective strategies to

maximize the network lifetime, as their energy levels and efficiency directly impact the

overall network performance and longevity. Balancing and optimizing the energy usage of

these connecting nodes is essential for achieving a more sustainable and efficient wireless

sensor network.

Actually, mobile sinks in wireless sensor networks (WSNs) present a promising solution

to minimize energy consumption, prolong network lifetime, and reduce the hot spots issue

by dynamically moving to collect data. However, a major challenge associated with mobile

sinks is ensuring that sensor nodes are promptly updated about the sink’s new location to

facilitate efficient data transmission [45].
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In addressing this challenge, one common approach is flooding the new sink location

to the sensor nodes [46]. Flooding involves broadcasting information about the sink’s

updated position to all nodes in the network. While flooding is a straightforward method

to disseminate information, it increases traffic flow, potentially leading to congestion and

message drops within the network.

The challenge lies in finding a balance between timely dissemination of sink location

updates and minimizing the adverse effects of increased traffic and congestion. Researchers

continue to explore and develop more efficient and optimized techniques to disseminate

sink location information without causing excessive traffic burden. These may include more

targeted or localized dissemination strategies, leveraging network structures or algorithms

that can intelligently route this information to relevant nodes, or employing data-centric

approaches to update nodes selectively based on data relevance.

Efficient dissemination of sink location updates is a crucial aspect of utilizing mobile

sinks effectively in WSNs. Addressing this challenge ensures that the benefits of mobile

sinks, such as reduced energy consumption and improved network lifetime, are realized

without compromising the network’s performance due to excessive traffic and congestion.

Paper [47], presents the EAERP (Evolutionary Algorithm based Energy-Efficient Rout-

ing Protocol) for forming clustered wireless sensor nodes. The primary goal of this approach

is to distribute energy consumption evenly across the network to enhance its sustainability

and longevity by strategically selecting Cluster Heads Cluster Head (CH)s and Non-CH

sensors to join the nearby CHs to form clusters. Clustering helps in efficient data aggregation

and routing within the network.

However, the paper highlights several challenges, including the possibility of CHs

having insufficient energy levels to perform their assigned tasks effectively and uneven

energy consumption within the network, leading to sub-optimal cluster formation and

negatively impacting the network’s sustainability.

This non-optimized cluster formation can result in some nodes, including CHs, depleting
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their energy resources quickly, while others remain underutilized. These disparities can lead

to the emergence of hot spots in the network. The method may not result in optimalCH

selection and cluster formation. As a consequence, the WSN may struggle to operate

efficiently for an extended duration.

Addressing these issues in cluster formation, CH selection and energy balancing is crucial

for enhancing the longevity and efficiency of wireless sensor networks. Further research and

improvements are needed to define the optimized cluster formation, dynamic CH selection,

energy-aware routing to extend the network’s lifetime, load balancing techniques to evenly

distribute the data traffic among CHs and developing fault-tolerant mechanisms that can

adapt to the failure of CHs or other nodes can help in maintaining the network operation

even in the presence of node failures while mitigating the formation of hot-spots.

The paper [48], introduces a technique called EAUDC, which stands for Energy-Aware

Unequal Data Clustering, designed to address energy efficiency in wireless sensor networks

WSNs. It focuses on selecting Cluster Heads CHs unequally. The CH selection is based

on the average leftover energy of the nodes in the nearby CHs and adaptive rivalry ranges

which is important for optimizing the network’s performance. The Energy-Aware Unequal

Data Clustering (EAUDC) discusses the estimation of unequal competition ranges for CHs.

These ranges are used to determine how far a CH can effectively communicate with its

Base station (BS) while considering the energy constraints. The estimation of unequal

competition ranges is based on two factors, namely the distance between a sensor node

and the BS and residual energy level of nodes. Nodes with higher residual energy may be

assigned larger competition ranges. These two factors are taken into account jointly using a

weighted factor. However, the paper does not specify the criteria or method for selecting the

weighted factor. The selection of this factor could significantly impact the behavior of the

algorithm and network performance. Researchers implementing the EAUDC approach may

need to experiment with different weight values to optimize their network’s performance.

In [49], authors address the issue of energy consumption imbalance and the emergence
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of hot spots in the network by designing the CHs in WSNs with unequal cluster sizes based

on their distance to the sink as a key factor. The CHs that are closer to the sink have

fewer member sensors, and CHs that are farther from the sink accommodate more member

sensors. By allocating fewer sensors toCHs close to the sink, theseCHs are expected to

consume less energy since they handle a smaller amount of data traffic and have a shorter

transmission distance to the sink. Conversely,CHs farther from the sink can handle a larger

number of sensors but may consume more energy due to greater data aggregation and longer

transmission distances. This way the approach deals with the energy balancing across the

network and prevents hot spots from forming which can lead to network instability and

reduced network lifetime. By mitigating hot spots and optimizing energy consumption, this

approach aims to improve the sustainability and longevity of the WSN. It helps ensure that

the network can operate efficiently for a longer duration.

The work presented in [50] tackles the challenges of the hot spot problem, fault tolerance,

and load balancing in an integrated approach. The proposed Grid-based Fault Tolerant

Clustering and Routing Algorithms (GFTCRA) operate in a distributed manner, relying

solely on local information. This approach effectively addresses routing issues without the

need for re-clustering when a Cluster Head (CH) becomes inactive.

Addressing the hot-spot problem in WSN is crucial, where nodes close to the sink

experience faster energy depletion due to increased communication, potentially leading

to network isolation. In [51] paper proposes a solution by employing an integrated MAC

and routing protocol that organizes the network into tiers. Additionally, a quantification

algorithm is introduced to determine the optimal number of nodes in each tier, effectively

mitigating the hot-spot problem and enhancing the overall network lifetime. Although the

proposed solution involves a trade-off between the number of sensor nodes in each tier and

the overall WSN lifetime, the decreasing cost of sensor nodes makes this trade-off more

feasible.

To mitigate the formation of energy holes in a sensor network, a strategic deployment
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strategy involves allowing a non-uniform distribution of sensor nodes by incrementally

increasing their density around the base station. This approach prevents accelerated energy

depletion in proximity to the base station and effectively addresses the energy hole problem.

Alternatively, if sensor nodes are equipped with adjustable transmission power, such as

employing a shorter range for nodes near the base station and a longer range for those farther

away, the occurrence of energy holes can also be minimized, as suggested in [52].

The algorithm proposed in [52] introduces a Dynamic Transmission Range Adjustment

(DTA) mechanism, enabling sensor nodes to adapt their transmission range based on their

residual energy, thereby promoting balanced energy consumption. The network’s operation

is organized into rounds, during which sensor nodes employ the DTA algorithm to dynami-

cally adjust their transmission range according to their remaining energy levels, effectively

distributing energy consumption more evenly across all nodes.

In [53], the authors demonstrated that uniform and homogeneous deployment of nodes in

a network inevitably leads to uneven energy consumption. To address this, they introduced

a nonuniform node density approach, deploying more nodes in areas with higher energy

consumption. The proposed strategy aims for nearly balanced energy depletion by increasing

the number of nodes in geometric progression from outer coronas to inner ones, excluding the

outermost corona, in a circular multi-hop Wireless Sensor Network (WSN). This approach

involves dividing the sensor field into concentric coronas or rings around the sink, coupled

with q-Switch Routing.

Similarly, in [54], the authors explored nonuniform node distribution, focusing on energy

consumption in data transmission and asserting the possibility of achieving balanced energy

depletion. Introducing more nodes in the sensor field offers advantages such as improved

connectivity and higher reliability. However, this comes at a cost, and [55] follows a

similar strategy. Nevertheless, an excess of nodes introduces challenges such as wireless

interference, data conflicts, and redundancy, as highlighted in the literature.

Adjusting communication distances based on node proximity to the sink is a practical
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strategy to manage energy consumption. In [52], a dynamic algorithm is introduced, allowing

sensor nodes to vary their transmission range according to residual energy and distance to

the sink. A similar approach is employed in [56], particularly suitable for small networks.

The use of mobile sink nodes is another effective tactic, as studied in [57], which

identifies that moving the sink along the network’s periphery mitigates energy hole problems.

Additionally, [58] suggests that employing a mobile node as a sink maximizes lifetime,

albeit with increased routing algorithm complexity.

Data aggregation is a valuable technique to reduce the volume of data relayed to the sink,

thereby minimizing energy expenditure in nodes near the sink and alleviating energy-hole

issues. In [59], an energy-balanced data gathering protocol is proposed to address energy

consumption balancing problems, with similar strategies employed in [59]. However, it’s

worth noting that this approach may not be suitable when preserving the fidelity of collected

data is crucial.

Traditionally, wireless sensor network research has predominantly centered on homo-

geneous sensor nodes. However, contemporary studies are increasingly concentrating on

heterogeneous sensor networks, where sensor nodes exhibit dissimilar energy characteristics.

A notable consideration in heterogeneous sensor networks is nonuniform initial energy

distribution. In scenarios where node density remains constant, assigning varied initial

energy levels to nodes based on their proximity to the sink becomes a crucial strategy. In

[60], researchers implement this approach by allocating different initial energy levels to

nodes according to their distance from the sink. Notably, the energy levels are constrained

within predefined limits to ensure a controlled and effective energy distribution across

the network. This tactic aims to extend the lifespan of nodes near the sink, preventing

premature energy depletion and enhancing the overall performance of the heterogeneous

sensor network.

Mobile Wireless Sensor Network (MWSN)s present a unique set of challenges com-

pared to their stationary counterparts due to their dynamic topology. The complexity of
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routing increases, and existing clustering protocols for Wireless Sensor Networks (WSNs)

often encounter limitations related to connectivity, energy efficiency, fault tolerance, load

balancing, and mobility adaptation. In response to these challenges, Sabor (2018) introduces

the Adjustable Range-Based Immune hierarchy Clustering protocol (ARBIC) tailored for

Mobile Wireless Sensor Networks (MWSNs). ARBIC supports mobility and effectively

transmits sensory data to the base station over an extended period. The protocol reduces

overhead packets and computational time by initiating the clustering process only when the

residual energy of any cluster head falls below a predefined threshold.

In [61], a topology control algorithm is proposed for constructing a virtual backbone

in wireless sensor networks to maintain network connectivity. The Power-CDS (P-CDS)

mechanism is introduced to schedule active and backup sensor nodes in the backbone,

enhancing fault tolerance by adjusting transmission ranges when node failures are detected.

To enhance the accuracy of event detection in wireless sensor networks, [62] proposes a

scheme that leverages adjustable sensing and transmission radius for sensors. The system

initially deploys with 1-coverage, optimizing resource utilization. Upon event detection,

the scheme dynamically transitions to k-coverage to improve accuracy and robustness.

The adjustable sensing model, achieved through power adjustment, is formulated as an

optimization problem. The objective is to identify the optimal sensor set, adjusting sensing

and transmission radius to achieve the desired coverage degree. The optimization minimizes

a cost function considering energy consumption and achievable detection accuracy. This

approach not only ensures efficient resource utilization but also enhances the reliability and

accuracy of event detection.

Following extensive involvement of hot spots as relay nodes in data forwarding, the

energy of the hot spots depletes rapidly, leading to node depletion. An increase in dead

nodes in the network renders it isolated or less functional, particularly when crucial relay

nodes die early in the network’s lifespan. This impacts the packet delivery ratio (PDR), a

metric used to gauge network lifetime. Various alternatives have been explored above to
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enhance network lifetime in response to these challenges.

2.3 Problem Definition

2.3.1 Network Model

In this wireless sensor network scenario, uniform initial energy is assumed for all sensor

nodes, while sinks are considered to have infinite energy and can communicate both within

the network and externally. All nodes possess the same communication range, and energy

consumption for both sending and receiving is determined by the distance between nodes.

The network is modeled as a graph G(V, E), where V is the set of all sensor nodes

denoted as N, and the base stations or sink nodes denoted as S deployed in the network, i.e.,

V = N ∪ S. An edge (,) ∈ E exists if and only if the two nodes are within each other’s

communication range.

For each node to each sink, multiple paths P1, P2, ..., Pk are assumed, where k is a

positive integer (k ≥ 1). If a source node  and a sink S are not in direct communication

range, multi-path routing allows the source  to transmit data to the designated sink S by

following a path such as , ..., n, ..., S, where  ∈ N − {} and S ∈ S. Multiple such

paths are available for nodes to transmit data to sinks.

To optimize energy consumption, the source node selects the shortest path among the

possible alternatives when transmitting data to a sink. The goal is to minimize the energy

expended in sending and receiving data. Consideration of a graph with six nodes (A, B, C,

D, E, and F) is illustrated using an adjacency matrix, with the choice of alternate paths being

depicted based on the given matrix.
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Certainly, considering the adjacency matrix and identifying the possible paths from node A

to sink F based on the provided information:

Paths from A to F: P1 : A→ B→ C→ E→ D→ F

P2 : A→ B→ D→ F

P3 : A→ C→ E→ D→ F

P4 : A→ C→ B→ D→ F

These paths are determined by following the ”1” values in the adjacency matrix, repre-

senting the existence of edges between corresponding nodes.

The concept of choosing the shortest path for data transmission in a Wireless Sensor

Network (WSN is similar to the example where node A selects the second path (P2) as the

shortest path to send data to sink F.

In the context of WSNs, the issue of hot spot nodes arises, particularly when a com-

mon intermediate node (e.g., node C) is heavily utilized by multiple source nodes (e.g.,

V, Vj, Vk). This can lead to the premature depletion of node C’s energy, potentially causing

sub-networks to become isolated or reducing the number of nodes that can communicate with

the sink. Such nodes are also referred to as hot spot nodes, along with the sink neighbors.

Cut vertices, or cut points, in a WSN are nodes whose removal disconnects the graph,

leading to vulnerabilities in network connectivity. Referred to as isolated networks, these

scenarios occur when sub-graphs become disconnected. In earlier research, allowing

nodes to die necessitated network reorganization and the discovery of new paths, incurring
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increased costs due to frequent changes.

Recent research has explored the deployment of multiple sinks to extend network lifetime.

In [31], the authors propose a method to reduce sink maintenance costs by enabling a single

sink to be active at a time. This unique sink activation approach maintains the network’s

characteristics similar to a WSN with a single sink, while benefiting from the extended

network lifetime achieved through multiple sink deployment. Sink selection is performed

using CASS, and the shift rate is considered a crucial criterion for activating sinks.

The shift rate is defined based on the number of sensors that can connect to the sink at

different time instances. For example, if a sink S can be reached by p sensors in a network

of n sensors at time t, and after some time at tj ( < j), q sensors can connect to the sink

(q ≤ p), the shift rate is determined by this change in connectivity over time. This strategy

helps in efficiently managing sink activation and optimizing network lifetime.

Shift rateTn =
(Number of nodes connected to sink)tj
(Number of nodes connected to sink)t0

This approach, aims to prevent hot spot nodes from dying prematurely in the network,

which is achieved by setting a threshold on the energy usage of sensors before participating

in data transmission or acting as intermediate nodes in communication.

As previously mentioned, each node in the network may have multiple paths to reach

the sink. The source node selects the shortest path for data transmission, and the remaining

paths might be utilized after a network reorganization when certain nodes (hot spot nodes)

cease to function. In this approach, by delaying the occurrence of hot spot nodes dying

prematurely, thus increasing the chances of finding new paths to the sink.

To achieve this, set a threshold on energy usage, and before allowing intermediate nodes

to participate in communication, check if all nodes in the shortest path satisfy this threshold.

If they do, the source sends data using the shortest path; otherwise, we explore alternate

paths. If the next shortest paths have the same hop count, we choose the one with neighbors

having higher residual energy. The alternate path is used to send data instead of the earlier
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path, and this process continues till no node is unable to reach any of the sink with the

defined threshold value. In such case reduce the threshold to half of its current value. This

optimal Alternate path routing continues until the threshold reaches to 10% of the initial

energy.

This approach ensures that hot spot nodes are not allowed to die prematurely, enhancing

the network. To further extend the network lifetime, especially when network isolation

occurs due to dead connecting nodes, introducing adjustable communication or increasing

transmission range (ICR). By ICR of sensors and sinks, nodes can find new neighbors

within the expanded range. ICR with AP routing continues until no nodes have enough

energy to communicate with the current communication range. Although increasing the

transmission range may initially require more energy for communication, we optimize its

usage by adjusting the range only when establishing connections is not possible. This

strategy allows us to utilize the remaining energy efficiently, extending the network lifetime

and enabling the transmission of additional messages.

2.3.2 Energy model

The model proposed by [42] addresses radio characteristics, encompassing energy

dissipation during both transmitting and receiving modes. This model quantifies the energy

expenditure when transmitting a k − bt message over a distance d. The energy dissipation

for transmission (ET) is given by:

ET(k, d) = ET−eec(k) + ET−mp(k, d)

ET(k, d) = Eeec ∗ k + Emp ∗ k ∗ d2
(2.1)

Similarly, the energy dissipation for reception (ER) is given by:

ER(k) = ER−eec(k) = Eeec ∗ k (2.2)
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The parameters are defined as

ET−eec = ER−eec = Eeec = 50nJ/bt

Transmit Amplifier (Emp) = 100pJ/bt/m2

In the simulation, a symmetric radio channel is assumed, meaning the energy con-

sumption to transmit data from node A to node B is the same as from node B to node

A. Additionally, nodes periodically sense data from the environment. In the beginning of

the ICR algorithm, some nodes may be unable to communicate with the sink due to the

absence of hot spot nodes acting as routers. To address this, we adjust the communication

range of nodes to contact the sink using more energy. The transmission range is increased

by five units iteratively, searching for connecting nodes to reach the sink. This enables

the utilization of residual energy in nodes to send more messages either by establishing

connections with an increased communication range, avoiding connectors/hot spot nodes, or

by direct contact with the sink.

The algorithm is heuristic and leverages the existing communication and energy con-

sumption models. It opportunistically uses the energy consumption at each node, especially

at hot spot nodes, in a distributed manner to maximize the use of energy and extend the

lifetime of the network.

2.3.3 Network lifetime

In the literature, the evaluation of network lifetime in wireless sensor networks involves

various metrics, as outlined in studies such as [17, 39]. Some of the commonly used metrics

include:

1. the time until the first node dies

2. the time until the last node dies
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3. the time until a desired percentage of nodes die

In some scenarios

4. period until the entire region covered

5. N-of-N means the time duration until the first gateway dies

6. K-of-N means the time duration until K gateways out of N are alive

7. m-in-K of N means the time duration until all m supporting gateways, and overall a

minimum of K gateways are alive

8. In [63], along with the old definitions, they defined the total number of messages

received by the sink as a lifetime of the network.

In our work, the objective is to maximize the NL until no node can communicate with

the sink, achieved either through a multi-hop approach or by adjusting the communication

range (ICR). As long as nodes can send data to the sink, we consider the network to be live

and capable of collecting sensed data.

Traditionally, in WSN, the first set of gateways tends to exhaust their energy, leading

to reduced network connectivity. However, in our approach, we prevent hot spot nodes

from dying at the initial stage by actively seeking APs. Consequently, no node dies until

a specified threshold is reached, allowing sensors to continue sending data to the sink. As

long as nodes maintain communication with the sink, network connectivity persists, and the

NL is extended. In our scenario, the total number of messages received by the sink serves as

a suitable metric to define NL.
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2.4 Methodology

2.4.1 Enhancing WSN lifetime by sending the data through

Alternate path (AP)

Algorithm 1 outlines the procedure for enhancing the network lifetime of a wireless

sensor network by selecting alternative paths, ensuring that nodes live as long as possible.

Several assumptions are made for the construction of WSN:

1. Nodes (sensors and sinks) are randomly deployed, with each sensor capable of

communicating with at least one sink.

2. Homogeneous sensor nodes are considered, with predefined initial energy.

3. Sinks have infinite energy and can communicate with other sinks and the external

world.

4. Nodes identify their neighbors based on Euclidean distance by broadcasting a Hello

packet.

• If dst(,) fall under the given communication range then node  and  are

neighbors to each other

• otherwise they are not neighbors and communication can be established only by

using multi-hopping.

5. The above information is used to identify all possible paths from a source to the

current sink.

6. Sinks broadcast setup messages to determine paths from each sensor to the sink.

7. The source has the option to select the shortest path among all possible paths to

minimize energy consumption during data transmission.
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The network model, energy model, definition of NL, and the assumptions applied in

a (WSN) are consistently utilized throughout the thesis. These aspects may be adapted or

modified as necessary based on the specific work discussed in the thesis.

A tree is constructed with the sink as the root, considering the source as the child nodes.

The number of nodes reachable to the sink that satisfy the energy threshold TE is determined,

representing 100% of nodes capable of connecting to the sink. Initially, the shift rate of every

sink is 100%. As the network continues data transmission, the number of nodes connected

to the sink satisfying TE decreases, leading to a reduction in the shift rate from 100% to

%, where  < 100.

Data transmission begins from each source, and the energy consumption for transmitting

and trans-receiving data is calculated based on the formula in [42], considering a given

communication range. The algorithm implements periodic-driven application properties,

where all nodes periodically send collected data to the sink. Each node starts sending data

messages one by one, constituting a single turn. These turns continue until no node connects

to any of the sinks.

Algorithm 2 outlines the procedure for sending data messages from source to sinks

based on the energy threshold TE. Before transmitting data from the source to the sink, it is

ensured that the residual energy of all hops satisfies TE. If the source does not have sufficient

energy, the next node in line is allowed to send. If any intermediate node fails to meet TE,

the algorithm explores all multiple paths from the source to the sink. The algorithm selects

the alternate path with the shortest distance and all hops satisfying TE. This AP routing

continues until either a node with residual energy less than TE is found or no node can

communicate with the sink with the given TE.

If a node with residual energy less than TE is identified, the algorithm determines the

number of nodes that can connect to the sink satisfying TE. Based on this count, the shift

rate is calculated.

If the calculated shift rate meets the predefined criteria or no node can establish comm
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Algorithm 1: Enhancing network lifetime by Alternate Path

Input: Initial Energy of Sensor ES, Shift Rate, Number of Sensors n, Number of
Sinks m, Energy Threshold TE = 50% of ES , Energy required to act as a
Source ET , Energy required to act as Intermediate Node ETR,
Commn Range, Initial Sink S1, tot msgs = 0, lower bound=10% of ES

Output: Total number of messages received by all sinks tot msgs
Randomly deploy all nodes (sinks, sensors) ensuring that they can be connected to
at least any one of the sink;

repeat
Find the neighbors of all nodes in the network;
Find the shortest path from all nodes to initial sink;
Construct a tree by considering the selected sink as root node;
calculate the shift rate of the selected sink Crrent shƒ t rte;
/* shift rate is defined as the percentage of nodes

connected at tn and t0 */
if crrent shƒ t rte ≥ shƒ t rte then

if TE > oer bond then
count the number of nodes connected to the sink and satisfying the TE;
(no oƒ msgs, ess threshod, no more sendng) =
send msg threshod();
tot msgs += no oƒ msgs;
if ess threshod is true then

recalculate the crrent shƒ t rte;

if no more sendng is true then
calculate the network reach of all sinks. pick the sink with more
connected nodes satisfying the threshold as the next active sink;

goto step 2;

if TE ≤ oer bond then
count the number of nodes connected to the sink;
(no oƒ msgs, redeƒ ne netork cond) = send msg();
tot msgs += no oƒ msgs;
if redeƒ ne netork cond is true then

calculate the network reach of all sinks by considering the
reorganized network;

pick the sink with more network reach as the next active sink;
goto step 2;

until network reach of all sinks become 1;
if no node is able to send the message to all the sink with TE then

TE = TE/2;
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Algorithm 2: Message sending based on the energy threshold (ƒncton
send msg threshod)

Input: Initial Energy of Sensor ES, source, path, neighbors, Residual Energy[],
Number of Sensors n, Number of Sinks m, Energy required to act as a
Source ET , Energy required to act as Intermediate Node ETR, Current sink
S

Output: Number of messages received by sink sent msg, ded node cond
if Residual Energy(source) > TE then

if path exist from source to sink then
if all hops residual energy > TE then

send message to sink;
reflect the energy consumption in the respective hops;
if Resd Energy(hop node) ≤ TE then

ess threshod← TRUE;
break;

else
[pth est] ← ƒ nd possbe pths
(src, snk negh, pth, negh);

if pth est is true then
send the message to sink;
reflect the energy consumption in the respective hops;
if Resd Energy(hop node) ≤ TE then

ess threshod← TRUE;
break;

else
move to next source to send the message;

else
move to next source to send the message;

else
move to next source to send the message;

nication with the current sink, the CASS is triggered to choose a new sink; otherwise,

the current sink continues to be active. This cycle repeats with the new sink, and the shift

rate is redefined based on the assumed conditions. The new sink is selected by considering

the sink with a greater network reach, as per the updated definition.

Shift rateTn =
(Number of nodes connected to sink satisfying TE)Tn
(Number of nodes connected to sink satisfying TE)T0
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Algorithm 3: Message sending allowing nodes to die (ƒncton send msg) }

Input: Initial Energy of Sensor ES, source, path, neighbors, Residual Energy[],
Number of Sensors n, Number of Sinks m, Energy required to act as
Intermediate Node ETR, Current sink S

Output: Number of messages received by sink sent msg,
redeƒ ne netork cond

if path exist from source to sink then
send message to sink;
reflect the energy consumption in the respective hops;
if Resd Energy(hop node) ≤ ET then

redeƒ ne netork cond← TRUE;
break;

if Resd Energy(hop node) ≤ ETR then
redeƒ ne netork cond← TRUE;
break;

else
move to next source to send the message;

When no node can reach all the sinks with the considered TE, reset TE to half of its

current value. Begin selecting the sink with more nodes satisfying TE. This process persists

until the threshold reaches the lower bound, i.e., 10% of the initial energy of the sensor.

Exploring multiple paths to identify an alternate path entails avoiding nodes with residual

energy less than TE for forwarding the data message. By keeping these nodes alive using the

threshold, the energy of other nodes can be utilized to transmit the data message. Once the

threshold TE ≤ lower bound is reached, there is no further means to prolong the lifetime of

the hot spot nodes.

Algorithm 3 details the procedure for network reorganization and the continuation of

the message-sending process. When the hot spot nodes inevitably begin to die, and a dead

node is encountered, it signals the time to reorganize the network and recommence the data

message transmission. During this process, the calculation of the shift rate and the sink shift

are performed based solely on the shift rate in the Cluster Algorithm for Sink Selection

(CASS). If all nodes are unable to communicate with the sink, the network reach of all

sinks becomes 1, and the network lifetime cannot be further extended. Utilizing the residual
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energy of other nodes to follow alternate paths delays the premature death of hot spot nodes,

minimizes the need for reorganizations, and prolongs the network lifetime (NL).

The algorithm demonstrates a significant utilization of residual energy in comparison to

CASS. When applying the algorithm and making the network more dense with a sensor-to-

sink ratio of 100/4, 200/6, and 300/8, the results show improvements of 12.58%, 49.8%, and

67.6%, respectively, over CASS.

Following the utilization of residual energy from nodes to transmit data, numerous nodes

retain a significant amount of energy, which often goes to waste due to a lack of connecting

nodes to the sink. Referencing papers such as [43, 64] and the IRIS data sheet, where each

sensor node may have a different transmission level for data communication, it is observed

that such transmissions can draw more current from the battery. Rather than allowing the

energy of these nodes to remain unused, the algorithm introduces ICR, aiming to harness

this untapped energy and further extend the network lifetime.

2.4.2 Increasing the network lifetime using ICR

Each sensor node is initially deployed with a specified communication range denoted as

 units in a designated region. This implies that a node can establish communication with

all other nodes within a distance of  units. Following a designated period, denoted as T,

the sensors in the network are expected to adjust their communication range from  units to

 + y units, where y is a constant. This adjustment is based on the energy consumption

procedure implemented by the sensors, with the assumption that the sensors will utilize

energy from their batteries to send and receive data depending on the distance between the

sender and receiver nodes. In the context of WSN, energy consumption is proportional to the

distance between the transmitting and receiving nodes. Nodes endowed with the capability

to adapt their transceivers to variable distances are referred to as nodes with an increased

communication range.

To implement a WSN with a variable communication range, it is assumed that the
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sensors are equipped with adjustable transceivers capable of sending data even when the

distance exceeds the originally defined communication range at the time of deployment. The

proposed AP algorithm with CASS based sink selection is applied on a WSN until no more

messages can be sent to any of the sinks from any source node. In this scenario, the sensors

are allowed to increase their communication range by y units to send additional messages

from sources to any of the sinks by re-organizing the network with new communication

range. This helps in extending NL) by transmitting more messages. After ICR, the AP

with CASS algorithm continues with data transmission. This process continues until no

nodes can communicate with ICR. ICR continues until no node is left with enough energy

to establish a network with the revised communication range.

The procedure is described step by step in algorithm 4.
Algorithm 4: Enhancing the network lifetime by Variable Communication Range

Output: Number of messages received by sink
repeat

Increase the existing communication range by 5 units;
Run the algorithm Enhancing the network lifetime by Alternate Path;

until no node have enough energy to communicate;

2.5 Experimental Setup & Results

In this section, exploring the experimental setup and performance analysis of the pro-

posed methodologies alongside CASS [31]. The key performance metric under evaluation

is the network lifetime, quantified in terms of transmitted messages.

• Network Life Time: Number of messages received by all the sinks until no more

communication established between the nodes

The experimental setup is consistent throughout the thesis, incorporating additional input

parameters specific to the addressed problems.
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A Wireless Sensor Network was simulated using MATLAB, deploying sensors and sinks

randomly. The simulation assumes that all sinks possess infinite energy for communication

with the outer world and the nodes within the network. AfterA lower deployment, the

neighbors of all nodes (sensors and sinks) are identified based on communication range and

Euclidean distance between nodes.

Following the determination of node neighbors, a sink is selected, and message trans-

mission begins using the proposed AP routing. In this simulation, the network lifetime is

gauged by the number of messages received by all sinks. An increase in the message count

signifies the improvement of the network lifetime. Experiments were conducted on various

data sets with different network sizes. The input data details are presented in Table 2.1.

Grid Size 100 X 100
Initial Energy of Sensors 100 Joules
Communication Range 15 units
Shift Rate 90% - 45%
Number of Sensors 100, 200, 300
Number of Sinks 4, 6, 8
Lower bound of Energy Threshold 10% of the Initial Energy

Table 2.1: Input Data Information

The number of sinks was increased in the improved sensor configurations, and subse-

quently, variable communication ranges were applied for each combination of sensors and

sinks to observe the network lifetime.

The algorithm was tested with a communication range set at 15 units. The results

presented in Figure 2.1 offer a comparative analysis of CASS, AP routing, and AP routing

with ICR over a 100-node network with 4 sinks. The experiments were conducted across 30

test cases, revealing that AP routing and AP routing with ICR exhibited an improvement of

12.4% and 37.9% over CASS respectively. However, in some test cases, AP routing showed

nearly the same NL as CASS, attributed to the network topology formed by the random

deployment of sensor nodes and sinks. The introduction of ICR in conjunction with AP

55



Figure 2.1: Comparison of NL on CASS, AP, and ICR over a 100 node network

routing demonstrated significant improvement in all test cases. Notably, ICR was applied

to the network after the energy depletion of hot spot nodes, eliminating the side effects of

random deployment.

The experiments were extended to include 200 and 300 sensor nodes deployed in a

100 x 100 grid, featuring 6 and 8 sinks, respectively. The results are illustrated in Figures

2.2 and 2.3. In Table 2.2, it is evident that AP routing and AP routing with ICR exhibited

improvements of 49.8% and 72.2% in the case of 200 nodes with 6 sinks, and 67.6% and

87% for 300 nodes with 8 sinks. Figure 2.4 provides a comparative analysis between CASS,

AP routing, and AP routing with ICR as the network density increases in terms of sensor

nodes and sink nodes.

In all the cases, the Alternate path approach has shown a considerable improvement of

12.5% over CASS. Later the experiments were done on the same data set by decreasing

communication range to 10 units and 7 units. The results are shown in Table 2.3. When

we study the table, by decreasing the communication range, the network lifetime also
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Figure 2.2: Comparison of NL on CASS, AP, and ICR over a 200 node network

Number
of sensor
nodes

CASS AP AP with ICR % of im-
provement
of AP over
CASS

% of im-
provement
of AP with
ICR over
CASS

100 nodes 664680 746868 916579.5 12.5 37.9
200 nodes 1315358 1970261.5 2265113.7 49.8 72
300 nodes 2141116.7 3587780.8 4003358.7 67.6 87

Table 2.2: Average of NL on all variation with increased sensor nodes

gradually decreases and the improvement comes down from 14.47% to 4.90% and 3.03%

in a 200-sensor node network. We can observe from the percentages that by reducing the

communication by five units only, the improvement rate suddenly dropped from 14.47% to

4.90% on a 200-sensor node network.

Increasing the network density and maintaining a transmission range of 15 units across

5 test cases resulted in an improvement rate of up to 19.08% compared to CASS. However,

when the communication range was changed to 10 units and 7 units, the network lifetime

began to decrease to 14.00% and 2.96%, respectively. These results emphasize the impact

of not considering a feasible communication range, particularly in a dense WSN. Given this
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Figure 2.3: Comparison of NL on CASS, AP, and ICR over a 300 node network

observation, subsequent experiments continued with a communication range of 15 units,

deemed a feasible value.

No. of
Test
Cases

No. of Sen-
sors / Sinks

Commn.
Range

Avg. Inc.
of Alternate
Path over
CASS

5 100 / 4 15 8.75
5 200 / 6 7 3.03
5 200 / 6 10 4.90
5 200 / 6 15 14.47
5 300 / 8 7 2.96
5 300 / 8 10 14.00
5 300 / 8 15 19.18

Table 2.3: Study of finding a feasible communication range based on CASS and AP

Experiments were conducted on all test cases by varying the shift rate from 90%, 85%,

..., 45%. Results for 20 test cases on a 100-sensor network are presented in Figure 2.5. Upon

observation, no significant change in NL was noted for each test case with varying shift

rates, indicating that, for a 100-sensor network, the shift rate does not have a substantial

impact on network lifetime. Similarly, AP and AP with ICR were tested on 20 cases with
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Figure 2.4: Average study of all approaches on a WSN making it denser

variable shift rates, and the results are illustrated in Figure 2.6 and Figure 2.7, respectively,

with minimal differences in NL.

The experiments were extended to 200-sensor and 300-sensor networks with varying

shift rates. One test case result from a dense network is presented here, showcasing the

results obtained using CASS, AP routing, and AP routing with ICR in Figure 2.8 and Figure

2.9, respectively. The outcomes suggest that the shift rate does not exert a significant

influence on NL.

2.6 Summary

This chapter outlines an approach to maximize the utilization of residual energy in

WSNs for enhancing NL. The strategy involves employing the AP routing from source to

sink to prolong the lifespan of hot spot nodes and dynamically adjusting the communication

range ICR opportunistically. By doing so, all nodes, including hot spot nodes, are allowed

to operate until the residual energy of nodes in the network reaches a lower bound. This
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Figure 2.5: Varying shift rate from 90% - 45% on CASS - 100 node network

Figure 2.6: Varying shift rate from 90% - 45% on AP - 100 node network
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Figure 2.7: Varying shift rate from 90% - 45% on AP routing with ICR - 100 node network

Figure 2.8: Varying shift rate from 90% - 45% on all approaches - 200 node network
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Figure 2.9: Varying shift rate from 90% - 45% on all approaches - 300 node network

methodology restricts the energy usage of hot spot nodes, enabling the network to transmit

more messages with an increased Packet Delivery Ratio (PDR) compared to CASS.

AP routing proves effective in improving NL, particularly in dense WSNs. The combi-

nation of AP routing and the use of ICR contributes to extending the NL by leveraging the

remaining energy of nodes. This approach demonstrates superior performance over both

AP routing and CASS. Moreover, the paper emphasizes the advantage of AP routing in

exploring available paths and rerouting data messages, thereby delaying the premature death

of hot spot nodes and reducing frequent path updates associated with reorganization.

Simulation results indicate that AP routing yields promising outcomes, especially in

denser network configurations. When the network is no longer connected to any sink,

dynamically adjusting the communication range (ICR) ensures that the residual energy of

remaining nodes is effectively utilized to further enhance NL compared to AP routing and

CASS. In conclusion, the variable shift rates are observed to have no significant impact on
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NL in the context of the proposed schemes.

However, identifying the residual energy of all relay nodes at the initial data transmission

stage by a source node will require more control message communications. It thus will

increase the traffic in the network. All these require more energy to communicate via control

messages, but still, this information helps us successfully deliver more messages than usual.
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CHAPTER 3

Reliable Data Delivery and Lifetime

Enhancement in a Wireless Sensor

Network

3.1 Introduction

WSNs have emerged as the preferred solution for developing and implementing advanced

monitoring and control systems, as highlighted in previous works [1, 7]. The deployment of

numerous cost-effective sensors has become feasible, enabling extensive monitoring across

diverse terrains such as the Earth’s surface, underwater realms, and the atmosphere [65]. A

key advantage of sensor networks lies in their ability to extend computational capabilities to

physically inaccessible environments, offering a means to operate in hostile, challenging, or

ecologically sensitive areas where human presence is impractical [66, 67].

Sensor networks have the potential to operate continuously in remote habitats, providing

valuable data about the environment and facilitating data transmission to end-users [8]. At

the core of WSNs are the sensor nodes—devices equipped with sensing, computation, and

communication capabilities. These sensor nodes, tailored to monitor various phenomena

such as temperature, light, motion, pressure, and humidity based on application requirements,

play a central role in collecting and processing data [68].

The processing module within a sensor node performs computations on both locally
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sensed data and information received from neighboring sensors. Simultaneously, the com-

munication module facilitates the exchange of data packets among adjacent nodes, forming

a network that provides coverage over expansive environments [1, 68]. Given that individual

sensors offer limited information, the collaborative efforts of a sensor network become

essential for comprehensive coverage across large-scale environments. These sensor nodes

are responsible for continuously collecting data from the surrounding environment and trans-

mitting it to the sink node. In typical scenarios, numerous sensor nodes, ranging from a few

tens to thousands, are strategically deployed across a designated area of interest. Through

wireless communication, these nodes autonomously organize into a network, fostering

collaboration to achieve a shared objective [7].

The sensor nodes operate by sensing data from their respective environments and

autonomously sharing this information within the network. The sink node, positioned to

receive data from all the distributed sensor nodes, plays a crucial role in processing the

collected data before forwarding it to the end user. This collaborative and self-organizing

nature of WSNs enables efficient data collection and dissemination across the network,

contributing to the accomplishment of common tasks [7].

The traffic dynamics within WSNs pose challenges, particularly near the sink, as all

sensor nodes transmit their sensed data in its direction. This congestion around the sink

can lead to packet loss, exacerbated by factors such as transmission errors, collisions,

interference, node failures due to energy depletion, and unforeseeable issues due to limited

resources which unable to handle the processing demands [69]. Additionally, the limited

range of sensor nodes may necessitate data to traverse numerous hops, introducing multiple

points for potential errors and packet loss.

Ensuring the dependable transmission of vital data from sensor nodes to the sink is

essential for the success of environmental monitoring. The necessity for data recovery arises

from the occurrence of packet loss caused by a variety of factors. The ongoing challenge

in WSNs lies in addressing the inherent unreliability of wireless links, coupled with the
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limitations imposed by resource constraints in sensor nodes. The pursuit of a reliable data

transfer mechanism from sensors to the sink continues to be a central focus in the continuous

development of WSN technologies.

In resource-constrained Wireless Sensor Networks (WSNs), ensuring both energy ef-

ficiency and reliable data transport is vital for optimal performance in monitoring and

control systems. The primary strategies employed to enhance reliability in WSNs in-

clude re-transmission and redundancy. While traditional research has primarily focused

on re-transmission-based reliability, which involves recovering lost data packets through

retransmission, this approach can lead to increased transmission overhead, energy depletion,

network congestion, and compromised data reliability.

Redundancy-based reliability in data transmission involves using coding schemes to re-

cover lost or corrupted bits within a packet, minimizing transmission overhead by correcting

only affected bits. Both retransmission and redundancy can be applied on a hop-by-hop or

an end-to-end basis. In the hop-by-hop method, intermediate nodes handle re-transmission

or redundancy, reducing the memory load on source and relay nodes. Conversely, the

end-to-end approach limits these processes to the source and destination nodes, potentially

leading to memory scarcity and operational issues for the source node. Additionally, deter-

mining the required data quantity introduces packet-level and event-level reliability concepts.

Packet-level reliability ensures all packets from relevant sensor nodes reach the sink, while

event-level reliability focuses on providing sufficient information about a specific event.

Acknowledgments are commonly used in multi-hop WSNs to achieve re-transmission-

based reliability, with explicit Acknowledgment (eACK, NACK) and Implicit Acknowledge-

ment (iACK) mechanisms. While eACK, NACK involve special control messages, iACKs

exploit the broadcast nature of the wireless channel, reducing transmission overhead.

In summary, the choice between re-transmission and redundancy, as well as between end-

to-end and hop-by-hop mechanisms, depends on the specific requirements of the application

and the nature of the WSN.
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3.1.1 Definitions

1. Reliable Node: A node is considered reliable when it consistently forwards all received

data packets from other relay nodes without dropping any messages. The percUR of a

reliable node is 0.

2. Unreliable Node (URNode): A node with varying probabilities of forwarding data

packets. If a node is unable to handle demands from other nodes due to limited

processing and memory resources, it may drop received messages. A node exhibiting

dropping probability due to resource constraints is referred to as a URNode.

3. Probability of Unreliability (percUR):This parameter signifies the probability of

unreliability exhibited by a URNode and is considered within the range of 10 to 50

with a difference of 10. For an instance, considering 20% as the percUR for a set of

URNodes then every URNode has a probability of dropping a message at most 20

times out of 100 times.

4. Network Lifetime (NL): In a Wireless Sensor Network (WSN), NL is quantified by

the messages received by the sink nodes.

5. Message Drop: An URNode engages in message dropping when it receives unmanage-

able demands for data forwarding from other relay nodes, leading to the non-delivery

of data messages or packets based on the defined percUR.

3.2 Literature survey

In [70], a Directed Flood-Routing Framework (DFRF) is introduced for WSNs, provid-

ing a foundation for the modeling and rapid development of application-specific routing

protocols based on directed flooding. This framework utilizes flood-routing protocols, which

are probabilistic methods that exert best-effort routing for data packets.
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The presented approach integrates SWIA (Selective Wireless Information Assurance)

as a dependable packet recovery mechanism in Wireless Sensor Networks (WSNs). SWIA

employs iACK (implicit acknowledgment), where a transmitting node monitors the channel

after sending a packet to verify if the receiver has subsequently forwarded the packet

towards the destination. The utilization of iACK in SWIA provides a significant advantage

by avoiding additional packet overhead. However, in cases where the sender does not

receive any acknowledgment (ACK), the packet is considered lost, and for reliability,

each lost packet undergoes re-transmission. This continual re-transmission of packets

exacerbates challenges related to channel contention and network congestion. Furthermore,

the framework supports automatic data packet aggregation and facilitates in-network data

packet filtering and modification.

In [69], Reliable Transport with Memory Consideration (RTMC) protocol is introduced

as a transport layer protocol specifically tailored for sensor nodes with limited memory.

Functioning with both hop-by-hop re-transmission and congestion control, RTMC ensures

smooth and reliable data transport. To tackle memory overflow concerns, packet headers

are enriched with memory information, which is shared among neighboring nodes. The

source node transmits data segments until the relay node’s memory is full, and reliability is

upheld by holding forwarded segments at the sender until acknowledgment is received. The

protocol aims to optimize channel resources, facilitating the delivery of all segments to the

sink with low transport time and minimal memory cost. While validated on real test beds,

scalability poses a challenge for RTMC, potentially impacting performance in scenarios

with a large number of nodes and dynamic topologies. The increased storage requirements

per hop raise concerns about memory overflow, leading to packet loss and compromising

reliability.

The Reliable Bursty Convergecast (RBC) protocol, presented in [71], aims to improve

channel utilization in bursty convergecast within multi-hop WSN. It employs a window-less

block acknowledgment scheme, ensuring continuous packet forwarding by utilizing an
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adaptive timer mechanism for re-transmission timeouts. The protocol replicates acknowl-

edgments for packets to alleviate channel contention caused by re-transmissions in large

bursts of packets destined for the sink from various locations. However, the introduction

of priority schemes for transmission scheduling raises concerns about potential indefinite

waiting for lower-priority packets in the queue, leading to increased latency and unnecessary

queue occupancy. While RBC demonstrates enhanced reliability compared to stop-and-

wait implicit acknowledgement (SWIA), there is a lack of validation regarding its energy

consumption, a critical aspect in the context of WSNs.

In [72], the Energy-efficient and Reliable Transport Protocol (ERTP) is proposed with

a focus on energy constraints in WSNs. ERTP, a link-oriented packet reliability protocol,

addresses energy efficiency and loss recovery at each hop, offering statistical reliability

based on the quantity of received data packets at the sink. Leveraging the SWIA mecha-

nism for packet recovery, ERTP employs a re-transmission timeout estimation mechanism

dynamically reducing re-transmissions to conserve energy. Unlike RBC, ERTP has been

validated with a low transmission rate and minimal congestion, contributing to improved

overall performance. The protocol utilizes a Low Power Listening (LPL) MAC protocol

for iACKs, reducing overhearing and subsequent packet loss. While some issues persist,

ERTP demonstrates superior performance in scalability, energy efficiency, and reliability

compared to other schemes in the same category.

In [73], the Tunable Reliability with Congestion Control for Information Transport

(TRCCIT) is introduced as a protocol aiming to deliver reliable data transmission in diverse

network conditions and application scenarios. The protocol employs a localized Hybrid

Acknowledgment (HACK) mechanism and a timer management system. HACK combines

iACK and eACK, NACKs, primarily utilizing iACKs, while allowing the next hop neighbor

to send an eACK, NACK to the sender to prevent unnecessary re-transmissions. The adaptive

re-transmission timeout mechanism is based on buffer occupancy, maintaining a balance

between incoming and outgoing messages at each node. TRCCIT not only offers improved
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reliability compared to RBC but also addresses key issues such as timeliness, adaptive

timers, HACK, and energy efficiency under dynamic network conditions.

The Reliable Multi-Segment Transport (RMST), introduced in [74], proposes a sink-

centric link-oriented packet reliability scheme based on eACK, NACKs. RMST provides

caching and non-caching modes, deciding whether to store data segments for re-transmission.

It utilizes selective eACK, NACKs, and timer-based mechanisms for loss detection. While

suitable for WSNs dealing with large-sized data transfers like images, RMST only performs

fragmentation/assembly at the source and destination, leading to potential delivery order

issues. This may contribute to increased channel contention and in-network congestion due

to a growing number of fragments. Additionally, RMST does not address the possibility of

eACK, NACK implosion, where downstream nodes issue a chain of eACK, NACK requests

in non-caching mode for detected gaps within transmitted fragments.

In addressing the downstream reliability of control messages and sensor software updates

from the sink to sensors, [75, 76] propose hop-by-hop mechanisms known as Pump Slowly

Fetch Quickly (PSFQ) and GARUDA, respectively. These mechanisms aim to disseminate

control messages or software code segments downstream with reliability, utilizing re-

transmission for loss detection and data recovery. PSFQ employs a strategy of pacing

data at a slow speed (”pump slowly”) from the source node, allowing nodes experiencing

data loss to aggressively fetch missing segments from their local immediate neighbors

(”fetch quickly”). The pump operation consistently broadcasts code segments, while the

fetch operation commences when intermediate nodes detect a gap in sequence numbers.

PSFQ, however, requires all nodes to cache received packets, making it less suitable for

memory-constrained sensor nodes. It is better suited for infrequent node reprogramming

scenarios rather than continuous operations.

In the GARUDA protocol proposed in [76], designed for downstream reliability, the

objective is to ensure the reliable delivery of query-metadata and control codes to the down-

stream nodes. GARUDA designates certain nodes in the network as core nodes responsible
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for re-transmitting lost packets, utilizing an Availability Map (A-map) to avoid unnecessary

re-transmission requests. However, GARUDA introduces an additional core construction

stage, potentially causing high latency in large sensor networks. The reliability guarantee

is limited to the transfer of the first packet, making it less efficient for main functions in

environmental sensing scenarios. Similar to PSFQ, GARUDA may be considered overkill

if used for primary tasks in environmental sensing due to the associated complexities and

potential latency issues.

This section has explored several schemes that target packet-level reliability through link-

oriented methods for recovering lost packets. Link-oriented approaches have demonstrated

greater reliability, time efficiency, and energy efficiency compared to connection-oriented

schemes, as loss recovery occurs at each hop rather than at the end nodes. A common

challenge in both categories, focusing on packet-level reliability, is the insistence on ensuring

the safe delivery of every packet to its destination. While each scheme achieves this

requirement in a unique way tailored to specific applications, it is essential to recognize that

many WSN applications can tolerate a certain degree of packet loss. Allowing for some

level of packet loss not only conserves the limited energy of sensors but also enhances

overall system reliability.

In the context of WSN, a sensor node is considered ”dumb” when it can sense its sur-

roundings but faces communication limitations due to reduced range caused by adverse

environmental effects. This temporary behavior may lead to node isolation during unfa-

vorable conditions, with reconnection occurring when the environment becomes favorable

again. In [77], the impact of dumb nodes in stationary WSNs is explored. While an energy-

efficient WSN typically achieves complete network coverage with a sufficient number of

activated sensor nodes, the presence of dumb nodes introduces wasteful power consumption,

diminishing NL. This behavior negatively affects the performance of WSN applications,

leading to a degradation in network performance, as demonstrated in the findings presented

in [77].
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In [78], the focus is on achieving energy-efficient and reliable data delivery in WSN.

Packet loss, a common issue in networks, hampers reliable data transmission rates, neces-

sitating re-transmissions to improve reliability. However, an increase in re-transmissions

leads to higher energy consumption and packet delivery delays. The paper presents a Rout-

ing mechanism for WSNs based on Learning Automata. This approach utilizes learning

automata to calculate the selection probability of the next node in a routing path, taking

into account the node’s score, link quality, and previous selection probability. Additionally,

the paper introduces an energy-efficient and reliable routing mechanism that combines

learning automata with the A-star search algorithm. This integrated approach determines

optimal routing paths by considering factors such as residual energy, link quality, free buffer

space, and distance. Simulation results demonstrate the algorithm’s effectiveness in reducing

energy consumption, data delivery delay, and data transmissions, thereby enhancing overall

NL.

The integration of technologies in the Internet of Things (IoT), such as WSN, edge

computing, and cloud computing, addresses applications like environmental monitoring

and disaster surveillance. However, IoT devices face challenges with limited resources

like battery, communication bandwidth, and processing capacities. Load balancing, fault

tolerance, and energy and memory efficiency are crucial concerns for data dissemination in

IoT networks. In addressing these issues, [79] proposes a cross-layer optimization approach,

integrating data-centric storage into distributed data storage mechanisms. The Collaborative

Memory and Energy Management heuristic, solved using a genetic algorithm, outperforms

existing approaches in various IoT scenarios by enhancing memory and energy efficiency

while supporting load balancing.

In a WSN utilizing multi-hop routing over error-prone wireless channels, conventional

approaches keep all nodes awake, leading to increased energy consumption. However, [80]

introduces a sleeping multi-path routing approach that selects a minimal number of disjoint

paths to meet reliability requirements. This strategy puts the rest of the network to sleep,
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prolonging the NL while achieving a trade-off between reliability and energy efficiency.

In [81], the deployment problem of heterogeneous WSNs is addressed as it is one of the

effective way to increase NL and reliability.

3.3 System Model

3.3.1 Assumptions

• All sensor nodes equipped with iACK technique with re-transmission reliability using

hop-by-hop at packet level

• Considering a random set of nodes as URNodes

• percUR is predefined for a given set of URNodes and network handles the URNodes

not to drop the message beyond the defined percUR

• the URNode is dropping the message due to the limitations on processing and memory

like a dumb node discussed in section 3.2

• The NL is defined as the total number of messages delivered by all the sinks until

no node is unable to communicate with any of the sinks, as discussed in [16, 82].

Additional details can be found in Section 2.3.3.

3.3.2 Network model

In the deployment of sensor nodes and sink nodes within the target region, sink nodes

initiate a hello message broadcast to identify reachable nodes and establish a wireless sensor

network. The network is modeled as a graph G(V, E), where V represents the set of sensor

nodes (N) and sink nodes (S). Multi-hop communication is essential for data transmission,

given the large deployment area and limited communication range of individual sensor
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nodes. Each source node determines multiple paths to reach the sink, selecting the shortest

path for energy efficiency. The CASS approach then activates a sink in the network. A

random set of Unreliable Nodes (URNodes) with a predefined probability of unreliability

(percUR) is considered, and the network manages URNodes to prevent excessive message

dropping. For a comprehensive understanding of the network model, please consult Section

2.3.1.

3.3.3 Energy model

The energy model for radio characteristics, encompassing energy consumption in trans-

mitting and receiving models for sending a k-bit message over a distance d using the radio

model, is expounded in [42, 82]. In our simulation scenarios, we made specific assumptions,

including the symmetry of the radio channel, where the energy consumption for transmitting

data from node A to node B is equivalent to that from node B to node A. Additionally, it

was assumed that nodes within the network transmit sensed data periodically to the sink,

as discussed in [82]. For a more detailed explanation of the Energy model, please refer to

Section 2.3.2.

3.3.4 Reliability model

At the initial stage of network setup, a subset of nodes is randomly selected as URNodes

with a predefined percUR.

1. Percentage of URNodes: The number of URNodes is determined based on the net-

work density, i.e., the total number of nodes deployed in the network. The URNodes

constitute 5%, 10%, 15%, 20%, and 25% of the deployed sensors, varying in in-

crements of 5%. For example, if x% of the deployed sensor nodes in a region are

designated as URNodes, the number of URNodes increases proportionally with the

network density. For instance, if 15% of the nodes are designated as URNodes in
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a network with 100 nodes, then the number of URNodes will be 15 nodes. In a

network with n nodes, and x% of URNodes then the formula to determine the count

of URNodes is (n∗ )/100.

2. Percentage of Unreliability: This parameter defines the probability of a message being

dropped by an URNode. For example, if a node UN is identified as an URNode with

a percUR of 40, it implies that, on average, UN is permitted to drop a message up to

40 times out of 100. The probability of message drop by an URNode is unpredictable,

as it depends on the availability of resources at the time of message forwarding.

3.3.5 Adjustable Communication Range

Adjusting the communication range is crucial for addressing the challenge of reliability

in data transmission caused by URNodes. In addition to enhancing the NL, this adjustment

aims to reduce message drops resulting from the dropping tendency of URNodes. Nodes

dynamically modify their communication range to bypass URNodes and reach the next

non-URNode effectively. This not only improves the NL but also mitigates the drop rate

caused by URNodes. Previous studies, such as [3, 52, 83], have highlighted that adjusting

the communication range can prolong the network’s lifetime and alleviate the energy drain in

hot spot nodes. While this adjustment may slightly reduce the number of messages initiated

towards a sink, it contributes to delaying energy hole formation, thereby enhancing overall

network reliability.

3.4 Proposed method:

After establishing the network through Hello messages for neighbor identification and

control messages from the sink to establish the path, one of the sinks is selected as the

active sink. This choice is made based on the assumption that all sinks have good network
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reach in the initial phase. The sink with the smallest ID is considered as the initial active

sink. Initially, the sink broadcasts the set of URNode ID’s to all sensor nodes, and each

node maintains a list of URNodes present in the network. Given that each URNode has a

probability of dropping a message, every sensor node permits the inclusion of URNodes in

the path routing.

The AP approach, outlined in Algorithm 5, is executed without considering the percUR

of the relay node. All sensor nodes begin sending their sensed data to the sink, assuming that

all relay nodes behave reliably during data transmission. In the routing path, if an URNode

(denoted as ) encounters and drops a message due to resource unavailability, the node 

preceding URNode  identifies the message drop using the iACK mechanism. Subsequently,

node  initiates the AP routing algorithm. The neighbor nodes of  (excluding ) report the

hop count to reach the active sink and their residual energy. Node  then selects the shortest

path among the listed alternatives to reroute the message. In case multiple neighbor nodes

have the same hop count,  prioritizes the one with higher residual energy. Before updating

the new path over the old path, node  ensures that the neighbor node does not belong to

the set of URNodes to minimize the number of re-routings. If no such neighbor node exists

under the specified conditions, node  allows the message to drop. Otherwise,  selects an

optimal path as per the AP algorithm to reroute the message. This process continues until

either the sink receives the message or it is dropped by an intermediate node.

If node  fails to find an AP, it has several alternatives to handle the data message,

depending on the capacity and availability of the sender node. In the given condition,  can

choose any of the following options:

• Drop the message if buffer space is unavailable.

• Retain the message for aggregation if space is available.

• If the application is not time-sensitive, defer the message for later resending.

When node  is evaluating alternative neighbors to reroute a data message, it may
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encounter a situation where it has an inactive sink node as a direct neighbor. From the

perspective of the sink, node  is a direct neighbor (as described in the hot spot node

concept in Chapter 2), as outlined in Algorithm 6. When comparing the energy consumption

of rerouting a data packet to the active sink versus rerouting it to an immediate inactive

sink, the optimal solution is to reroute the packet to any sink, considering that all sinks are

interconnected. Rerouting to any sink offers an optimal solution for the network, extending

its NL compared to rerouting to the active sink alone. In this scenario, the inactive sink

needs to be temporarily activated to receive the data packet from node , optimizing energy

consumption while improving NL and reducing the drop rate.

Similarly, when prioritizing reliability over NL enhancement, the approach involves

adjusting the communication range to skip URNode when re-routing is not possible. This

variation emphasizes reliability at the expense of compromised NL and is presented in

Algorithm 7. In this approach, the ICR operates by skipping a specified number of hops. For

instance, if the system allows skipping at most 1 hop, then node  adjusts its communication

range to reach the next hop by bypassing URNode . If within the hop skip count, the next

hop continues to drop the message, and no AP is found for re-routing, and the hop skip

count exceeds the specified limit, then node  drops the message. By skipping one hop, the

node ensures reliability more than rerouting to the active/current sink. The application of

ICR results in a drastic decrease in the energy depletion of relay nodes, allowing the sensor

node to function for a shorter time based on residual energy.

Applying the ICR variation in AP routing to the current sink and any sink ensures

improved reliable data delivery compared to the reliability achieved in the two variants

discussed in Algorithm 5 and 6.
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Algorithm 5: Reliability model with Alternate path routing to active sink

Input: URNodes[],perc unreliability,path[],AP[][],neigh[][], intermediate nodes
,

// Node  sending the data packet to relay node  Output: AP-R[] ,drop UR
//Reliable transmission of data packet with Alternate Path re-routing to currents sink
// h sends the data to hj and watches hj
if Relay node  is a URNode then

if  forwards the message then
update energy;
discard the local copy from sender node ;

else
look for AP;
if AP found then

update the previous path with the AP;
else

Drop the message;
drop UR=drop UR+1;

Algorithm 6: Reliability model with Alternate path routing to any sink

Input: active sink S, inactive sink Sj, neigh[][], intermediate node 
Output: AP-R[]
//Reliable transmission of data packet with Alternate Path re-routing to any sink
// Active sink - S and Inactive sinks - Sj if neighbor of  is Sj then

temporary activation of Sj;
reroute the data packet to Sj;
update the energy consumption of node ;
Increment the successful message delivery;
Reactivate the previous active sink S;
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Algorithm 7: Reliability model with optimal routing AP with ICR

Input: neigh[][], intermediate nodes ,, hop skip
Output: AP-R[]
//Reliable transmission of data packet with Alternate Path re-routing with ICR
// h sends the data to hj and watches hj
if Relay node  is a URNode then

if  forwards the message then
update energy;
discard the local copy from sender node ;

else
look for AP;
if AP found then

update the previous path with the AP;
else

Adjust the communication range to skip  and reach the next relay node
of  say p if p is a URNode then

if p not forwarding the message then
if AP not found then

if ICR upto the mentioned number of hop skips then
Drop the message;
drop UR=drop UR+1;

These algorithms continue until the network reach of sinks becomes 1, indicating that

either the nodes do not have enough residual energy to communicate with the sink or the

network has divided into multiple isolated chunks that cannot be connected due to energy

depletion of hot spot nodes.

The network shifts the sinks using CASS to minimize the maintenance cost, and sink

shifts occur according to the defined shift rate.

3.5 Experimental Results:

The experiments were conducted using MATLAB on networks of variable sizes deployed

in a 100X100 grid. The simulations were initiated with a randomly selected set of unreliable

nodes. All nodes, excluding the declared ones, as well as sink nodes, were considered to

be reliable. A total of 30 test cases were conducted, progressively increasing the number
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of sensor nodes and sink nodes deployed in the region. The data sets from Chapter 2 were

utilized, and the reliability model was applied with different percentages of URNodes and

percUR. Input parameter details are provided in Table 3.1.

Grid Size 100 X 100
Initial Energy of Sensors 10 Joules
Number of Sensors 100, 200, 300
Number of Sinks 4, 6, 8
Communication Range 15 units
Shift Rate 90%
Unreliable nodes 5% - 25% on total deployed sensor nodes with interval 5
Percentage of Unreliability 10% - 50% of the sensor nodes with interval 10
Number of iterations 25

Table 3.1: Input Data Information

The experiments were conducted using networks consisting of 100 sensors with 4 sinks,

200 sensors with 6 sinks, and 300 sensors with 8 sinks. Unreliable nodes were introduced

at varying percentages, specifically 5%, 10%, 15%, 20%, and 25% of the total number of

sensor nodes, with unreliability percentages set at 10%, 20%, 30%, 40%, and 50%.

Figure 3.1 to Figure 3.3 shows how the performance is impacted in the presence of

URNodes. In the mentioned figures the performance of a WSN is measured with the output

parameters total number of messages initiated by the sensors to send to the sink nodes, the

number of messages received by the sinks altogether and the number of messages dropped in

the network due to the URNodes. Experiments has done on 100 nodes, 200 nodes, and 300

nodes with multiple sinks as BS. With the increased number of URNodes and probability

of dropping a message is 100% increases the number of messages initiated by the sensor

nodes. When a sensor node tries to forward its sensed data through the relay nodes and on

the occurrence of an URNode the messages get dropped which leaves the battery of relay

nodes unused. With that remaining energy, the sensors could sense the environment and try

to deliver a message to the sink. Like this, the messages initiated by the sensors increase

with the increase in URNodes count.
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Figure 3.1: Performance of a network on a 100 node network with variable URNodes

Due to URNodes dropping tendency, the messages delivered to the sink are reducing

with an increase in message drop count. This is experimented on a WSN by increasing the

density from 100 nodes to 200 nodes and 300 nodes. Figure 3.2 and 3.3 show the worse

condition of a WSN in the presence of URNodes while increasing in number. Studying

dropped message parameters in 200 node and 300 node WSN the parameter increases more

than half of the initiated messages with raise in URNodes. Figure 3.4, 3.5, and 3.6 gives

a comparison study on 100 nodes, 200 nodes and 300 nodes taking the average of each

parameter on 30 cases.

Experiments are done on 100 nodes, 200 nodes, and 300 nodes with a modified AP

routing to ensure reliable data delivery on 30 cases for 25 iterations on each. Each case runs

for one combination of URNodes with all combinations of percUR. Figure 3.7 shows the

average of all output parameters in all possible combinations of URNodes and percUR. In

figure 3.7, the first set of bar indicates the average of 30 cases for 25 iterations each with 5%

URNodes and 10%, 20%, 30%, 40%, and 50% for the output parameter the total number
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Figure 3.2: Performance of a network on a 100 node network with variable URNodes

Figure 3.3: Performance of a network on a 100 node network with variable URNodes
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Figure 3.4: Performance of a network on a 100 node network with variable URNodes

Figure 3.5: Performance of a network on a 100 node network with variable URNodes

83



Figure 3.6: Performance of a network on a 100 node network with variable URNodes

Figure 3.7: Performance of a network on a 100 node network with variable URNodes
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Figure 3.8: Performance of a network on a 200 node network with variable URNodes

Figure 3.9: Performance of a network on a 300 node network with variable URNodes
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of messages initiated to send by all sensors. The next two sets of bars indicate the average

of the total received messages by sinks and the average of total messages dropped by relay

nodes respectively on 30 cases with 25 iterations each on a 100-node network. This set of

output parameters are continued to present with 10% of URNodes, 15% of URNodes, ...,

25% of URNodes with interval 5. With the increase in percUR the message drop gradually

increases. In figure 3.7 the extreme set in the right end shows the raise in message drop with

an increase in URNodes to 25% and percUR to 50%.

Observing figure 3.8, and 3.9 message drop is reduced with an increase in the density of

sensor nodes. With an increased density in the network region, the AP routing algorithm

explores more paths to reroute. This makes the AP routing show a remarkable improvement

in reliable data delivery in terms of total messages delivered to the sink and reduction of

message drop on a dense network with more number of URNodes and with high percUR.

Method Number of Nodes % of received messages % of drop messages
CASS-R-Current

100 99.7 - 90.5 0.3 - 9.5
200 99.8 - 92.7 0.2 - 7.3
300 99.9 - 95.3 0.1 - 4.7

CASS-R-Any
100 99.8 - 94.6 0.2 - 5.4
200 99.9 - 97.3 0.2 - 2.7
300 99.96 - 98.6 0.03 - 1.4

CASS-R-C-ICR Hop skip 1
100 99.9 - 99.6 0 - 0.4
200 99.9 - 99.6 0 - 0.4
300 99.9 - 99.7 0 - 0.3

CASS-R-A-ICR Hop skip 1
100 99.9 - 99.91 0 - 0.1
200 99.9 - 99.91 0 - 0.1
300 99.9 - 99.95 0 - 0.04

Table 3.2: Summarized Results of CASS with all variations to re-route a message

Table 3.2 presents the percentage of received messages on average of 30 cases for 25

iterations on 100 nodes, 200 nodes, and 300 nodes WSN. In this table, a range is given for

the percentage of received messages and message drops by taking the average percentage of
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both parameters considering all possible combinations of URNodes and percUR. From this

table, the NL measuring in messages received by all sinks, the ICR has shown almost close

to 100% reliable data delivery for the initiated data messages. AP routing to any sink also

improved the percentage of PDR when comparing with AP routing to any sink. In particular,

the performance of AP routing to any sink is worth mentioning with 200 and 300 nodes

WSN with 25% of URNodes and 50% of percUR.

3.6 Summary

This chapter focuses on the reliable data delivery issue, considering various percentages

of URNodes and percUR. To maintain the NL of a WSN deploying multiple sinks in the

network and minimize the maintenance cost of multiple sinks deployment, CASS comes with

single sink activation at a time. Sink shift happens when an active sink loses its connectivity

with other nodes of the network, and based on the network reach CASS chooses the next

active sink. Considering three variations of re-routing to ensure the reliable data delivery

with prolonged NL in the presence of a defined set of URNodes with different percUR.

Variation 1 rerouting to the Current active sink outperforms the network with URNode where

on encountering of a URNode the network drops the message and to recover the data packet

applying re-transmission increases the congestion in the network and also wasting energy of

sensor node by re-transmitting the data. Instead of dropping a message and re-transmitting

the data to ensure reliable data delivery with increased congestion in the network and energy

consumption of sensor nodes, AP routing re-route the data using shortest AP considering

energy consumption. By re-routing the data the PDR increases with decreased drop rate.

The variation 2- rerouting to any sink also helps the sensor node to efficiently utilization

of energy by re-routing the data packet to the nearest idle sink instead of taking energy

energy-consuming path to the current sink. Including ICR ensures 99.9% of reliable data

delivery at the cost of reduced initiated messages to send a message.
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While ensuring reliable data delivery with enhanced network lifetime in the presence of

URNodes, the system neglected the hot spot nodes issue which highly impacts the NL of a

WSN by making the WSN into small isolated chunks.
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CHAPTER 4

Lifetime Enhancement and Reliable data

transmission in presence of unreliable

and hotspot nodes

4.1 Introduction

WSN is a network with several sensor nodes to get the data by sensing and sending

to a sink for analyzing the data to take decisions by an end user [7, 8, 68]. The sensor

node is constrained with a limited battery source and communication range to send the data.

Sensor acts as data collector as well as data router [1, 7, 68]. Some sensors are involved

in data transmission recurrently to forward it towards a sink. The energy of such nodes

depletes quickly and makes them die prematurely. These hot spot nodes generally refer to

the neighbor nodes of the sink as they act as data routers for nodes far from the sink rather

than a data collector. Like these, there are other nodes, that keep the network connected.

Such crucial connecting nodes drain their energy prematurely like hot spot nodes (sink

neighbors) then the network divides into isolated chunks making the network less functional.

Neighbors of the sink node and connecting nodes both are important to prolong the NL

of a WSN, which continues to be referred to as hot spot nodes. These hot spots are dealt

with in Chapter 2 using AP routing to reroute the data packet by avoiding the hotspot node

based on its residual energy. To enhance the NL, ICR plays a vital role when a network
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becomes completely non-functional.

Reliable data delivery is one more major concern to deal with in a WSN as many of

the applications demand to deploy a WSN in a remote area with harsh weather conditions

where the deployment or maintenance can’t be managed by a human directly [66, 67, 69].

Applications such as underwater applications, and battlefield applications demand reliable

data delivery [1, 7, 65]. In Chapter 3, the algorithm works on reliable data delivery with

enhanced network lifetime using a modified AP routing in the presence of URNodes while

considering various probabilities of dropping a message by an URNode. AP routing helps to

re-route the data packet if the URNode encountered in a routing path and drops the message

due to heavy demand of processing [69]. From the literature survey, the proposed methods

and protocols mainly focus on recovering the data after data loss by using re-transmission.

Re-transmission increases the congestion in the network due to multiple re-transmissions.

This re-transmission increases the message drop, re-transmitting the dropped data, and

increasing congestion in the traffic with an increased number of sensor node deployments.

One major side-effect of re-transmission is the wastage of limited resources of sensor nodes

which decreases the NL of WSN.

Addressing hot spot nodes, and URNodes with different probability of message drop

while enhancing the NL is a multi-objective challenge in WSN.

4.2 Literature survey

Reducing the hop count stands out as a compelling and effective strategy to optimize

energy consumption in wireless sensor networks, ultimately enhancing overall network

efficiency and longevity. The idea is that by minimizing the number of hops needed for data

transmission, the energy burden on relay nodes can be alleviated, thereby reducing the risk

of energy depletion in hotspots and extending the overall lifespan of the network. A viable

alternative is to minimize the hop count, which in turn minimizes the energy consumption
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of relay nodes, mitigating the risk of energy exhaustion in hotspots and improving the

network’s overall lifespan.

Introducing mobile sinks is another promising approach to minimize energy consumption

and extend the network’s lifetime. Mobile sinks help alleviate the creation of hotspots by

moving around the network to collect data. However, a significant challenge in implementing

mobile sinks is ensuring the rapid update of the sink’s new location to the sensor nodes,

enabling timely transmission of sensed data [45]. One effective option to achieve this

is flooding [46] the new sink location. However, this can lead to increased traffic flow,

congestion, message drops, and other issues.

In a different approach presented in [49], the authors designed the Cluster Heads (CH)

with unequal sizes based on their distance to the sink. The CH farther from the sink has

more sensors as members, while the CH closer to the sink has fewer members, resulting in

lower energy consumption for the CH near the sink. This approach helps balance hotspots,

preventing early exhaustion of energy in the network.

The above survey presents efficient routing and designing unequal size CH’s helps

in mitigating hot spot nodes early depletion problem. Here the simulations are done on

homogeneous network nodes where a formation cluster is not an optimal solution to delay

the premature death of hot spots of any kind. So finding optimal routing to avoid premature

energy exhaustion of hot spots is an adaptable feasible method to mitigate hot spots as well

as to prolong the NL.

The integration of technologies within the Internet of Things (IoT), such as Wireless Sen-

sor Networks (WSN), edge computing, and cloud computing, addresses various applications

such as environmental monitoring and disaster surveillance. However, IoT devices encounter

challenges due to limited resources such as battery life, communication bandwidth, and

processing capacities. Key concerns for data dissemination in IoT networks include load

balancing, fault tolerance, as well as energy and memory efficiency.

To tackle these issues, [79] proposes a cross-layer optimization approach that incor-
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porates data-centric storage into distributed data storage mechanisms. The Collaborative

Memory and Energy Management heuristic, solved using a genetic algorithm, surpasses

existing methods in diverse IoT scenarios by improving memory and energy efficiency while

ensuring load balancing.

In the context of WSN employing multi-hop routing over error-prone wireless channels,

traditional approaches keep all nodes active, leading to increased energy consumption.

However, [80] introduces a sleeping multi-path routing approach that selects a minimal

number of disjoint paths to meet reliability requirements. This strategy allows the remainder

of the network to enter sleep mode, extending the Network Lifetime (NL) while achieving a

balance between reliability and energy efficiency.

As mentioned in section 4.1, re-transmission of the data packet is not a feasible solution

when comes to a denser network. Sleep-wake mechanism for multi-path routing helps the

WSN to route the data to multiple sinks using different pathways by allowing the sink to

sleep and wake based on the shift rate and network reach calculated by CASS. Proposed AP

routing to re-route the data, handles both problems efficiently by balancing the load on the

network and prolonging the life of hotspots with reliable data delivery and increased NL.

4.3 Proposed method:

System model assumptions, network model, energy model, reliability model, and ICR

are considered in Chapter 2 and Chapter 3. Proposed AP re-routing is re-defined in the

combination of hotspot nodes and reliability to enhance the NL of a WSN.

Presenting two variations of AP re-routing. One re-routing from source to sink which

consumes energy for transmitting the control messages with acknowledgement (ACK)

mentioning the residual energy of the relay nodes. This earlier analysis ensures reliable

data delivery at the cost of energy spent for control message transmission. Another variant

reduces the cost spent for the control message by re-routing the message from the previous
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node of the hot spot node to sink. With this variation reliable data delivery comes to a

volatile state. If the node looking for AP is unable to find a AP for re-routing then the

message is either to be dropped or should be maintained in its internal buffer by locking the

memory slot it delivers it. Every variant has its benefits with drawbacks.

The main aim of this work is it enhance the NL while minimizing the message drop.

The message drops due to hot spot or URNode. But focusing on prolonged NL, minimizing

the message drop is required and also for reliable data delivery.

Algorithm 10 details about the AP re-routing from sender to sink node to avoid the

hot spot if the residual energy of the hot spot node falls below the threshold value. In the

algorithm 10 refers h as a sending node which is the predecessor of hot spot hj. The

source won’t take the responsibility of delivering the data packet. The sender node will

take responsibility like a hop-by-hop method of ensuring reliable data delivery by using AP

re-routing. If h is unable to find a feasible AP then the drops the message. In this scenario

the successful delivery of a message on encounter of a hot spot node is uncertain.

But the Algorithm 2 in Chapter 2 ensures the reliable data delivery of sensed information.

In this algorithm, if the source couldn’t come up with an optimal AP then managing its

own data is not a tough task for a source node. It can process its own data by using other

alternatives such as data aggregation or data fusion to deliver the data with a recent update

which improves the accuracy of the sensed data. For instance, WSN works for an event-

based application where it expects enough messages to identify an event. The sensor nodes

other than the source node can sense the common region to predict the event occurrence.

The chances are low for misidentifying the event based on the received data.

As mentioned earlier in Chapter 1, the network collects the data periodically. Even if the

source fails to send the data the other nodes can come with sensed data which is similar

to source sensed data.

In a multi-objective problem, the network prioritizes one objective over another. Here,

dealing with hot spot nodes, URNodes with NL enhancement. Enhancing the NL is the
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Algorithm 8: Alternate Path routing from sender to sink to avoid hot spot
Input: threshold,path[],AP[][],neigh[][], sender h, relay node hj
Output: AP-R[] ,drop HS,drop UR
if Residual Energy(source) ≥TE then

if path exists from source to sink then
h check the threshold condition against the residual energy of hj;
if hj is satisfying threshold then

forward the message to hj;
update energy;
discard the copy from h internal buffer;

else
look for shortest AP;
if AP found then

update the path[ ] with the new hop information;
else

Increment the dropping count due to unavailable AP to avoid hot
spot;

drop HS=drop HS+1;
end

end
else

move to the next node;
end

else
move to the next node;

end
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ultimate goal of this work with hot spot nodes and URNodes. In this work, after NL, the

hot spot nodes problem is given priority over URNodes, because after observing the results

from The Chapters 2 and 3, the existence of hot spot nodes plays a major role to maintain

the network connectivity to prolong the NL. When all nodes fail to reach the sink within the

specified threshold, the threshold is halved. This iterative process continues until the energy

threshold reaches 10% of the initial energy. Subsequently, the network permits the hot spot

to utilize its remaining energy.

Algorithm 9: Reliability model and hot spot nodes
Input: URNodes[],perc unreliability,path[],AP[][],neigh[][], sender h, relay node

hj
Output: AP-R[] ,drop UR, drop HS
//Reliable transmission of data packet with rerouting to shortest AP with hot spots
if Relay node hj satisfies the threshold then

Watch hj behaviour as relay node
if hJ is reliable (means the message is forwarding then

update energy;
discard the local copy from sender node h;

else
look for AP;
if AP found then

update the previous path with the AP;
else

Drop the message;
drop UR=drop UR+1;

else
Look for AP to avoid the hop spot;
if AP found then

update the previous path with AP;
else

Drop the message to keep the hop spot alive;
drop HS=drop HS+1;

The Algorithm 9 is explains how to deal when the unreliable node is encountered and

behaves as an unreliable node. But before reaching the state to know the reliability of a

node, the Algorithm 8 checks whether the node satisfies the threshold condition to delay the

energy exhaustion of a hot spot node. Based on that, if AP is not found the dropping will

95



Grid Size 100 X 100
Initial Energy of Sensors 10 Joules
Number of Sensors 100, 200, 300
Number of Sinks 4, 6, 8
Communication Range 15 units
Shift Rate 90%
Lower bound of Energy Threshold 10% of the Initial Energy
Unreliable nodes 5% - 25% on total deployed sensor nodes
Percentage of Unreliability 10% - 50% of the sensor nodes

Table 4.1: Input Data Information

be counted in their respective drop variable. When AP is looking by an URNode then the

AP must clear the threshold condition then the probability of a node needs to be checked to

ensure the hot spot nodes extended life with minimal re-routing to deliver a message.

The variations apply in Chapter 3 to re-route a message to any sink and ICR to ensure

the reliability is also extended to this work.

4.4 Experimental Results:

The experiments were conducted in MATLAB using networks of variable sizes deployed

in a 100x100 grid. The simulation initiates with a randomly selected set of unreliable nodes,

and all nodes, except those in the designated set, including sink nodes, are assumed to

be reliable. Thirty test cases of varying densities were examined, with different datasets

generated by increasing the number of sinks relative to network density. Detailed parameter

information is presented in Table 4.1. The experiments were performed on networks

comprising 100 sensors with 4 sinks, 200 sensors with 6 sinks, and 300 sensors with 8 sinks.

The URNodes ranged from 5% to 25% in increments of 5% of the total number of sensor

nodes and from 10% to 50% in increments of 10 as percUR.

Presenting short forms of the variations used in this chapter, all variations using CASS

for sink shifting, using AP to reroute the data on the occurrence of a URNode for reliable
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Short form Routing for reliability
CASS-C current sink
CASS-A any sink
CASS-C-ICR current sink with ICR
CASS-A-ICR any sink with ICR
Hot spot issue - Rerouting from Source to Sink
CASS-C-HS current sink
CASS-A-HS any sink
CASS-C-HS-ICR current sink with ICR
CASS-A-HS-ICR any sink with ICR
Hot spot issue - Rerouting from the intermediate relay node to Sink
CASS-C-HS-Relay-Sink current sink
CASS-A-HS-Relay-Sink any sink
CASS-C-HS-ICR-Relay-Sink current sink with ICR
CASS-A-HS-ICR-Relay-Sink any sink with ICR

Table 4.2: Abbreviations of variants in AP routing

data delivery. This is common for all variations and is shown in Table 4.2. Additional to

addressing hotspot node issues by rerouting either from source to sink or from relay node to

sink.

From Table 4.3 to 4.5 shows the NL received by two variations CASS-C and CASS-C-HS,

and Table 4.6 presents the NL in percentage by taking the average of 30 cases in 100,

200, and 300 nodes in a WSN for all combinations of input parameters URNode and

percUR on variations CASS-C, CASS-C-HS, Reliable data delivery using AP routing

to any sink (CASS-A), Reliable data delivery and hotspot nodes using AP routing to

any sink (CASS-A-HS), Reliable data delivery using AP routing to current sink with

ICR (CASS-C-ICR), Reliable data delivery with hotspot nodes using AP routing to current

sink with ICR (CASS-C-HS-ICR), Reliable data delivery using AP routing to any sink with

ICR (CASS-A-ICR), and Reliable data delivery with hotspot nodes using AP routing to any

sink with ICR (CASS-A-HS-ICR).

A comparative study between CASS-C and CASS-C-HS on NL is for 100 nodes, 200

nodes, and 300 nodes WSNs are presented from Table 4.3 to 4.5. On observing the

performance of CASS-C-HS, dealing the hot spot problem along with URNode is beneficial
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Percentage of URNodes
percUR Title of the variation 5% 10% 15% 20% 25%
10% UR CASS-C 99.7 99.5 99.2 98.9 98.6

CASS-C-HS 99.9 99.7 99.5 99.4 99.2
20% UR CASS-C 99.4 98.7 98.2 97.6 97.0

CASS-C-HS 99.7 99.3 99.0 98.6 98.3
30% UR CASS-C 99.0 98.0 97.1 96.0 95.2

CASS-C-HS 99.4 98.8 98.3 97.8 97.2
40% UR CASS-C 98.5 97.0 95.7 94.2 92.9

CASS-C-HS 99.1 98.2 97.4 96.6 95.8
50% UR CASS-C 97.9 95.9 94.0 92.1 90.5

CASS-C-HS 98.7 97.6 96.3 95.1 93.8

Table 4.3: Comparison of received messages on a 100 node WSN in CASS-C and
CASS-C-HS

when the network density increases and also the number of URNodes with highest percUR.

Looking into the table 4.3 when 25% URNode exists in the network with increased percUR

the improvement ranges from 0.6% to 3.3% in a 100 node network. Considering 200,

and 300 nodes the improvement ranges 0.9% to 5.7%, and 0.4% to 4% respectively when

comparing with CASS-C. Table 4.4 gives a range for NL for the mentioned variants. When

we study the results the CASS-C-HS gives a prolonged NL than CASS-C. Dealing the multi-

objective problem in a WSN considering hotspots, URNode with NL enhancement using

AP routing addresses well by showing the improvement in NL and minimizing message

drop.

The variants rerouting to any sink and ICR to skip a node has shown improvement over

CASS-C. Also, when addressing the hotspot problem the NL the improvement is more

visible even a WSN consists of more number of URNode with a high probability of message

drop. Inclusion of ICR in the variants helps the network to deliver the messages almost

cent percent. The message drop is negligible as the majority of the applications can tolerate

dropping.

Table 4.7 presents the summarized results of both variants’ rerouting from Source to

sink and from the relay node to sink to mitigate hotspots problem in WSN. Rerouting
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Percentage of URNodes
percUR Title of the variation 5% 10% 15% 20% 25%
10% UR CASS-C 99.8 99.6 99.4 99.3 99.1

CASS-C-HS 100.0 99.9 99.9 99.9 99.8
20% UR CASS-C 99.6 99.2 98.8 98.4 98.0

CASS-C-HS 99.9 99.8 99.8 99.7 99.6
30% UR CASS-C 99.2 98.5 97.9 97.2 96.7

CASS-C-HS 99.9 99.7 99.6 99.5 99.3
40% UR CASS-C 98.8 97.7 96.7 95.8 95.0

CASS-C-HS 99.8 99.6 99.3 99.1 99.0
50% UR CASS-C 98.2 96.5 95.1 93.8 92.7

CASS-C-HS 99.6 99.3 99.0 98.7 98.4

Table 4.4: Comparison of received messages on a 200 node WSN in CASS-C and
CASS-C-HS

Percentage of URNodes
percUR Title of the variation 5% 10% 15% 20% 25%
10% UR CASS-C 99.9 99.8 99.7 99.6 99.5

CASS-C-HS 100.0 100.0 99.9 99.9 99.9
20% UR CASS-C 99.7 99.5 99.3 99.0 98.8

CASS-C-HS 100.0 99.9 99.9 99.9 99.8
30% UR CASS-C 99.5 99.1 98.7 98.3 97.9

CASS-C-HS 99.9 99.9 99.8 99.8 99.7
40% UR CASS-C 99.2 98.6 97.9 97.3 96.8

CASS-C-HS 99.9 99.8 99.7 99.6 99.5
50% UR CASS-C 98.8 97.7 96.8 96.0 95.3

CASS-C-HS 99.8 99.6 99.5 99.4 99.3

Table 4.5: Comparison of received messages on a 300 node WSN in CASS-C and
CASS-C-HS
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No. of nodes Method Range of NL in percentage perc. of message drop
100 CASS-C 99.7-90.5 0.3-9.5

CASS-C-HS 99.9-93.8 0.1-6.2
CASS-A 99.8-94.6 0.2-5.4
CASS-A-HS 99.9-97.8 0.1-2.2
CASS-C-ICR 99.9-99.6 0-0.4
CASS-C-HS-ICR 99.9-99.7 0-0.3
CASS-A-ICR 99.9-99.91 0-0.1
CASS-A-HS-ICR 99.9-99.9 0-0.1

200 CASS-C 99.8-92.7 0.2-7.3
CASS-C-HS 99.9-98.4 0.03-1.6
CASS-A 99.9-97.3 0.2-2.7
CASS-A-HS 99.9-99.6 0-0.4
CASS-C-ICR 99.9-99.6 0-0.4
CASS-C-HS-ICR 99.9-99.9 0-0.1
CASS-A-ICR 99.9-99.91 0-0.1
CASS-A-HS-ICR 99.9-99.9 0-0

300 CASS-C 99.9-95.3 0.1-4.7
CASS-C-HS 99.9-99.3 0.01-0.7
CASS-A 99.9-98.6 0.03-1.4
CASS-A-HS 99.9-99.8 0-0.2
CASS-C-ICR 99.9-99.7 0-0.3
CASS-C-HS-ICR 99.9-99.9 0-0.1
CASS-A-ICR 99.9-99.95 0-0.04
CASS-A-HS-ICR 100-99.9 0-0

Table 4.6: NL in percentage for all variation with possible input combinations
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from source to sink when a node with below threshold encounters has prolonged NL than

the variant rerouting from intermediate relay node to sink on variants of reliable routing

listed here Reliable data delivery with hotspot nodes using AP routing to current sink,

rerouting from Intermediate or relay node to Sink (CASS-C-HS-Relay-Sink), Reliable data

delivery and hotspot nodes using AP routing to any sink, rerouting from Intermediate or

relay node to Sink (CASS-A-HS-Relay-Sink), Reliable data delivery with hotspot nodes

using AP routing to current sink with ICR, rerouting from Intermediate or relay node

to Sink (CASS-C-HS-ICR-Relay-Sink), and Reliable data delivery with hotspot nodes

using AP routing to any sink with ICR, rerouting from Intermediate or relay node to

Sink (CASS-A-HS-ICR-Relay-Sink).

By observing Table 4.7, the rerouting from the intermediate relay node to sink for miti-

gating hotspots is unable to extend the NL than the routing from Source to sink. Comparing

the NL of rerouting from the relay node to sink, the rerouting to any sink (for ensuring

reliability) is improving than rerouting to the current sink. But increasing the density with

respect to URNodes with high drop rate, the network behaves very abruptly in delivering the

message as the nodes couldn’t find an AP to reroute or even find after the URNodes proba-

bility of dropping a message is the influence factors to define NL. Looking at the percentage

of message drop range the dropping due to hotspots and URNode together increase the drop

rate. As mentioned earlier the message drop influences the NL. Though rerouting from the

relay node to sink minimizes the cost incurred by control message in routing from source

to sink to know the residual energy before initiating data transmission, that saved battery

power is not effectively used because of dropping probability of URNode and looking for

AP when triggering hotspot. Rerouting from the relay node to the sink doesn’t promise

reliable data delivery which impacts the NL.

Applying ICR, the node starts spending more energy when the paths are not available

during the occurrence of hotspots and URNodes, which depletes the energy of sensor nodes

by minimizing the messages initiated by the sink. But with ICR, reliable data delivery is
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No.
of
nodes

Method Range of NL
in percentage

Range of mes-
sage drop in
percentage

100 CASS-C-HS 99.9-93.8 0.1-6.6
CASS-C-HS-Relay-Sink 95.4 - 88 4.6 - 12
CASS-A-HS 99.9-97.8 0.1-2.2
CASS-A-HS-Relay-Sink 95.6 - 81.6 4.4 - 18.4
CASS-C-HS-ICR 99.9-99.7 0-0.3
CASS-C-HS-ICR-Relay-Sink 95.6 - 95.2 4.4-8.4
CASS-A-HS-ICR 99.9-99.9 0-0.1
CASS-A-HS-ICR-Relay-Sink 98 - 97.9 2 - 2.1

200 CASS-C-HS 99.9-98.4 0.03-1.6
CASS-C-HS-Relay-Sink 90.9 - 87.9 9 - 12.1
CASS-A-HS 99.9-99.6 0-0.4
CASS-A-HS-Relay-Sink 95.5-90.6 4.5 - 28.5
CASS-C-HS-ICR 99.9-99.9 0-0.1
CASS-C-HS-ICR-Relay-Sink 91 - 90.6 9 - 9.4
CASS-A-HS-ICR 99.9-99.9 0-0
CASS-A-HS-ICR-Relay-Sink 98.3 - 98.3 1.7 - 1.8

300 CASS-C-HS 99.9-99.3 0.01-0.7
CASS-C-HS-Relay-Sink 88.6 - 86.1 11.4 - 14
CASS-A-HS 99.9-99.8 0-0.2
CASS-A-HS-Relay-Sink 96.4 - 73.4 3.6 - 26.6
CASS-C-HS-ICR 99.9-99.9 0-0.1
CASS-C-HS-ICR-Relay-Sink 88.7 - 88.3 11.3 - 11.7
CASS-A-HS-ICR 100-99.9 0-0
CASS-A-HS-ICR-Relay-Sink 98.6 - 98.6 1.4 - 1.4

Table 4.7: Comparison study between the variants to address hotspots issue
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ensured but not more than routing from source to sink while delaying the premature death

of hotspots.

4.5 Summary

After analyzing and understanding the results, giving priority to hot spot nodes over

URNodes improves the number of messages delivered to the sinks altogether and also

rerouting from Source to sink making the network more reliable for data delivery. The

advantage of rerouting from source to sink to deal with hot spots problem is observed when

more URNodes with high percUR the lifetime enhances from 2% to 6% approximately. With

the improved NL dealing hot spots along with URNodes is beneficial when the rerouting

starts from the Source node. Increasing the sensor nodes density in the deploying region the

AP routing works efficiently even with increased percUR. ICR helps in improving the NL in

terms of messages received by sinks together. Message drop and message delivery influence

NL directly and inversely proportional to each other to enhance the NL. Minimization of

message drop improves the PDR and vice versa.

To mitigate hotspots, routing from source to sink delays the premature death of the

hotspots. However, it takes energy for control messages to know the residual energy of all

involving relay nodes prior to the data transmission. To avoid energy consumption, we came

up with a variant rerouting the data packet from the relay node after encountering the hotspot.

With this re-routing the variants save the energy consumption for control messages, but, the

energy is not well utilized due to the hotspots and URNodes. With the hotspots, the AP

routing comes with a new path without ensuring the data delivery due to again re-occurrence

of hotspots or URNodes. The routing from the source-sink is more beneficial in the presence

of URNode as it handles the hotspots better than re-routing from the relay node.

ICR is always an optimal solution to enhance the NL with a reduction in messages

to initiate due to more consumption of energy due to adjusting the communication range.
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Irrespective of the variant the algorithm with ICR increases the NL when compared to

rerouting either to the current sink or any sink.
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CHAPTER 5

Trust-based Identification of

Compromised Nodes and Improved

Reliable Data Communication

5.1 Introduction

WSNs are equipped with less expensive, tiny, self-organized, and effective functioning

sensors. The sensor is a battery-based device to senses and communicates with other

nodes. It uses a radio channel for data transmission which itself constrained with limited

communication range. It makes the sensors rely on other nodes for data transmission which

consumes more energy of relay nodes in forwarding the data than sensing. In the target

region, after deploying the sensors, due to the above-mentioned limitations, the battery

(energy) has to be utilized efficiently to continue the network functioning [1].

To enhance the NL, deploying multiple sinks is one of the alternatives, and sensed data

can be sent to any of the sinks. Deploying multiple sinks increases the maintenance cost

and this is well addressed in [2] using the CASS by activating a single sink at a time. CASS

uses the cluster size as a key factor in selecting a new sink during the sink shifting [2].

But in CASS, the hot spots (neighbor nodes of the sink and other relay nodes that play

a vital role in transmitting the data in the whole network) energy drains quickly, and the
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network is no longer functional even though the network has sensor nodes with sufficient

residual energy. This issue is handled effectively in [5] by using alternate paths to reroute

the data by using other nodes’ residual energy. By doing so, the NL not only increases by

8.75% but also handles the hot spots issue efficiently.

Unattended sensors can be easily tampered with and make the node malfunction. Appli-

cations like battlefield surveillance strongly recommend reliable data delivery without losing

or tampering with the data not even in partial [6]. The existing security mechanisms are

not suitable for WSNs due to their constrained resources. In this paper, a Trust mechanism

has been proposed based on the node behavior during data transmission. In the initial

setup of the network, every sensor node is considered to be trustworthy in a moderate state,

and its value is either increased or decreased based on the successful or unsuccessful data

transmission of the message respectively. The trust model works based on direct and indirect

trust to identify the CNs and compromised link (CL)s. A Direct trust between any two

nodes is the value counted based on the interactions that happen between them during data

transmission. The Indirect trust value is calculated based on the influence of the neighbor

nodes of sending nodes during their data transmission with relay nodes. The trust values

are considered in the range of [-1, 1] where -1 indicates complete non-trustworthy node, 1

indicates full trust, and 0 is moderate trust [84].

In the proposed approach indirect trust plays a vital role in identifying the CLs and

also identifies the CN if the total number of CLs of a faulty node exceeds the pre-defined

threshold value. The unreliable communication link between two sensor nodes is defined

as the unreliable behavior of the relay node shown towards a sending node only. If the

relay node drops a message instead of forwarding it to its next node, it shows the unreliable

behavior of the relay node [85]. The reasons for unreliable behavior can be congestion in

the network, memory buffer overflow, and sometimes node tampering to disturb the network

functionality. The first two reasons exist temporarily for a short period, but this behavior of

a tampered node continues by taking the unreliability as an advantage. A CN’s behavior
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affects the network performance parameters such as reliable data delivery, and the NL.

Identifying and excluding the faulty node is crucial for reliable data delivery, and enhancing

the network functioning [85, 86, 87].

Combining the alternate path approach and the trust mechanism with CASS ensures

reliable data delivery, and NL enhancement. These combinations help the network to identify

and remove faulty links and rouge nodes with the help of indirect trust.

5.2 Background

A Wireless Sensor Network (WSN) comprises distributed sensor nodes that collabora-

tively monitor physical and environmental conditions. These nodes, with limited commu-

nication capabilities, computational power, and memory, are deployed in the environment

to detect events and report to the cluster head or base station [1]. Due to their wireless

nature, these nodes are vulnerable to various attacks. Consequently, the establishment of

a trust framework addressing security, reliability, privacy, robustness, authentication, and

authorization in WSNs is crucial. In this context, trust refers to the level of assurance or

confidence one node can have in another within the network [84]. The trust values in a WSN

range from -1 to +1, where -1 denotes complete untrustworthiness, 0 represents moderate or

acceptable trust, and +1 indicates complete trustworthiness.

In the context of WSNs, trust is defined as the ”combined characteristics model for pro-

viding security, reliability, privacy concerning mobility.” The establishment and evaluation

of trust in a WSN facilitate secure and reliable communication among nodes or networks

based on their trust values. Assessing the trustworthiness of nodes in the network addresses

challenges related to secure routing, ensures dedicated paths for packet transmission, and

assists in the selection of a secure mobility model. Determining trust values is particularly

critical in challenging and military environments where sensor nodes are deployed. The

evaluation of trustworthiness between nodes is essential for establishing secure communica-

107



tion [86]. The challenges associated with ensuring security and dependable communication

within a sensor network are explored through the lens of trust evaluation.

The trust initialization process starts either at the construction of a network or when a

node enters a network. In establishing trust within a WSN, three distinct approaches can

be employed. The first approach involves considering all nodes as trustworthy, providing a

rapid method for trust establishment but carrying the risk of assigning higher trust values to

potentially malicious nodes. This approach is practical for non-critical network deployments,

such as temperature monitoring. The second approach treats all nodes as untrustworthy,

resulting in a slower trust-building process but offering high robustness. This method is

suitable for critical mission networks, especially in scenarios like battlefield deployments.

The third approach considers all nodes as neutral, placing them in a middle ground between

trustworthiness and untrustworthiness, offering a balanced perspective compared to the other

methods.

5.2.1 TRUST PARAMETERS AND METRICS

The calculation of a node’s trust value in a Wireless Sensor Network is influenced by

various parameters and metrics, including transmission range (the distance a node can send

packets), packet loss (indicating malicious data packet losses), energy consumption (for mo-

bility and data fusion), latency (average time for data packets to reach destinations), optimal

path/path quality (ratio of hops in the optimal path to actual path), node positions/spots, hop

count (number of nodes traversed by a packet), Signal-to-Noise Ratio (SNR), and Bit Error

Rate (BER). These factors collectively contribute to the trustworthiness assessment of a

node within the network.

5.2.2 Trust properties

Given properties help to model the trust efficiently [87].
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1. Subjectivity of Trust: Trust is subjective, influenced by the observations and evidence

available to a node in a specific situation.

2. Link to Risk: Trust is closely linked to risk; there is typically no reason to trust if no

risk is involved.

3. Intransitivity of Trust: Trust relationships are not necessarily transitive. If node A

trusts node B and node B trusts node C, it doesn’t automatically imply that node A

trusts node C. Trust can be indirect in such cases.

4. Dynamic Nature of Trust: Trust is dynamic and can change over time based on new

evidence or experiences. It may increase or decrease over time.

5. Asymmetry in Trust: Trust between two nodes does not have to be mutual or symmet-

ric. Nodes may have different levels of trust in each other.

6. Reflexivity of Trust: Every node inherently trusts itself; trust is reflexive in nature.

5.2.3 Trust model and attributes

In a WSN, the trust value of a node, as described in [88], is contingent on security,

mobility, and reliability attributes. The security model within the trust framework assesses

a node’s trust value based on the implementation of a secure routing protocol and packet

encryption for routing. A high trust value is assigned when these security measures are

employed, contrasting with a trust value of zero in their absence. The mobility model in the

trust framework is influenced by a secured mobility model, awarding a node a high trust

value when it ensures secured mobility and minimal energy consumption during mobility.

Conversely, the trust value in the mobility model is set to zero in the absence of these

features. In the reliability model, a node achieves a high trust value when it incorporates

data fusion techniques for packets with lower energy consumption [89].
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5.2.4 Trust Calculation

The quantification of trust in a network, as discussed in [86], can be expressed as a

continuous variable within the range of -1 to +1 or categorized using labels such as low,

medium, high, and very high trust. When a node receives a communication request, it

follows a two-step process to calculate the trust value of the requesting node, aiming to

establish trusted communication. The first step involves determining the node’s trust value

by assessing past interactions and recommendations from neighboring nodes, resulting in

the calculation of the indirect trust value. If the initial trust value is considered sufficient,

the node proceeds with communication tasks. However, if the initial trust value is deemed

insufficient, the node initiates the second step, involving the calculation of the direct trust

value [86].

Figure 5.1: Trust calculation

The direct trust calculation involves assessing three models: the node’s security model,

mobility model, and reliability model. If the trust value from the security model is deemed

sufficient, communication is initiated; otherwise, the evaluation extends successively to the

mobility model and then the reliability model. If none of these individual trust values meet
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the criteria, the node calculates the total trust by combining the indirect and direct trust

values. If the overall trust value falls below the threshold, the communication request is

rejected. The accompanying table delineates potential trust values and their corresponding

implications for communication.

5.2.5 Types of attacks

WSNs find applications in various domains, including military, environmental monitor-

ing, traffic management, and surveillance. These networks aim to sense the environment

and relay information to a base station. However, the inherent vulnerability of sensor nodes,

which are often left unattended and lack tamper resistance, makes WSNs susceptible to

internal attacks. Traditional cryptographic mechanisms are limited in addressing these inter-

nal threats due to the independent nature of sensor nodes and the absence of a centralized

authentication server.

Several types of internal attacks pose challenges to WSN security, including packet

modification attacks, on-off attacks, bad-mouthing attacks, and collusion attacks.

• Packet Modification Attacks: Malicious nodes alter the content they receive before

forwarding it to the next node.

• On-Off Attacks: A malicious node alternates between good and bad behavior inten-

tionally, making it challenging to detect this alternating behavior.

• Bad-Mouthing and Collusion Attacks: These attacks exploit indirect trust computation

methods that use recommendations from neighbors. In a bad-mouthing attack, a

malicious node provides false recommendations to decrease the trust of a target node.

Collusion attacks involve nodes forming a group to artificially boost mutual trust

values, presenting themselves as legitimate nodes.

While existing trust-based approaches in WSNs show promise, some models struggle

to identify abrupt changes in node behavior and promptly recognize behavioral alterations.
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Trust models often rely on direct observations of a node’s behavior and the sharing of these

assessments as recommendations with neighbors to establish trust. Despite the challenges,

trust models have demonstrated effectiveness against internal attacks.

5.3 Literature survey

WSN) face security challenges in open environments, such as node compromise. Tradi-

tional encryption methods encounter difficulties when key security is uncertain. [90] propose

a cooperative security mechanism where trustworthy nodes collaboratively identify mali-

cious nodes through inter-node voting based on observed behavior. This approach provides

a robust solution for securing WSN in open environments, addressing key security concerns.

Another study by [91] introduces a trust mechanism evaluating communication and data

trust. Effective against various attacks, it employs direct and indirect trust assessments,

demonstrating its robustness. [92] utilize direct observations and recommendations in a

trust management scheme, yet it lacks differentiation between recommendations, making it

susceptible to attacks. To counter bad-mouthing attacks, [93] introduce Reputation-based

Framework for Sensor Networks (RFSN), propagating only positive reputation, mitigating

negative collaboration. Trust and Energy-aware Routing protocol (TERP) by [94] focuses

on communication trust, utilizing a weighted average of trust, residual energy, and hop count

for route establishment.

In WSNs, ensuring data integrity is crucial. [95] validate data consistency by comparing

a node’s data with redundant data from neighbors, considering factors like location and

energy. [96] leverage correlations among sensor readings to establish a correlation network

for trust assessment, acknowledging its complexity. [97] propose a comprehensive model

incorporating communication, data, and energy trust, facing challenges in practicality and

computation. [98] introduce a group trust management scheme, assessing trust for the entire

group, but it poses challenges in detecting malicious nodes if a cluster head is compromised.
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Energy efficiency is a key concern in WSN protocol design. [99] present ADP, an

adaptive energy-efficient approach that dynamically adjusts sleep and wake-up cycles based

on a cost function, effectively enhancing energy efficiency while minimizing reporting

latency under varying traffic loads.

In [100], the authors proposed a two-hop relay node communication to deliver the data

packet from a source node. A sensor node selects a relay node based on the RESR criterion

which includes residual energy, security (trust) value, and relay probability to meet the

destination node. The neighbor node with high probability will be considered as a relay node

by the source node. With this approach, the relay node has been chosen based on RESR

criteria which helps the network to increase the lifetime. Though the routing algorithm

considers the initiator node, destination node, and transmission range which acts as inputs

with RESR criteria, it is highly difficult to deal with dense networks with mixed security

issues [101].

In [102], the authors present a lightweight, fully-distributed model to enable the detection

and recovery from network-level attacks particularly at tampering with the message security

issue. It is a self-reference trust model where the node listens to its neighbor’s behavior and

analyses the network traffic at different time intervals. By overhearing, the message-sending

node builds a profile on the relay nodes and makes a decision in message transmitting.

During a network attack, if the nodes observe a big difference in two consecutive time

intervals then the node will decide to collaborate with its neighborhood and avoid the

affected region by changing its communication routing pattern.

[103] proposes a weighted trust approach, where each node, including the sensing node,

cluster head, and relay node is assigned a trust value based on their behavior. The cluster

head aggregates the collected data from sensing nodes and forwards it to a relay node to

deliver it to the sink. The trust value is decreased if the node shows faulty behavior. If the

trust value falls below the threshold, then the node is identified as a malicious node. The

authors consider two scenarios, one with a single cluster head with no grid structure and the
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other with multiple cluster heads with a non-overlapping grid and the results have shown

that the approach works well with the second scenario.

5.4 System model

5.4.1 Assumptions

• sink nodes S with infinite energy and can communicate with the end user / outer world

and with each other for the benefit of the network functioning

• In the initial setup no faulty node is deployed

• Every sensor node is equipped with an implicit acknowledge (iACK) to moni-

tor/overhear its neighboring node’s behavior [85].

• every node ensures the hop-to-hop reliability [85]

• all nodes are considered to be unreliable up to a predefined value during data trans-

mission of a message [85]

• Lifetime of a network is defined to be the total number of messages received by the

sinks altogether [5, 85]

5.4.2 Network model

The network is modeled as a graph G(V, E), where V is the set of all sensor nodes say

N, and the base stations/sink nodes S i.e. V = N ∪ S. The sensor nodes and sink nodes are

dropped randomly in the target region. As soon as the sensor node hits the region, it sends a

hello message to know its neighbors and the sink sends a setup message to every node to

know the shortest path to reach it for efficient use of energy. This shortest path is referred to

as the initial path in further explanation.
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After the network setup phase, the CASS algorithm is used to find the network reach of

all the sinks. In the initial phase of the network, all nodes are in good condition in terms of

energy and trust. So any sink can be set to active in the beginning. When the nodes start to

drain their energy and the network is reorganized based on the shift rate, then CASS is more

efficient in choosing the next active sink. Mainly CASS identifies the sink based on

• the number of nodes in cluster reachable by a sink

• direct neighbor nodes of the sink and

• nodes reachable by the sink but not in a cluster

The network reach is calculated based on the above three factors and gives more weight to

the cluster size.

An energy model is considered to calculate the energy consumption in transmitting and

receiving a k − bt message to a distance d based on radio characteristics assuming that

the energy consumption between node U to node V is symmetric. [2, 5, 42, 85].

5.4.3 Trust model

On successful data forwarding from node U to node V, node U complements node V

by increasing the trust between them, and on message drop node U punishes node V by

decreasing the trust between them. The trust model considers two kinds of trust, Direct and

Indirect trust. Direct trust is the value obtained from past interactions between U and V and

Indirect trust gets from the recommendations of neighbor U on node V. In this paper, trust

value ranges from [-1,1] [84] and moderate trust of a node is indicated by 0.

If the trust between sending node U and relay node V is in the acceptable range i.e.,

trst(,) ≥ 0 then the relay node will receive the message from sender U. Otherwise,

the sender U looks for an alternate path using other neighbor nodes of it. The neighbor node

with maximum residual energy and minimal hop count among all possible paths to reroute
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the data will be considered as an alternate path and the message will be en-routed using an

updated routing path.

If direct trust is not enough to consider node V as a relay node then node U gets

recommendations from common neighbor nodes of both U and V to decide node V. But, if

node V is behaving like a compromised behavior with U then the indirect trust value is not

very helpful in routing the data. So, the proposed approach considers indirect trust only in

identifying the faulty paths and faulty nodes.

5.4.4 Identifying the Fault Nodes

In this work, the nodes are considered URNodes due to internal system issues. However,

some nodes are turned into malicious nodes and do denial of service attacks by not forward-

ing the data to the next node though it received the message correctly and has enough energy,

and buffer space to handle and can be scheduled to forward the data. Such nodes are to be

identified [90, 102, 103] to ascertain network efficiency along with reliable data delivery.

Indirect trust value and percUR of a node are the two key parameters in finding the CL

and node. Sender node U considers the indirect trust, and if V is not reliable though the

trust between them is moderate or above and V showing reliable behavior with other nodes

and V is showing unreliable behavior in the defined range then node U considers the link

with V as compromised after monitoring its behavior for a specific time interval. If node V

behaves well during the monitoring period then node U proceeds with V as a relay node for

data transmission. Showing the unreliable behavior with a defined range of neighbors of V

and disconnecting the communication link with node V node V is considered to be a fault

node and will be discarded from the network by announcing the same by broadcasting a

notification to the entire network.
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5.5 Proposed Algorithms

In the initial network phase, the nodes are randomly deployed in the target region with

limited energy sensors. All sensor nodes are assumed to be in good condition at the time of

deployment and equipped with the iACK technique to monitor other nodes. Trust between

the neighboring nodes is considered to be moderate i.e., starting with 0 trust value. The trust

value is either incremented or decremented based on the behavior shown by node V at the

time of data transmission. Multiple sinks are deployed in the network assuming with infinite

power supply and able to deliver the data to the end user. Using the CASS approach the sink

selection process will be continued when the sink meets the defined shift rate. Meanwhile,

the other sinks are in a passive state.

Algorithm 10 explains how a sender h considers the next node h to count for data

forwarding. If no alternate path (AP) is found then the message drop be counted in drop UR

and presented in Algorithm 12. When node h shows unreliable behavior the h has to

know the reason behind this kind of behavior due to the vulnerable nature of sensors while

ensuring reliability. At this point h starts monitoring h behavior collaborating with other

common neighbors and the overall behavior of h during data forwarding and presented

in Algorithm 11. It will take a count of the total common neighbors and the number of

neighbors

with satisfying trust. It gets compared with the defined percentage of neighbor’s trust.

Similarly by watching h behavior the h comes to know the unreliable nature shown by

h is within the range. This routine will continue till the monitoring period completes

or the h starts behaving reliably with h. During the monitoring time if h behaves

reliably with h, then h considers that h has shown unreliability due to internal system

issues. On completion of the monitoring period, if h comes to know the h is behaving

well with all other nodes in the network then h removes h from its neighborhood as it

showing fault behavior only with h. h shows unreliable behavior with other neighbors
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Algorithm 10: Trust Computation
Input: initial path[],trust[][],AP[][],neigh[][], sender h, relay node h
Output: AP-R[] ,drop trust, drop AP
forwards the data message from h to h;
if trst[h][h] < 0 then

if h is reliable then
increment trst[h][h];
discard the copy from h internal buffer;
update the residual energy;

else
decrement trst[h][h];
monitor node h;
look for the shortest AP to the sink;
if AP found then

update the path[];
else

update drop AP;
//Dropped message count for no AP found

end
end

else
look for the shortest AP to the sink;
if AP found then

update the path[];
else

update drop trust; //Dropped message count for no AP found
end

end
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Algorithm 11: Monitoring a node
Input: perc unreliability, neigh[][], sender h, relay node h, perc neigh trust,

perc neigh count relayNode
Output: negh[h][h]
forwards the data message from h to h;
if trst[h][h] ¿ 0 and h is behaving unreliable then

monitor h;
find the common neighbors of h and h;
count the neighbors with trst ≥ 0;
calculate the percentage of Neigh. Trust say X;
if X ≥ perc negh trst then

neigh trust=1;
end
check the percUR of h during data transmission say Y;
if Y ≤ perc nrebty then

UR range=1;
//within the defined unreliability (UR) range

end
z = (negh trst + UR rnge)/2;

end

Algorithm 12: Reliability model
Input: initial path[], perc unreliability, AP[][],neigh[][], sender h, relay node h
Output: AP-R[] ,drop AP
//Reliable transmission of a data packet with rerouting to shortest AP
forwards the data message from h to h;
if h behaves as reliable then

discard the copy from h internal buffer;
update the residual energy;

else
look for the shortest AP to the sink;
if AP found then

update the path[];
end
update drop AP;
//Dropped message count for no AP found

end
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or beyond the defined percentage of UR then all neighbor nodes also start disconnecting

the neighborhood relation with h. If this count reaches the defined parameter percentage

perc negh cont reyNode declared in Algorithm 11 then the network will declare

h as fault node and remove it from the network. This process will continue till the network

reaches the shift rate. CASS will come into the picture to select the next active sink based

on the network reachability. This model continues till no node is unable to reach any of the

sinks.

Algorithm 12 helps h to find an alternate path to active sink. Some neighbor nodes

of h can be a neighbors of any passive sink node which can directly receive the data

without looking for an alternate path to the current sink. As the sinks are connected which is

mentioned in section 3.1, the proposed approach is taking advantage of it.

Based on that either h considers the h as a relay node or will look for an alternate

path to deliver the message to sink. Sometimes the node may not behave reliably due to

traffic congestion and other internal system issues and drops the message. In such cases

to ensure reliability, h takes the responsibility as it follows hop-to-hop transmission and

forwards the data to the neighbor with high residual energy and shortest path among all

possible paths generated by other neighbors.

5.5.1 The advantages of the proposed model

1. the Alternate path to the current sink is not considered so saving the energy of relay

nodes

2. Drop can be avoided if an alternate path not found to the active sink

3. increases the number of messages delivered to sink which makes the NL enhancement
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Grid Size 100 X 100
Initial Energy of Sensors 10 Joules
Number of Sensors 100, 200, 300
Number of Sinks 4, 6, 8
Communication Range 15 units
Shift Rate 90%
percUR 10% - 50%
Percentage of common neighbors
trust

50% - 90%

Percentage of h neighbor count 50% - 80%

Table 5.1: Input Data Information

5.6 Experimental Results

The experiments were done in MATLAB with 100,200 and 300-node networks deployed

in a 100X100 grid with 4, 6, and 8 sinks respectively. The simulation starts with trust

between all neighbor nodes is 0 assuming all deployed sensors work well. Experiments have

been done on 30 test cases with different percentages of unreliability 10, 20, 30, 40, and

50. It allows the sensor nodes to behave unreliablely due to internal system issues up to a

defined range.

If a network is defined with 20% of allowed unreliability, it means the node is allowed to

behave unreliable at most 20% during data transmission. If the range exceeds then the node

needs to be monitored for its fault behavior by collaborating with other neighbor nodes. The

percentage of common neighbors trust ranges from 50, 60, 70, 80 and 90. It gives support to

h to declare it as a non-faulty node based on the trust considered by common neighbors of

h and h. If the percentage of common neighbor’s trust is defined as 70% means at least

70% of the common neighbor nodes should have good trust on h. These criteria help to

identify CLs. This factor is more beneficial when a

more dense network is considered as the probability of having more neighbors is high

as well and the percentage of common neighbor’s trust also increases. The last key factor
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Figure 5.2: 100 node network - unidentified CN

to identify a fault node is the percentage of the neighbors of h who disconnected the

neighborhood relation with h. These values range from 50, 60, 70 and 80. If 80% of

neighboring nodes of h disconnected the neighbor link with h clears that the h is doing

a security attack on the network. Detailed parameter information is provided in Table 5.1.

Presenting the performance comparison between the approaches where there is no

method followed to identify the CNs (it is referred to as simple CASS and after identifying

and removing the CNs from the network (referred to as CASS-CN). The performance is

measured in terms of the number of messages delivered to the sink altogether and the

message drop due to the internal issues mentioned earlier and the trust between the nodes

falling below the moderate level and not being able to find an alternate path in both cases.

Fig. 5.2 shows the results of simple CASS on a 100-node network where no trust

mechanism is used to identify the CNs. As the graph shows the messages initiated to sent

are high, but the messages received by the sinks is only 63.5% and dropping due to CNs

(drop CN) is 26.5% and the remaining 9.9% dropping due to the nodes 10% unreliable

behavior. With the increase of unreliable behavior of the node (drop UR), the CNs take

advantage of it to drop the messages and affect the network performance in terms of
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Figure 5.3: On dense network - unidentified CN

delivering the messages to the sink.

Fig. 5.3 shows the effect of unattended CNs in a network with 200 and 300 nodes. The

graph presents that in a 300-node network, the drop CN is value is more than 50% of the

sent messages which addresses the importance of detecting and eliminating the CNs from

the network. The proposed model helps in identifying the CNs and improves the network

performance by 96.8% to 99.1% concerning an increased percUR in a 100-node network.

Message drop due to CNs is reduced from 26.5% to 0.1% in a 100-node network with 10%

of unreliability. With the increase in the percUR, the drop CN varies from 0.1% to 0.5%.

Fig. 5.4 shows the performance of a 100 node with 20% of unreliability and varying the

other two key parameters to identify the CNs. In all variations, the network performance has

improved over the simple CASS giving a great message delivery to the sink with reduced

drop rate. Fig. 5.5 shows a performance measure on an increased network size with 20%

of unreliability. With increased sensor nodes the sender node finds more alternate paths

to reroute which helps in improving the NL in terms of received messages by all sinks

together. We computed the average of all desired output parameters for different unreliable
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Figure 5.4: CASS with CN detection mechanism on 100 node network with 20% of UR

Figure 5.5: acCASS with CN detection mechanism on dense networks
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No.of nodes percUR Sent % Received % Drop UR % Drop CN
100 10 874193 96.8 3 0.1

20 919357 98.7 1.1 0.2
30 925358 99.05 0.6 0.3
40 927517 99.3 0.5 0.4
50 928676 99.1 0.5 0.5

200 10 1661550 94.9 4.9 0.2
20 2379435 97 2.7 0.3
30 2542094 97.4 2 0.7
40 2600051 96.7 1.9 1.3
50 2660945 95.9 2 2.1

300 10 2478669 96.8 2.9 0.3
20 3731511 97.3 2.4 0.3
30 4304410 97.7 1.8 0.5
40 4403682 96.2 2.3 1.5
50 4560848 93.3 3.5 3.2

Table 5.2: Performance of CASS with CN detection mechanism and rerouting to active sink

percentages of total nodes. The results are tabulated in Table. 5.2.

The graphs and results presented for a rerouting mechanism to the active sink. While

looking for an alternate path, some nodes are encountered in such a way that the node itself

is a direct neighbor to other inactive sinks at that instance. By taking advantage of it and the

sinks are interconnected to each other irrespective of the active sink, we simulated rerouting

to any sink. Rerouting to any sink increased the delivery ratio in the range of [0.1%, 3.2%]

than the alternate path to the current sink for an increased percentage of the unreliability of

a sensor node.

5.7 Summary

Sensor nodes are easily adaptable in the deployed region and also easily attacked by

intruders. Handling the CNs is a major task in achieving a reliable and long-lasting network.

This paper describes to what extent the CNs impact the NL and also proposes an algorithm to

detect and detach them from the network based on the two key parameters common neighbor

trust (NT) and neighbor count (NC) of a monitoring node. The proposed method took the
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help of an alternate path to ensure reliable data delivery in the presence of CNs and nodes

with unreliable behavior. The paper presents two variations to reroute the data message to

the currently active sink and any sink irrespective of the active sink. Both variations have

experimented with different combinations of unreliable behavior of the sensor node, NC and

NT, and shown a considerable network life enhancement with minimal drop in the presence

of unreliable behavior and CNs.
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CHAPTER 6

Conclusions and Future Scope

6.1 Conclusions

In this work, we have focused on an important challenge the WSN encountered. As

discussed, the sensor nodes are characterized by limited computational power, memory,

storage, and energy resources. Optimizing energy utilization is inevitable for the network

to perform satisfactorily for a long time. This thesis attempted and proposed different

methodologies for enhancing NL in terms of the number of messages successfully deliv-

ered to the sink node in the presence of multiple sinks, hot spots, unreliable intermediate

nodes, and compromised (untrustworthy) nodes. In the first contributions, we discussed

the improvement of the NL by implementing a CASS wherein we implemented multiple

sinks in the WSN set-up and selected one sink for data delivery based on shift rate. We

experimented with different shift rates and node densities in the sensing region. During the

experimentation, it was observed that the NL could not be improved substantially due to the

evolution of hot spots. Hot spots are those nodes that use most of their energy to forward

the data packets to the sink nodes and usually the one-hop neighbors of the sink node. In

addition, due to the typical topology of the network, a few hot spots are distributed within

the network. Thus, we proposed and implemented AP finding and routing method to avoid

the hot spots during the data transmission. This approach will preserve the remaining energy

in the hot spots and help enhance the NL. We experimented with defining the hot spots with

different percentages of remaining energy and measured the improvement in the NL. On
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average there is an improvement of 12.5% to 67.6% in the overall NL of the WSN with

100 nodes to 300 nodes. During the experimentation, we found that even if we choose an

alternate path, some nodes still have enough residual energy to communicate to the sink by

adjusting the communication range. With an assumption that nodes can dynamically adjust

their communication range by increasing the transmitting power, we proposed an acICR

based method to communicate directly with the sink bypassing the hot spots and in the

absence of the alternate path. This also yielded almost 37.9% to 87% improvement in the

overall NL with an increased number of sensors. For ICR, we increased the transmitting

power based on the standard energy model.

The sensor nodes often do not behave reliably due to buffer overflow, noisy communica-

tion channels, memory constraints, inadequate computational power, etc. These unreliable

nodes may only be able to forward the data packets successfully sometimes. We consider the

presence of unreliable nodes in the network. We relaxed the assumption that every node can

forward the data packets to the next sensor node or sink if it has enough residual energy. For

experimentation, we consider different percentages of unreliable nodes and the percentage

of times they behave in an unreliable manner. We also implemented the principle of the

AP and ICR approach here to enhance the lifetime. We observed an increase of more

than 10% in the packet delivery ratio of the network in the presence of 5% to 25%

unreliable nodes and a varying percentage of unreliable behavior from 10% to 50%.

This proposed model also considers the presence of hot spots in the network, as discussed

earlier.

As sensor nodes are deployed in the open and are accessible, the node may be compromised.

Sometimes, even the communication link is compromised due to different security attacks.

One of our research objectives was to identify the compromised node and compromised link

and increase the PDR in the presence of those. In this work, we proposed a model to identify

the compromised nodes and links using a trust mechanism. We considered both direct
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trust and indirect trust to identify the CN, CL. By calculating the percUR the approach

can determine the CN precisely. Successful packet forwarding/ delivery was considered a

crucial parameter for trust computation. We have considered various hyperparameters like

different threshold values for trust computation, and other means to find the compromised

links. We modified the proposed AP and ICR to adapt to the trust-based data routing. We

have conducted extensive simulations and found that, on average, our proposed model can

increase the packet delivery ratio by 20% while considering trust to identify compromised

nodes and links.

6.2 Future Scope

While experimenting and also during a recent literature survey, we identified some

potential future scope of the work done in this thesis.

• We have implemented shortest path methods to find the alternate path with the residual

energy as the edge weight. In the future, we propose to consider the traffic in that link

as weight, in addition to the residual energy, for computing the shortest path.

• The message drop probability of an URNode in a WSN largely depends on the data

traffic received by the node, the sensing/ sampling frequency, etc. In the future, we

plan to monitor the sensor nodes for the incoming traffic, sampling rate, etc., and try

to predict the probability of unreliability instead of assuming.

• We have considered only direct and indirect trust for computing the overall trust of a

sensor node. However, more trust models can be considered for computing the trust

and evaluating the performance.

• In the future, we also plan to deploy a small sensor network to induce various unreli-

able factors in real networks and observe the performance of our proposed models.
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This will help us deploy the model in real networks and improve their lifetime and

reliability in compromised nodes and links.
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