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ABSTRACT

In recent years, automatic surveillance systems have evolved significantly. Face

recognition is an essential task in many automatic surveillance systems. Face recogni-

tion in visual light images is a well-explored problem in computer vision. But most of

the night-time security and military surveillance goes beyond visual domains such as

near-infrared, thermal and Depth images. Among those, thermal images are captured

from the natural thermal emission of the body. Because of this advantage, thermal im-

ages are more suitable for night-time surveillance applications. Many visual light face

recognition algorithms are available to address the discrepancy due to illumination and

pose problems. These traditional face recognition algorithms fail to handle the discrep-

ancy due to domain differences.

Cross-domain face recognition algorithms have been introduced to address the dis-

crepancy due to domain differences. Among the cross-domain face recognition prob-

lems, thermal to visual face recognition is more challenging because of the differences

in spectral characteristics of the visual and thermal domains. In thermal to visual face

recognition, a thermal image is a probe image, and a visual image is a gallery image.

Thermal to visual face recognition matches thermal probe images with visual gallery

images. The availability of training data of thermal and visual image pairs is very diffi-

cult, which makes thermal to visual face recognition an even more challenging problem.

In this thesis, the main focus is to learn a generalized thermal to visual face recogni-

tion model with less amount of training data. For this, we have proposed three methods.

The first method is on deep learning-based transfer learning method, the second is dic-

tionary learning-based common sub-space learning, and the third is collaborative metric

learning.
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In the first method, we propose a transfer learning approach to enhance the accuracy

of the thermal classifier. As a result, the accuracy of thermal-to-visual face recogni-

tion is significantly increased. The proposed method is tested on the RGB-D-T dataset

(45,900 images) and UND-X1 collection (4,584 images). By transferring knowledge,

the experimental results indicate a noticeable increase in the overall accuracy of thermal

to visual face recognition.

In the second method, we propose a new common subspace learning approach based

on commonality and particularity dictionary learning. In this approach, first, we dis-

tinguish the domain-specific and identity-related representations. The domain-specific

representation is then removed, and the common subspace is obtained. Finally, the simi-

larity is learnt by the metric learning methods. The proposed method is tested on RGB-

D-T and RegDB data sets. The experimental results show that the proposed method

performs better even when no common person exists between training and testing sets.

In the third method, we propose collaborative metric learning using maximum mar-

gin matrix factorization. This method considers group-wise similarities and collabora-

tively predicts the similarities. In this method, we can learn a more generalized metric

by utilizing the maximized margin. The proposed method is tested on the RGB-D-T

and RegDB data sets, and it outperforms the existing works in the few-shot learning

settings.

Among the three proposed methods, the two methods (dictionary learning method

and collaborative metric learning method) are learnt with less amount of training data.

Among these two methods, the collaborative metric learning approach demonstrates

superior performance in few-shot learning scenarios.
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GLOSSARY

• Collaborative metric learning: Collaborative metric learning is a metric learn-
ing algorithm. It learns the distance function by capturing the object-level rela-
tionships as well as group-level relationships.

• Common subspace learning: Common subspace learning is a type of machine
learning technique in which multiple datasets are jointly analyzed and a shared
subspace is learned that captures the common information or structure among the
data.

• Dictionary learning: Dictionary learning is a subfield of machine learning in
which an algorithm learns to represent a dataset as a linear combination of a set
of basis functions or dictionary atoms.

• Few-shot learning: Few-shot learning aims to learn a model that can quickly
adapt to new tasks with very little data. This is done by training the model on a
set of related tasks or classes and then testing it on a new, unseen task or class
with just a few training examples.

• Learning: When a computer program is able to improve its performance on a
particular set of tasks T, as measured by a given performance metric P, through
the use of experience E (usually in the form of training data), we say that the
program has learned.

• Metric learning: Metric learning is a subfield of machine learning that focuses
on learning a distance function over the objects. It learns the distance function
by capturing the important relationships among objects. The learned function
measures the similarity between the objects.

• One-shot learning: One-shot learning is a specific case of few-shot learning in
which a model is trained to recognize objects or patterns after seeing just a single
example of each class. In other words, the model is trained to generalize from a
single training example of each class to new, unseen examples.

• Transfer learning: Transfer learning is a machine learning technique in which a
model trained on one task or domain is leveraged to improve the performance of
a related task or domain.

• Zero-shot learning: Zero-shot learning is a machine learning approach where a
model is trained to recognize objects or patterns without any examples of some
classes during training. In other words, the model is trained to generalize to new,
unseen classes, which were not present in the training data.
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CHAPTER 1

Introduction

1.1 Introduction

In recent years, surveillance systems have become more significant in remote surveil-

lance of people, property, and both public and private sites. The use of surveillance sys-

tems has greatly improved security. Because of these applications, surveillance systems

have evolved significantly. The face recognition system is a very important part of the

surveillance system. The face is one of the most easily accessible biometric modali-

ties that does not require special acquisition procedures and cooperation of the subject,

which are reasons that make it useful for a wide variety of biometric applications. Fa-

cial recognition technology treats the face as an index of identity. The face recognition

system matches the human face image against the existing face image database, and

with this matching, it confirms the person’s identity. Face recognition has been a very

active research topic in computer vision and pattern recognition for decades.

Surveillance in low light or at night is a vital capability of the surveillance system.

Surveillance cameras use other spectral bands, such as NIR (near-infrared) and thermal

bands, for nighttime surveillance. Infrared (IR) is the most frequently used spectral

band in surveillance next to the visual spectrum.

Figure 1.1 illustrates the wavelength range of visual and infrared spectral categories

in the electromagnetic spectrum. The infrared spectrum is divided into five categories

based on wavelength: Near-Infrared (NIR), Short-Wave Infrared (SWIR), Mid-Wave

Infrared (MWIR), Long-Wave Infrared (LWIR) and Far infrared (FIR). The wavelength

1



Figure 1.1: Illustration of the wavelength range of Visual and Infrared spectral cate-
gories in the electromagnetic spectrum
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range of visual and IR categories is shown in Table 1.1.

Spectral Region Wavelength Range
Visual 0.38µm to 0.75µm
NIR 0.75µm to 1.4µm

SWIR 1.4µm to 3µm
MWIR 3µm to 8µm
LWIR 8µm to 15µm
FIR 15µm to 1000µm

Table 1.1: Visual and infrared spectral regions and wavelength ranges in the electro-
magnetic spectrum

The reflective-infrared imaging system utilises the NIR and SWIR bands to capture

images based on the reflection of infrared light. To facilitate this process, an external

infrared source is necessary, which gives these bands a similar illuminating effect as

that of the visual spectrum imaging system. Conversely, the thermal-infrared imaging

system employs the MWIR and LWIR bands. This system captures images based on the

natural thermal emission of objects or bodies. Consequently, the thermal band imaging

does not rely on any external illuminating sources.

Thermal imaging has a number of advantages, including the ability to capture im-

ages in low light, complete darkness, or other challenging situations such as smoke-

filled and dusty environments, as well as the ability to capture images from a large

distance. Considering these advantages, the thermal band is widely used in military and

security surveillance applications. However, most computer vision research and human

visual systems have evolved in the visual spectrum, necessitating thermal to visual face

identification.

Figure 1.2 illustrates the consistency of the thermal images with different weather

and lighting conditions. Figure 1.2 e is the thermal image. Figure 1.2 a, 1.2 b, 1.2

c, and 1.2 d are the visual images with different weather/light conditions. Here all the

images are of the same person.

For automatic surveillance, it is vital to match data gathered at night with data cap-

tured during the day, which introduces a new challenge in face recognition which is

cross-domain face recognition. Cross-domain face recognition is not only used in au-

tomatic surveillance but also utilised in applications of law enforcement. The task of

cross-domain face recognition is to actively match sketch to visual, NIR to visual, and

thermal to visual face images. At times, cross-domain face recognition is also referred

3



Figure 1.2: Illustration of visual and thermal images for the same person in different
weather/light conditions. a), b), c), and d) are visual images with different
weather/light conditions. e) is the thermal image for different weather/light
conditions.
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Figure 1.3: Sample images (a) Visual face image of a person (b) Corresponding thermal
domain face image

to as heterogeneous face recognition (HFR). In this work, cross-domain face recogni-

tion is done on thermal and visual spectral images. The spectral characteristics of the

visual and thermal spectrum are distinct. This results in domain disparity and nonlinear

pixel intensity levels between domains. As a result, thermal to visual cross-domain face

recognition is more challenging.

The images presented in Figure 1.3 demonstrate the differences in intensity levels

between a person’s visual face image and its corresponding thermal domain face image.

Specifically, the images reveal the non-linear relationship between these domains.

Humans effortlessly identify individuals based on facial features. On the other hand,

face recognition algorithms are facing difficulty due to the changes in pose, illumina-

tion, expression, occlusion, and disguise. Because of these changes, inter-class and

intra-class similarities are increasing. These will adversely affect face recognition ac-

curacy. In addition, domain discrepancies and resolution differences further increase

the confusion between inter-class and intra-class similarities.

Figure 1.4 shows pairs of thermal-visual images of the same person, each pair de-

picting variations in pose, illumination, expression, and occlusion.

5



Figure 1.4: Illustration of thermal-visual image pairs of the same person with different
pose, illumination, expression, and occlusion
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Figure 1.5: Illustration of thermal to visual cross-domain face recognition system

1.2 Problem Statement and Objectives

1.2.1 Problem Statement

Given two input face images, one is from the thermal domain and the other is from

the visual domain, the goal is to learn a thermal to visual cross-domain face recognition

system which returns ‘Yes’ if they are of the same person’s face; otherwise, it returns

‘No’. The same is illustrated in Figure 1.5.

1.2.2 Objectives

• To learn the cross-domain face recognition system by minimising the domain
discrepancy.

• To learn a generalised cross-domain face recognition system using fewer training
data.

1.3 Contributions

Figure 1.6 illustrates the three distinct contributions of our work, each represent-

ing a unique system for thermal-to-visual face recognition. Firstly, a deep learning

based transfer learning technique is introduced. Secondly, a common subspace tech-

7



Figure 1.6: Illustration of contributions

nique based on dictionary learning is presented. Lastly, a collaborative metric learning

technique employing matrix factorisation is proposed.

1.3.1 Deep learning based transfer learning technique

In this approach, the training of the thermal classifier is accomplished by utilising

the visual classifier through transfer learning. Traditionally, transfer learning in deep

neural networks involves transferring the weights [102, 163]. However, in this method,

we initially sparsify the network before transferring the weights of the sparsified net-

work. To obtain the sparsified network, we propose two pruning methods. By using

this method, the knowledge from the visual classifier gets effectively transferred to

learn the thermal classifier, and as a result, this thermal classifier gets trained with even

less amount of training data.
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1.3.2 Common subspace learning using dictionary learning

In this work, we introduce a two-stage cross-domain (thermal to visual) face recog-

nition method based on dictionary learning. We begin by projecting both domain im-

ages onto a common subspace, where the face images are represented by a representa-

tion code. Metric learning is used in the second stage to measure the degree of similar-

ity between corresponding representation codes. We use commonality and particularity

dictionary learning to find the common subspace. In the second stage, we used two

variants of metric learning methods one is large scale metric learning method, and the

other is deep metric learning method.

1.3.3 Collaborative metric learning based on maximum margin ma-

trix factorisation

In this work, we have proposed a collaborative metric learning method. We find a

latent space for this metric using maximum margin matrix factorisation by preserving

the training similarities. This latent space is learned collaboratively. On the other hand,

image space to the learned latent space mapping is done using a convolution neural net-

work. Using the mapping function, the predicted latent space representation measures

the similarity between the images.

1.4 Thesis Outline

This thesis is divided into six chapters, beginning with an introductory chapter and

ending with a conclusion chapter. Chapter 2 is devoted to a literature review on cross-

domain face recognition. Our three contributions are discussed in Chapters 3 to 5. The

outline of the thesis is shown in Figure 1.7.

• Chapter 1: Introduction
Cross-domain face recognition is introduced in Chapter 1. It also provides the
motivation and necessary background for the work presented in this thesis. It
concludes by providing the scope of the thesis.

• Chapter 2: Literature Survey
Chapter 2 provides an overview of the state-of-the-art methodologies in cross-
domain face recognition. We have categorised them into different types of cross-
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Figure 1.7: Thesis Outline
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domain face recognition systems and discussed the scope of the current work in
the literature.

• Chapter 3: Thermal to visual face recognition using Deep learning based
transfer learning
In this chapter, we discuss the proposed deep transfer learning method. In this
approach, the training of the thermal classifier is accomplished by utilising the
visual classifier through transfer learning. Traditionally, transfer learning in deep
neural networks involves transferring the weights [102, 163]. However, in this
method, we initially sparsify the network before transferring the weights of the
sparsified network. To obtain the sparsified network, we propose two pruning
methods. By using this method, the knowledge from the visual classifier gets
effectively transferred to learn the thermal classifier, and as a result, this thermal
classifier gets trained with even less amount of training data.

• Chapter 4: Common subspace learning for thermal to visual face recognition
using dictionary learning
This chapter introduces the proposed common subspace learning method using
dictionary learning. In this work, we have proposed a two-stage cross-domain
(thermal to visual) face recognition method based on dictionary learning. We
begin by projecting both domain images onto a common subspace, where the
face images are represented by a representation code. Metric learning is used
in the second stage to measure the degree of similarity between corresponding
representation codes. We use commonality and particularity dictionary learning
to find the common subspace. In the second stage, we used two variants of metric
learning methods one is large scale metric learning method, and the other is deep
metric learning method.

• Chapter 5 : Thermal to visual Face recognition using collaborative metric
learning
In this chapter, we discuss the proposed collaborative metric learning method. We
find a latent space for this metric using maximum margin matrix factorisation by
preserving the training similarities. This latent space is learned collaboratively.
On the other hand, image space to the learned latent space mapping is done using
a convolution neural network. Using the mapping function, predicted latent space
representation measures the similarity between the images.

• Chapter 6 : Conclusions and Future Directions
We conclude our thesis with Chapter 6 by giving future directions for extending
our work.
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CHAPTER 2

Literature Survey

In this chapter, we first review the related work before going through a literature

survey on thermal to visual cross-domain face recognition. And then, we discuss the

datasets and metrics used for thermal to visual cross-domain face recognition. In the

end, we discuss the challenges of thermal to visual cross-domain face recognition.

2.1 Related Work

In many machine learning algorithms, the assumption is that the training and fu-

ture data are in the same feature space and distribution. Here, future data refers to

the unseen data that a trained machine learning model encounters and needs to make

predictions on after the training phase. But for many real-world applications, this as-

sumption may not hold, and as a result, the performance of those may affect[147].

Face recognition is one of that applications[5]. Automatic face recognition is a well-

explored problem in computer vision and machine learning and performs well only

in controlled settings[60]. Face recognition in an uncontrolled environment is still

a challenging problem[26, 39]. It is challenging[89] because of different illumina-

tion conditions[14, 75],pose[27, 170], camera view angles[100, 169], age-related facial

changes[121, 137], facial expressions[67, 107], etc.

In addition to these challenges, many face recognition applications use other than

the visual domains. For example, nighttime security applications[62] capture face im-

ages in NIR (near infrared)[29] or thermal domain[71]. Some law enforcement appli-
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cations use sketch images[56]. Considering these applications, there is an increase in

the usage of domains other than the visual domain. But the human visual system and

most computer vision research are evolved in the visual domain. As a result, there is a

necessity to match visual domain images to other domain images. This requirement is

evolving as the new research direction is cross-domain face recognition.

Cross-domain face recognition is a multifaceted task that aims to accurately match

individuals across diverse domains[103]. These domains encompass various scenarios

such as Near-Infrared (NIR) to visual face recognition[46, 47], sketch to visual face

recognition[54, 148], high-resolution to low-resolution face recognition[95], 3D image

to 2D image face recognition[108], and thermal to visual face recognition[23, 158].

This task becomes even more challenging due to the variations in lighting conditions,

camera viewpoints, ages, and ethnicities encountered in different domains. Success-

fully addressing cross-domain face recognition requires robust algorithms capable of

effectively handling the significant variations in facial appearance arising from these

diverse factors and modalities.

Thermal to visual cross-domain face recognition[23] is a specialised subfield of

cross-domain face recognition that focuses on recognising faces across different modal-

ities, specifically the thermal and visual spectrums. Thermal imaging captures the ther-

mal emission of objects, including a person’s face. These distinctive thermal patterns

are used for face recognition. On the other hand, visual imaging captures the appearance

of faces in the visible light spectrum.

Thermal imaging[71] has been widely used in various applications such as surveil-

lance, law enforcement, and night-time monitoring, where visual imaging may be lim-

ited due to lighting conditions or environmental factors. However, there are signifi-

cant challenges in recognising faces across thermal and visual modalities, as the two

modalities have different imaging properties, such as pixel intensities, texture patterns,

and illumination characteristics. The domain differences between thermal and visual

modalities pose a major obstacle for conventional face recognition systems. Models

trained on visual images may not excel when dealing with thermal images, and vice

versa.

In the literature, most of these challenges are addressed with transfer learning[104,

147] by adequate knowledge transferring. Various transfer learning approaches are pro-
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posed for thermal to visual cross-domain face recognition techniques. These techniques

aim to leverage knowledge from one domain (e.g., visual) to improve face recognition

performance in another domain (e.g., thermal) by developing methods to mitigate the

domain discrepancy and learn discriminative features invariant to the domain.

Machine learning

Supervised
Learning

Transfer Leraning
for

Face Recognition

Unsupervised
Learning

Reinforcement
Learning

Figure 2.1: Categories of machine learning

Figure 2.1 illustrates the three main categories of machine learning[10]: supervised

learning, unsupervised learning, and reinforcement learning. In supervised learning, the

algorithm is provided with labelled data to learn a function that maps input features to

output labels. In unsupervised learning, the algorithm discovers patterns or structures

in the input data without any corresponding output labels. In reinforcement learning,

the algorithm learns by interacting with an environment and receiving feedback through

rewards or penalties. Transfer learning comes under supervised learning.

Figure 2.2 illustrates the taxonomy based on our literature survey. This taxonomy

provides a comprehensive overview of transfer learning for face recognition. Here,

red nodes indicate related work, while blue nodes represent literature survey on cross-

domain face recognition.

After conducting an extensive literature survey, we have constructed the taxonomy.

The survey encompassed approximately 170 papers and 7 survey papers, covering a

wide range of topics, including covariate shift problems [14, 27, 78], multimodal face

recognition [176], multi-task learning [167], and heterogeneous face recognition [103,

140]. Our exclusive focus was on thermal to visual cross-domain face recognition, and

we reviewed all the relevant papers published between 2012 and 2020.
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2.2 Transfer learning for face recognition

Transferring knowledge across tasks is a natural ability for humans, i.e., knowl-

edge acquired while learning about one task is reused while solving other related tasks.

For example, knowledge gained while riding a motorbike (task) can be used to learn

the driving of a car (related but different task). Transfer learning [104][147] is for-

mally defined as follows. A domain D contains two parts - a feature space X and a

marginal probability distribution P (X) (as we consider a subset of random variables,

the marginal probability is used). Here X is a given sample set X = {x1, ..., xn} in the

feature space X , with corresponding labels set Y in label space Y . Task T is defined

using two parts, a label space Y and a predictive function h(.). In general h(.) is a con-

ditional probability P (Y/X). Let the source domain beDs, whereDs = {X s, P (Xs)},

and the corresponding source task is T s, where T s = {Ys, hs(.)}. Let the target do-

main be Dt, where Dt = {X t, P (X t)}, and the corresponding target task is T t, where

T t = {Y t, ht(.)}. Now the goal of transfer learning is to improve the target predictive

function ht(.) by using the related information from source domain Ds and source task

T s.

Transfer Learning
for

Face Recognition

Homogeneous
Transfer Learning

Heterogeneous
Transfer Learning

Figure 2.3: Categories of transfer learning for face recognition

Figure 2.3 shows the two types of transfer learning: homogeneous transfer learning

and heterogeneous transfer learning.

Transfer learning is divided into two categories based on feature space X .

• Homogeneous transfer learning In homogeneous transfer learning, source do-
main feature space and target domain feature space is the same (X s = X t).

• Heterogeneous transfer learning In heterogeneous transfer learning, source do-
main feature space and target domain feature space is different (X s ̸= X t).
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2.2.1 Homogeneous transfer learning

Homogeneous transfer learning refers to the application of transfer learning tech-

niques within the same or similar domains. Homogeneous transfer learning has four

major categories.

Transfer Learning
for

Face Recognition

Homogeneous
Transfer Learning

Traditional
Machine
Learning

Covariate shift
problems

Multi-Modal
problems

Multi-task
Learning

Heterogeneous
Transfer Learning

Cross-Domain
Face Recognition

Figure 2.4: Categories of homogeneous transfer learning for face recognition

Figure 2.4 shows the four categories of homogeneous transfer learning. They are

• Traditional machine learning.

• Covariate shift problem.

• Multimodal face recognition.

• Multi-task learning.

2.2.1.1 Traditional machine learning

Traditional machine learning problems have the same domain and the same task.

Same domain means having same feature space (X s = X t) and same marginal dis-

tribution (P (Xs) = P (X t)). Same task means, having same label space (Ys = Y t)

and same predictive function (hs(.) = ht(.)). So, for traditional machine learning al-

gorithms, the requirement of knowledge transfer between source and target is limited.

Face recognition in a controlled environment [133, 172] is an example problem that

falls under this category.
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2.2.1.2 Covariate shift problem

In homogeneous transfer learning problems, if the task is the same, but the marginal

probability distribution is different for the source and target, then it is a covariate shift

problem. Covariate shift problems are also called as dataset bias problems. In this

category of problems, the training set and test set are in different marginal probability

distributions.

Some of the examples of covariate shift problems are person re-identification in

surveillance[123, 165], makeup invariant face recognition [38, 143], and face recogni-

tion after plastic surgery [86, 128]. In all of these problems train set is in one probability

distribution, and the test set is in a slightly different marginal probability distribution.

2.2.1.3 Multi-modal face recognition

For traditional machine learning and multimodal face recognition, feature space and

marginal probability are the same for both source and target. But the main difference is

the formation of feature space, and the probability distribution is the union of different

modalities. In multi-modal data, X = {X1, X2, ..., Xm}, Xi refers to m number of

different modalities. Each modality has n different images of a particular modality,

and feature space is the union of all modalities X = {X 1 ∪ X 2∪, ...,∪Xm}. The

marginal probability distribution of multimodal face recognition is the joint distribution

of other modalities, P (X) = P (X1, X2, ..., Xm). The main challenge of multimodal

face recognition is in coordinating different modalities.

Multimodal face recognition involves recognising individuals using multiple bio-

metric data sources, such as images from different modalities. Multimodal face recog-

nition is considered more robust than single-modal approaches. It has been applied in

various domains, such as visual+3D [15, 58], visual+IR [12, 21], visual+thermal [4, 9]

and visual+IR+3D [11].

2.2.1.4 Multi-task learning

Multi-task learning is the task of learning multiple tasks at a time. Here both do-

mains are same Ds = Dt and each task has its own label space Y1,Y2, ...Yn. For
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multi-task learning, the predictive function is P (Y1,Y2, ...Yn/X).

Multi-task learning for face recognition involves training a model to simultaneously

perform multiple tasks related to face recognition. Examples of multi-task learning

problems are face recognition along with expression [91], face recognition along with

age [65], face recognition along with gender [6], face recognition along with ethnicity

[25], face recognition along with landmark localisation [171].

2.2.2 Heterogeneous transfer learning

Heterogeneous transfer learning involves scenarios where the feature spaces in the

source and target domains differ, while the tasks remain the same. In heterogeneous

transfer learning, the feature spaces are different, X s ̸= X t, and the tasks are the same

T s = T t . In heterogeneous transfer learning, only one valid category is cross-domain

face recognition.

2.2.2.1 Cross-domain face recognition

Transfer Learning
for

Face Recognition

Homogeneous
Transfer Learning

Heterogeneous
Transfer Learning

Cross-Domain
Face Recognition

Type of
Learning Models

Generalization
Approaches

Figure 2.5: Categories of cross-domain face recognition

Cross-domain face recognition comes under heterogeneous transfer learning [103].

Cross-domain face recognition is a challenging task because of domain discrepancy. At

times, cross-domain face recognition is also referred to as heterogeneous face recog-

nition, cross-domain person re-identification and inter-modality face recognition. The
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literature studies cross-domain face recognition on NIR-visual[46, 47], sketch to vi-

sual [54, 148], 3D-2D images[108], low-resolution - high-resolution[95], and thermal-

visual[23, 158]. Early research on cross-domain face recognition predominantly con-

centrated on the sketch to visual and NIR to visual. Cross-domain face recognition

literature is categorised in two different ways.

Figure 2.5 illustrate the cross domain face recognition literature categorisation ap-

proaches. They are

• Type of learning model.

• Generalisation approaches.

Heterogeneous
Transfer Learning

Cross Domain
Face Recognition

Type of
Learning Models

Feature based
methods

Hand-crafted
features

Learned
features

Synthesis based
methods

Disentanglement
learning

Auto
Encoder

GAN
Based

Projection based
methods

Dictionary
Learning

Metric
Learning

Projection based
Deep Learning

Generalization
Approaches

Figure 2.6: Cross-domain face recognition literature categories based on the type of
learning model

2.2.2.1.1 Type of learning models: Figure 2.6 illustrates the categories and subcat-

egories (based on the literature) of cross-domain face recognition based on the type of

learning model. Cross-domain face recognition is categorised into three [103], namely

a) Feature-based methods

b) Synthesis-based methods

c) Projection-based methods

Table 2.1 summarises the categories of cross-domain face recognition literature into

three categories - feature-based, synthesis based and projection based.
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Feature Based
methods

Hand-Crafted
Features

SIFT, HOG, and LBP are used in [23, 51, 120]
2D-LDA used in [168],
Logarithm gradient histogram(LGH) is used
in [178],
Local Quality Descriptor is used in [8]

Learned
Features

Discriminative features are learning
in [83, 92, 151, 157, 158],
Hierarchical boosting network [152].
Single hidden-layer Gabor-based network [101].
Hard modality alignment network (HMAN)
for modality-robust features [141].
CNN-based features [97, 149].
Feature learning method based on iterative
closest point method [131].
New feature mapping sub-network [32].
HFR framework for matching visual and
thermal face images [17].
Relational graph module (RGM) [22].
Two-stream network with part-level person
feature learning [84].

Synthesis Based
Methods

Disentanglement
learning

GAN based disentanglement learning methods
are proposed in [53, 63, 68, 105, 156]

Auto Encoder
Auto encoder based synthesis model is
proposed in [64, 126]

GAN
GAN based synthesis models are proposed
in [18, 44, 47, 63, 66, 68, 106, 145, 166]

Dictionary
Learning

Dictionary based methods are proposed
in [88, 94, 96, 114, 115]

Projection Based
Methods

Metric
Learning

Metric learning based methods are proposed
in [46, 59, 82, 94, 117, 158, 161, 162]

Projection based
Deep Learning

Deep learning based methods are proposed
in [34, 74, 79, 81, 175]

Table 2.1: Cross-domain face recognition literature categories based on the type of
learning model
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a) Feature based methods: Feature-based techniques [37] aim to choose and ex-
tract domain-invariant features. The feature-based method is further divided into
two categories.

– Hand-crafted features

– Learned features

– Hand-crafted features: The features which are extracted manually using
a predefined algorithm are called hand-crafted features. In [23, 51], the
authors introduced a partial least square discriminate analysis method (PLS-
DA) that matches the extracted handmade features like SIFT, HOG, and
LBP from both visual and thermal domain images. In [120], hand-crafted
features are extracted and matching with a deep matching algorithm is done.
In [168], low-resolution images with high-resolution (HR) images based on
two-dimensional linear discriminant analysis (2D-LDA) are performed. In
[178], a logarithm gradient histogram (LGH) is proposed for the NIR to
visual cross-domain face recognition. In [8], the authors proposed a local
quality descriptor. In [119], local mesh pattern (DLMeP) is derived and
which is used to measure the local variation or pattern of wavelet energy.

– Learned features: The features learned by the trained model are obtained
automatically, without manual intervention [151]. In order to enhance the
discriminative power of the learned features, various approaches have been
proposed in the literature.
One such approach is hierarchical discriminant feature learning (HDFL),
which was introduced by Xu et al. [151]. Another method proposed by Xu
et al. [152], involves using a hierarchical boosting network. Oh et al. [101]
proposed a single hidden-layer Gabor-based network for feature learning.
To address modality discrepancies in features, Wang et al. [141] proposed
the hard modality alignment network (HMAN), which aims to learn modality-
robust features. Additionally, CNN-based features have been utilised in fea-
ture learning, as demonstrated in the works of Wu et al. [149] and Nguyen
et al. [97].
In the thermal imaging domain, Sun et al. [131] proposed a feature learning
method based on the iterative closest point method. Nimpa et al. [32] in-
troduced a new feature mapping sub-network to improve performance. Hu
et al. [52] proposed sparse multiple kernel learning (SMKL) for feature
extraction in thermal images.
For matching visual and thermal face images, Chen et al. [17] developed
the high-frequency representation (HFR) framework, which matches images
using multiple subspaces generated from patches.
To incorporate relational information into the feature learning process, Cho
et al. [22] introduced the relational graph module (RGM), a graph-structured
module.
In the context of modality discrepancies, Ye et al. [157] introduced the
MACE learning method, which focuses on learning discriminative middle-
level features and addresses the differences between modalities in features
and classifiers [157, 158].
Liu et al. proposed two methods for feature learning. In [84], a two-stream
network with part-level person feature learning was proposed. In [83], an
enhanced discriminative feature learning method was introduced [83, 84].
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b) Synthesis-based methods: In synthesis-based methods [109, 139], the main fo-
cus is on synthesising target domain images to source domain images. Synthesis
methods mainly use three types of architectures, namely

– Disentanglement learning

– Auto encoder based (AE)

– Generative adversarial network (GAN)

– Disentanglement learning: A disentangled representation is one in which
the changes in single latent units are sensitive to changes in one generative
factor but are not affected by changes in other factors. GAN-based disen-
tangle representation is proposed in [53, 63, 68, 105, 156]. These methods
try to separate the identity-related features and perform cross-domain face
recognition.

– Auto encoder based (AE): Auto encoder based methods have two parts -
encoder and decoder. The encoder tries to convert the target domain image
to the source domain image, and the decoder tries to convert the source do-
main image to the target domain image. In [126], an auto-encoder-decoder-
based network is proposed for cross-domain face recognition. In [64], deep
autoencoder based method is proposed

– Generative adversarial network (GAN): The generative adversarial net-
work (GAN) is a technique that is commonly utilised in synthesis-based
approaches [145, 166]. Using GAN, target domain images are synthesised
into the source domain. GAN-based bidirectional heterogeneous prototype
learning is proposed in [106]. In [47], the authors proposed GAN based
end-to-end NIR-VIS face completion network. In [44], Modality Adver-
sarial Neural Network (MANN) is proposed to extract modality-invariant
features. In [63, 68], stack of GANs are used for the synthesis. In [66], ther-
mal to rgb generative adversarial network (TRGAN) is proposed. In [18],
semantic-guided generative adversarial network (SG-GAN) is proposed.

c) Projection based methods: Projection-based methods are a widely used ap-
proach for the cross-domain face recognition problem. In this approach, both the
domain images are projected into a shared subspace using projection-based tech-
niques [116], which are more comparable than in the original space. Projection-
based methods are further divided into three categories.

– Dictionary learning based methods

– Metric learning methods

– Projection-based deep learning methods

– Dictionary learning based methods: In dictionary learning, the given data
is split into two parts - one is the dictionary, and the other is the correspond-
ing representation code. The dictionary is a set of atoms, and these atoms
are basis vectors for new projected subspace. In [114], coupled dictionary
learning method is proposed. In this method, for each domain, one dic-
tionary is learned. In [96], dictionary learning-based discriminative shared
transform learning (DSTL) is proposed. In [88], semi-coupled mapping and
discriminant dictionary learning (SMD2L) is proposed. In [94], the authors
proposed dictionary learning based on common subspace learning. In [115],
sparse representation is learned based on random subspace base learners.
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– Metric learning methods: Metric learning is another projection-based method.
In metric learning, both the domain images are projected in a common
subspace and then in the new space estimate the similarity. In [46], the
Wasserstein distance-based layer is introduced. In [117], the authors pro-
posed a neural network-based coupled architecture network, which forces
the hidden layers of two neural networks to be as similar as possible. In
[94], a Dictionary learning-based metric learning approach is proposed. In
[59] proposed a deep metric learning-based method using maximum mean
discrepancy-based loss. In [161], the authors proposed a deep metric learning-
based method using intra-modality weighted-part aggregation loss. In [158],
the authors proposed a deep metric learning-based method that uses a joint
loss of verification and ID loss. In [82], a novel framework for VT-REID
addresses the cross-modality gap and intra-modal variations. It incorporates
class-aware modality mix for pixel-level gap reduction and center guided
metric learning for inter- and intra-modal discrepancy reduction. In [138],
two-stage metric learning (TML) method is proposed. It uses local and
global metric learning successively.

– Projection-based deep learning methods: Deep learning models project
both the domain images into a common subspace. In [34], 3-D morphable
model is (acts as a common subspace) used to synthesise photographs and
sketches. In [79], the authors proposed a sparse coupled projection method
using multidimensional scaling joint L2,1-norm regularisation (MDSL21).
In [175], the deep coupled spectral regression-based method is proposed. In
[74], domain-based angular margin loss and a maximum angular loss are
proposed. In [81], shared discriminative feature representation is learned.
Dual-path local information structure (DLIS) with position attention-guided
learning module (PALM) is proposed In [149]

Heterogeneous
Transfer Learning

Cross Domain
Face Recognition

Type of
Learning Models

Generalization
Approaches

Loss fuction Regularization
Maximization
of margin

Generalized
features

Boosting New model
architecture

Figure 2.7: Cross-domain face recognition literature categories based on generalisation
approaches
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2.2.2.1.2 Generalisation approaches: Figure 2.7 illustrates the categories of the lit-

erature on cross-domain face recognition based on generalisation approaches. The main

objective of transfer learning is to acquire a greater amount of transferable knowledge.

This transferable knowledge can be obtained by increasing the level of generalisation

in the model [3]. As the model becomes more generalised, the amount of transferable

knowledge increases.

Generalisation is a common phenomenon in human and animal learning, where

prior knowledge is utilised in various situations and circumstances. It involves the util-

isation of prior learning for various situations in different circumstances. Prior learning

allows the acquisition of knowledge, which can then be applied to solve future unknown

situations in unknown circumstances, making that knowledge transferable. Generalisa-

tion plays a vital role in both quantitative and qualitative research [30, 110]. It is partic-

ularly significant in quantitative research, especially in pattern recognition and machine

learning, where it is one of the core goals [10]. Generalisation is closely tied to the

transfer of knowledge. Increased generalisation implies a greater transfer of knowl-

edge. In the context of pattern recognition and machine learning, generalisation refers

to the ability to correctly categorise or predict unseen data, which is data not present in

the training set.

Over-fitting is a common issue in machine learning that occurs when the model lacks

generalisation. It leads to good performance on the training data but poor performance

on the test data. To avoid over-fitting, machine learning algorithms generalise the model

by acquiring transferable knowledge.

Mainly six categories in cross domain face recognition based on generalisation ap-

proches. They are

a) Loss function

b) Regularisation

c) Maximisation of margin

d) Generalised features

e) Usage of Boosting

f) New model architecture
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a) Loss function: Loss function measures the discrepancy between the observed
entry and the corresponding prediction. The loss function is a very important
tool for generalisation. The choice of loss function influences many factors like
the type of task, data distribution and degree of noise in the data. In [47], 3D-
based pose correction loss, two adversarial losses and a pixel loss are proposed.
HR-anchor loss is proposed in [127]. In [125] model is jointly trained on two
proposed losses: (i) Derived-margin softmax loss and (ii) Reconstruction-center
(ReCent) loss. In [33], pairwise identity preserving loss is proposed. In [74],
domain-based angular margin loss and a maximum angular loss are introduced.
In [45], hypersphere manifold embedding is learned using Sphere Softmax loss.
In [44], dual-constrained triplet loss is introduced. In [142], multi patch modality
alignment (MPMA) loss is proposed. In [18], semantic loss function is introduced
to regularise the adversarial network. In [141], hard modality alignment (HMA)
loss is proposed. In [138], mixed-modality triplet loss is proposed.

b) Regularization: Regularization is one of the important approaches for generali-
sation. It avoids overfitting, and it improves generalisation. In [79], a sparse cou-
pled projection method is proposed using multidimensional scaling joint L2,1-
norm regularisation.

c) Maximisation of margin: In machine learning, especially for the classification
tasks maximising the margin is directly proportional to maximising the general-
isation. Here maximising the margin means maximising the margin between the
classes. In [74], the authors proposed angular margin loss, which maximises the
margin. In [125], Derived-Margin softmax loss is proposed to maximise the mar-
gin. In [148], coupled deep learning (CDL) method is proposed with an objective
function comprising trace norm, block-diagonal prior, and cross-modal ranking
to maximise identity margin.

d) Generalised features: Feature learning is very crucial in machine learning meth-
ods. The generalisation of the model directly depends on the generalisation of the
features. SIFT, HOG, and LBP features are used in [23, 51, 120]. 2D-LDA fea-
tures are used in [168]. Logarithm gradient histogram (LGH) features are used
in [178], Local Quality Descriptor features are used in [8], Hierarchical discrim-
inant feature learning (HDFL) are used in [151]. Hierarchical boosting network
learned features are used in [152]. The Gabor-based network learned features are
used in [101]. Joint feature distribution alignment learning (JFDAL) is used in
[92]. Relational Graph Module (RGM) learned features are used in [22].

e) Usage of Boosting: Using this tool, we can combine several weak classifiers to
make strong classifiers. Here strong classifier refers to a generalised classifier.
The hierarchical boosting network is used in [152]. Hierarchical discriminant
feature learning is used in [151].

f) New model architecture: In machine learning, generalisation is achieved by
introducing more complex models. Mixed adversarial examples and logits re-
play (MAELR) [132], Relational graph module (RGM) [22], Gabor-based net-
work [101], Cross-modality discriminator network (CMDN) [16] are proposed
for cross-domain face recognition. Deep learning-based hybrid architecture is
proposed in [34]. In [105], one encoder-decoder generator and two discrimina-
tors are used for the synthesis. In [106], bidirectional heterogeneous prototype
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learning architecture is proposed. A disentangled spectrum variations network is
proposed in [53].

Table 2.2 provides the summary of generalisation approches used for cross-domain

face recognition.

2.3 Contributions in cross-domain face recognition

In our work, we have done cross-domain face recognition on thermal to visual face

recognition, and we have three main methods.

• Deep transfer learning-based method

• Common subspace learning using dictionary learning

• Collaborative metric learning-based method

• Deep transfer learning-based method: In this method, a separate classifier is
learned for each domain. Knowledge transfer from the source domain classifier
enhances the target classifier accuracy. This feature-based method utilises a dense
sparse, dense training technique, with the dense sparse, dense learning approach
functioning as a form of regularisation.

• Common subspace learning using dictionary learning: In the projection-based
dictionary learning method, we have separated the data into two parts - domain-
specific features and identity-related features. By considering identity-related
features, we can learn common subspaces. Using this common subspace, we
perform cross-domain face recognition. This method is presented in Chapter 4.

• Collaborative metric learning based method: We have learned a metric using
maximum margin matrix factorisation in this method. In this, by improving the
margin, we got a generalised metric. The proposed method is a metric learning
projection-based method. This method generalises the model using maximising
the margin.
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Approaches for
generalization Description of Related Work

Loss fuction

In [160, 162], bi-directional dual-constrained top-ranking (BDTR) loss is proposed.
In [44], dual-constrained triplet loss is introduced.
In [45], hypersphere manifold embedding is learned using Sphere Softmax loss.
In [84], hetero center triplet loss is proposed.
Domain-based angular margin loss and a maximum angular loss
are introduced in [74].
In [161], Intra-modality weighted-part aggregation loss is proposed.
In [59], Maximum mean discrepancy based loss is proposed.
In [33], Pairwise identity preserving loss is proposed.
In [47], 3D-based pose correction loss is proposed.
In [125], A model is proposed with two losses:

(i) Derived-margin softmax loss
(ii) Reconstruction-Center (ReCent) loss.

HR-anchor loss is proposed in [127]

Regularization In [79], sparse coupled projection method using multidimensional
scaling joint L2,1-norm regularization is proposed

Maximization
of margin

In [74], Angular margin loss is proposed, it maximising the margin.
In [125], Derived-Margin softmax loss is proposed, it maximizing
the margin.

Generalized
features

SIFT, HOG, and LBP features are used in [23, 51, 120].
2D-LDA features are used in [168].
Logarithm gradient histogram(LGH) features are used in [178],
Local Quality Descriptor features are used in [8],
Hierarchical discriminant feature learning(HDFL) used in [151].
Hierarchical boosting network learned features are used In [152].
Gabor-based network learned features are used in [101].
Joint feature distribution alignment learning (JFDAL) is used in [92].
Relational Graph Module (RGM) learned features are used in [22]

Boosting Hierarchical boosting network is proposed in [152]
Hierarchical discriminant feature learning is proposed in [151]

New model
architecture

Mixed adversarial examples and logits replay (MAELR) architecture
is proposed in [132].
Relational graph module (RGM) is proposed in [22].
Gabor-based network proposed in [101].
Cross-modality discriminator network (CMDN) is proposed in [16].
Deep learning-based hybrid architecture is proposed in [34].
In [105], A new architecture of one encoder-decoder generator and
two discriminators is proposed.
In [45], hypersphere manifold embedding network (HSMEnet) is proposed

Table 2.2: Cross-domain face recognition literature categories based on approaches
used for the generalisation
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Figure 2.8 illustrates the transfer learning for face recognition taxonomy updated

with our contributions. Here, red nodes indicate related work, blue nodes represent

literature survey on cross-domain face recognition, and yellow nodes represent the con-

tributions.

2.4 Performance - Metrics

This section describes the performance metrics used for cross-domain face recogni-

tion.

• Accuracy: In supervised learning tasks, one way to measure how accurate a
machine learning model is by its classifier accuracy. It is calculated by dividing
the number of examples that were correctly categorised by the total number of
examples in the dataset.
Accuracy = (Number of right predictions) / (Total number of predictions)

• Rank-k Accuracy: Rank-k accuracy refers to the proportion of predictions made
by a model that correctly identifies the true class among the top-k predicted
classes.

Rank-k accuracy = (Number of instances where the true class is in the top-k
predicted classes) / (Total number of instances)

• Equal Error Rate (EER): Equal Error Rate (EER) is a performance metric
commonly used in biometric verification systems. It is defined as the point where
the false acceptance rate (FAR) equals the false rejection rate (FRR). In other
words, it is the point where the rate of incorrectly accepting a false identity is the
same as the rate of incorrectly rejecting a true identity.

Incorrectly matches the input pattern to a non-matching template in the database.
It measures the percentage of invalid inputs that are incorrectly accepted.

Where FAR is the False Acceptance Rate, and FRR is the False Rejection Rate.
The FAR is the probability that the system incorrectly matches the input pattern
to a non-matching template in the database. It measures the percentage of invalid
inputs that are incorrectly accepted, while the FRR is the probability that the
system fails to detect a match between the input pattern and a matching template
in the database. It measures the percentage of valid inputs that are incorrectly
rejected.

The eer is a useful metric in biometric systems because it provides a single point
of comparison between two systems or algorithms without specifying a particular
operating point. A lower eer indicates better performance, as it means that the
system is able to balance the trade-off between the FAR and the FRR more
effectively.

The eer is typically computed using a receiver operating characteristic (ROC)
curve, which plots the FAR against the FRR at different operating points. The
eer can be determined by finding the point on the ROC curve where the FAR
and FRR intersect.
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• Mean Average Precision (mAP ): mAP is a performance metric commonly
used in information retrieval and object detection tasks to evaluate the accuracy
of ranking algorithms.

mAP is a modified version of the Average Precision (AP ) metric, which is com-
puted for each query or object and then averaged across all queries or objects in
the dataset.

mAP =
1

N
∗

N∑
i=1

APi

Where N is the total number of queries or objects in the dataset, and APi is the
average precision for the ith query or object.

Average Precision (AP ) is a performance metric commonly used in information
retrieval and object detection tasks to evaluate the accuracy of ranking algorithms.

AP measures how well a ranking algorithm retrieves relevant items or objects by
taking into account both the precision and the recall of the retrieved results.

AP =
m∑
k=1

(P (k) ∗ rel(k))
(number of relevant items)

Where m is the total number of retrieved items, P (k) is the precision at rank k,
rel(k) is an indicator function that takes the value 1 if the kth item is relevant and
0 otherwise, and the sum is overall relevant items in the dataset.

In other words, AP computes the average of the precision values at each rank
where a relevant item is retrieved, weighted by the number of relevant items.

The mAP metric provides a more accurate measure of the overall performance
of a ranking algorithm than other metrics such as accuracy or precision.

2.5 Benchmark Datasets

In this work, we have utilised three publicly available benchmark datasets: the

UND-X1 dataset [31], RGB-D-T dataset [99], and RegDB dataset [98].

Table 2.3 presents the details of each benchmark dataset used. Here all three datasets’

thermal images are obtained in the LWIR region.

The RGB-D-T dataset includes 51 different person images in three domains: vi-

sual, thermal, and depth. Each domain contains 15,300 (51×300) face images, and the

number of images per subject is 300 for each domain. The visual image resolution is

640×480, while the thermal image resolution is 384×288.
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The RegDB dataset consists of 412 people images in two different domains: visual

and thermal. Each domain has 4,120 images (412 × 10). For each person, there are ten

images of the visual domain and ten images of the thermal domain. It is worth noting

that this dataset included images of detected individuals that were cropped and resized

to 128×64.

Finally, the UND-X1 dataset consists of 2,292 image pairs of 82 persons, distributed

evenly in the thermal and visual domains. The number of images per subject varies from

4 to 40 for each domain. The visual image resolution is 1600×1200, while the thermal

image resolution is 312×239.

Dataset
Name

No of
Subjects

No of Visual
images per

subject

No of Thermal
images per

subject

Total no
of image

pairs

Resolution
of Visual
images

Resolution
of Thermal

images
RegDB[98] 412 10 10 4,120 128×64++ 128×64++

UND-X1[20, 31] 82 4 to 40∗∗ 4 to 40∗∗ 2,292 1,600×1,200 312×239
RGB-D-T[99] 51 300 300 15,300 640×480 384×288

Table 2.3: Details of Benchmark Datasets
++The RegDB dataset included images of detected individuals that were
cropped and resized to 128× 64.
∗∗ Number of images per subject vary from 4 to 40

2.6 Challenges of cross-domain face recognition

Following are the challenges of thermal to visual cross-domain face recognition.

1. Domain difference: Thermal and visual images are captured using different cam-
eras. These cameras work on different spectrums. Thermal cameras capture the
heat emitted by the objects, while visual cameras capture the reflected light from
the object. This difference can result in differences in appearance, texture, and il-
lumination between thermal and visual images, which makes it difficult to match
accurately between the two domains.

2. Availability of data: Thermal imaging technology may not be as widely avail-
able as visual imaging technology, especially in certain environments or settings.
Limited datasets are available that contain paired thermal and visual images of
faces, which can be used for training and evaluating thermal to visual face recog-
nition algorithms. This limits the availability of data for training accurate and
robust algorithms, which can affect the performance of thermal to visual face
recognition systems.

3. Difference in image quality: Thermal images typically have lower spatial reso-
lution and lower image quality compared to visual images. Thermal cameras may
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have limited resolution and sensitivity, resulting in less detailed and noisier im-
ages. As a result, important facial features may not be visible in thermal images,
making it difficult to match faces with visual images accurately.

4. Feature learning algorithms for thermal domain: Traditional face feature learn-
ing algorithms were developed only for the visual domain. They may not be
directly applicable to the thermal domain due to differences in domain charac-
teristics. Developing a generalised and robust feature learning algorithm for the
thermal domain is a challenging task.

5. Vulnerability to adversarial attacks: Cross-domain face recognition models
can be vulnerable to adversarial attacks, where an attacker can modify an input
image to cause the model to misclassify it.

In our thesis, we have addressed the first four challenges of cross-domain face recog-

nition. Proposed methods are explicitly developed to address the domain differences be-

tween thermal and visual images and the challenges of limited data availability and dif-

ferences in image quality. All three methods are automatic feature learning algorithms

that can learn discriminative features from thermal and visual domains. Our techniques

also helped to align the features between the two domains and improve recognition

accuracy in cross-domain face recognition tasks.

33



CHAPTER 3

Thermal to visual face recognition

using deep learning based transfer

learning

In this chapter, we discussed our proposed deep transfer learning-based method

for thermal to visual face recognition. For this, separate classifiers are used for each

domain. In this method, we train the thermal classifier by utilising the visual classifier,

which is done by using transfer learning. By using this method, the knowledge from the

visual classifier gets transferred to learn the thermal classifier. As a result, this thermal

classifier gets trained with even less amount of training data.

3.1 Introduction

Thermal to visual face recognition is more challenging because of the nonlinear

spectral characteristics between the thermal and visual spectra. The availability of data

in the thermal domain is less when compared to that of the visual domain. In thermal to

visual face recognition, the visual domain is usually our source domain, and the thermal

domain is our target domain.

Figure 3.1 illustrates the contribution of thermal to visual face recognition method

using transfer learning. It takes the visual domain and thermal domain face images as
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Figure 3.1: Thermal to visual cross-domain face recognition using deep learning based
transfer learning technique

input and returns ‘Yes’ if they are of the same person’s face; otherwise, it returns ‘No’.

In our method, convolution neural network (CNN) [76, 77] is used for each domain,

and we train a separate CNN for each domain. Let the trained CNN for the source

domain be CNNs, and the trained CNN for the target domain be CNNt. In this, the face

verification is done by two classifiers, namely CNNs and CNNt.

Figure 3.2(a) illustrates the visual domain classifier CNNs. Input to the CNNs is

visual domain face image xs, and the output is the predicted label ys. Similarly, Fig-

ure 3.2(b) illustrates the thermal domain classifier CNNt. Input to CNNt is thermal

domain face image xt, and the output is predicted label yt. Verification is done by the

predicted labels in the following way. If ys and yt are equal, then xs and xt are the same

person’s face images, and if ys and yt are not equal, then xs and xt are different person’s

face images. This is illustrated in Figure 3.2(c).

Learning the thermal domain classifier (CNNt) is the main challenge in these two

classifiers methods. It is challenging because the learnability of the thermal domain

image is hard, as the resolution of the thermal image is usually less when compared to

that of the visual domain. To increase the learnability of the target modality classifier
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by using less amount of data, we adapted the transfer learning approach [104]. Using

transfer learning, we proposed two methods called DSDTL1 and DSDTL2. TL1 & TL2

are two mask functions. Here, DSD (Dense-Sparse-Dense) [43] is a training method

that works on a single domain, whereas DSDTL1, DSDTL2 works for cross domain.

The rest of the chapter is organised as follows: Section 3.2 gives the related work

and background. The proposed approach is given in Section 3.3. Experimental results

and analysis are discussed in Section 3.4, and we summarised this contribution in Sec-

tion 3.5.

3.2 Related work and Background

We use Dense-Sparse-Dense (DSD) training for our network. DSD consists of three

distinct stages: 1) Initial Dense stage, 2) Sparse Dense stage, and 3) Final Dense stage.

In the Initial Dense stage, the network’s weights are initialised using the normal distri-

bution, and the network undergoes training. During the Sparse Dense stage, a threshold

is determined using a heuristic. This threshold serves as a criterion for pruning the

weights with lower values. The criterion of the heuristic is that the number of connec-

tions pruned has to be high without losing the accuracy. The pruned network is then

trained by replacing the pruned weights with zero. In the Final Dense stage, the pruned

connections are recovered through re-training. The model capacity gets increased by

using DSD training. In DSDTL1 & DSDTL2, the model capacity of the target domain

classifier gets increased by leveraging the weights of the source domain classifier.

When employing transfer learning, it is important to address the following three

questions [104]:

1. When to transfer?
There needs to be shared knowledge between two domains. For instance, in the
context of thermal to visual face recognition, a person’s face image appears in
both thermal and visual domains, and certain low-level features are common to
both. This indicates the presence of sufficient knowledge that can be transferred
between these domains.

2. What to transfer?
The specific method used determines what is transferred. In our approach, one of
the stages involves obtaining a sparse source network, and during this stage, the
weights of this fine-tuned sparse source network are transferred to the target.
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Figure 3.2: a) Visual domain classifier (CNNs), ys is predicted label b) Thermal domain
classifier (CNNt), yt is predicted label c) Thermal to visual face recognition
using two classifiers
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3. How to transfer?
The transfer process involves simply cloning the fine-tuned sparse source network
as the initial sparse target network. By doing so, the knowledge and learned
representations from the source network can be leveraged for the target task.

3.3 Proposed Methods: DSDTL1 and DSDTL2

Thermal to visual face recognition is done by two classifier methods, in which the

first one is source domain classifier (CNNs) and the second one is target domain classi-

fier (CNNt).

Figure 3.3 illustrates the proposed deep transfer learning method. During the train-

ing stage, Step 1 focuses on learning the visual classifier CNNs, while Step 2 involves

learning the thermal classifier CNNt using DSDTL transfer learning. In the testing stage,

thermal to visual face recognition is performed using the learned classifiers.

In order to increase the accuracy of inter-modality face recognition, we need to

decrease the error space (eintr) of Inter-modality Face Recognition given in equation

(3.1), which depends on es and et. Here, es is the error space of CNNs and et is the

error space of CNNt.

eintr = es + et − (es ∩ et) (3.1)

In order to minimise eintr, we need to minimise es and et and maximise es ∩ et. In

inter-modality face recognition, minimising et and maximising es ∩ et are difficult and

so we are approaching transfer learning in which et gets minimised, and es ∩ et gets

maximised as we are making use of source domain classifier knowledge. The method

which we proposed is a transfer learning-based CNNt learning method, and we call it

as DSDTL.

Algorithm 1 illustrates Dense-Sparse-Dense Transfer Learning Method DSDTL.

W
(f)
s , Xs, Xt, λTL1, λTL2, η are inputs to the algorithm, and the output is W (f)

t . Here,

• W
(f)
s is the weight of the visual domain classifier CNNs

• Xs is the set of source (visual) domain images {x1
s, x

2
s, ..., x

i
s, ..., x

n
s}

• Xt is the set of target (thermal) domain images {x1
t , x

2
t , ..., x

j
t , ..., x

m
t }
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Figure 3.3: Illustration of the proposed deep transfer learning method.

Figure 3.4: Training flow in DSDTL, here (a), (b), (c) belongs to the source domain
and (d), (e), (f), (g) belongs to the target domain. Weight transfer between
source to target is shown at (c) to (d)

• λTL1 and λTL2 are threshold valued arrays

• η is an array of learning rates consisting of three values

• W
(f)
t is the weight of the target (thermal) domain classifier CNNt

Algorithm 2 illustrates the mask computation method TL1, which is used in Algo-

rithm 1. A threshold (λTL1) is passed as an input. The threshold is used to prune the

weights and returns a mask M1.
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Algorithm 3 illustrates the mask computation method TL2, which is used in Algo-

rithm 1. An array of two thresholds (λTL2) is passed as an input to the algorithm, and it

is used to prune the weights and returns a mask M2.

Figure 3.4 illustrates the training flow of DSDTL. The weights of CNNs exist at

stage (a) of Figure 3.4. We then find the mask and prune the weights to get stage (b).

By fine-tuning the network, we get stage (c). At stage (d), the weights are transferred

from source to target, and we apply the same mask which we got from the source on

target. By using the target data Xt, we fine-tune this network and get stage (e). Now we

remove the mask and reconnect the network to get stage (f). By using Xt, we retrain the

network and get stage (g). In DSDTL, mask computation is done in two ways, as shown

in Algorithm 2 and Algorithm 3. In Algorithm 2, a threshold (λTL1) is passed as an input

to prune the weights, and λTL2 (array of two thresholds) is passed as an input parameter

to Algorithm 3 to prune the weights. Based on the method of computation of mask,

there are two variations of DSDTL - namely DSDTL1 (uses mask1) and DSDTL2 (uses

mask2). Mask1 prunes the near-zero weights only. As the near-zero valued weights are

less influential for the classification of the source domain, those weights get pruned. In

mask2, along with near-zero weights, the higher valued weights also get pruned, as the

higher valued weights are more influential for the classification of the source domain.

3.4 Results and Analysis

Figure 3.5: Trained CNN architecture for RGB-D-T dataset

We tested our algorithms on (i) RGB-D-T dataset [99] and (ii) UND-X1 collection

[20, 31]. Both datasets, (i) and (ii), were acquired in the LWIR (Long-Wave Infrared)
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Algorithm 1: Dense-Sparse-Dense Transfer Learning Method DSDTLi(i = 1, 2)

Input : W (f)
s , Xs, Xt, λTL1, λTL2, η, i

/* Where, W
(f)
s is the set of weights of CNNs, Xs is the

set of source (visual) domain images, Xt is set of
target (thermal) domain images , λTL1 and λTL2 are
threshold valued arrays, η is an array of learning
rates, i is mask selector. */

Output : W (f)
t

/* Where, W
(f)
t is the set of weights of the target

(thermal) domain classifier CNNt */
if i==1 then

M = TL1(W
(f)
s , λTL1); // TL1 Computes the mask 1

end
if i==2 then

M = TL2(W
(f)
s , λTL2); // TL2 Computes the mask 2

end
W

(0)
s = W

(f)
s ;

n=1;
/* Stage1: Pruning and Fine-tuning */
while not converged do

W
(n)
s = W

(n−1)
s − η[1]▽F (W

(n−1)
s ;Xs); // Updation of weights

W
(n)
s = W

(n)
s . M ; // Pruning of weights

n = n+ 1;
end
/* Stage2: Transferring */

W
(0)
t = W

(f)
s ;

n=1;
/* Stage3: Fine-tuning */
while not converged do

W
(n)
t = W

(n−1)
t − η[2]▽F (W

(n−1)
t ;Xt); // Updation of weights

W
(n)
t = W

(n)
t . M ; // Pruning of weights

n = n+ 1;
end
n=1;
/* Stage4: Re-connecting and Fine-tuning */
while not converged do

W
(n)
t = W

(n−1)
t − η[3]▽F (W

(n−1)
t ;Xt); // Updation of weights

n = n+ 1;
end
return W

(f)
t
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Algorithm 2: Mask Computation Method TL1

Input : W (f)
s , λTL1

/* Where, W
(f)
s is the set of weights of CNNs, λTL1 is

an array of threshold values. */
Output : M1
/* M1 is the mask */
/* Computation of mask M1 */
Initialization: M1 with zeros
(m,n)=size(W (f)

s );
for i← 1 to m do

for j ← 1 to n do
if (|W (f)

s (i, j)| > λTL1(1)) then
M1(i, j) = 1; // Updation of mask

end
end

end
return M1

Algorithm 3: Mask Computation Method TL2

Input : W (f)
s , λTL2

/* Where, W
(f)
s is the set of weights of CNNs, λTL2 is

an array of threshold values. */
Output : M2
/* M2 is the mask */
/* Computation of mask M2 */
Initialization: M2 with zeros
(m,n)=size(W (f)

s );
for i← 1 to m do

for j ← 1 to n do
if (λTL2(1) < |W (f)

s (i, j)| < λTL2(2)) then
M2(i, j) = 1; // Updation of mask

end
end

end
return M2
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region. The dataset details are presented in Table 3.1. The RGB-D-T dataset com-

prises 51 distinct person images across three domains: visual, thermal, and depth. Each

domain contains 15,300 (51×300) face images, with 300 images per subject for each

domain. In our experiments, we focused on thermal and visual images. Each domain

is divided into two halves: one half for testing (VIS-150 test set, T-150 test set) and a

portion of the other half for training (VIS-150 train set, T-150 train set).

Figure 3.5, illustrates the trained CNN architecture for the RGB-D-T dataset. The

same architecture is used for the source classifier (CNNs) and target classifier (CNNt).

The architecture has several blocks to extract features from the input data. The architec-

ture consists of two convolutional blocks, followed by a pooling block. A convolutional

block and another pooling block follow this. Finally, the architecture includes two fully

connected layer blocks.

Let’s briefly explain the different components of the CNN architecture mentioned:

• Input block:- It has the input layer of size 32 ×32. The input images are re-
sized to 32×32 to match the network’s architecture. This resizing step ensures
compatibility and facilitates efficient feature extraction.

• First convolution block:- It contains two layers- convolution layer and activation
layer.

– Convolution layer:

* Input size 32×32

* Output size 32×32×32

* This convolutional layer applies 32 filters of size 3×3 to the input im-
age. Each filter detects specific low-level patterns or features in the
image, and the layer’s output consists of 32 feature maps, each captur-
ing different local features. Here, zero padding ensures that the output
has the same spatial dimensions as the input.

– Activation Layer:

* Input size 32×32×32

* Output size 32×32×32

* The Rectified linear unit (ReLU) activation function introduces non-
linearity into the network by replacing negative pixel values with zero.
This helps in capturing complex patterns and features.

• Second convolution block:- It contains two layers- convolution layer and activa-
tion layer.

– Convolution layer:

* Input size 32×32×32

* Output size 32×30×30
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* This convolutional layer applies 32 filters of size 3×3 to the previous
layer’s output. Each filter detects specific mid-level features, and the
layer’s output consists of 32 feature maps, each capturing different local
features.

– Activation Layer:

* Input size 32×30×30

* Output size 32×30×30

* Similar to the previous activation layer, this layer applies the ReLU
activation function to introduce non-linearity into the network.

• First pooling block:- It contains two layers- Max pooling layer and dropout
layer.

– Max pooling layer

* Input size 32×30×30

* Output size 32×15×15

* The max pooling layer reduces the spatial dimensions by taking the
maximum value within each 2x2 pooling region. It helps in capturing
important features while reducing the computational complexity.

– Dropout layer:

* Input size 32×15×15

* Output size 32×15×15

* Dropout randomly sets a fraction of input units to zero during training
(here, 50%). It acts as a regularisation technique to prevent overfitting
by forcing the network to learn more robust features.

• Third convolution block:- It contains two layers- convolution layer and activa-
tion layer.

– Convolution layer:

* Input size 32×15×15

* Output size 64×13×13

* This convolutional layer applies 64 filters of size 3×3 to detect more
complex and higher-level features from the previous layer’s output.

– Activation Layer:

* Input size 64×13×13

* Output size 64×13×13

* ReLU activation is applied to the output of the previous convolutional
layer to introduce non-linearity into the network.

• Second pooling block:- Contains two layers- Max pooling layer and dropout
layer.

– Max pooling layer:

* Input size 64×13×13

* Output size 64×6×6
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* Another max pooling layer with a pool size of 2x2 is applied to reduce
the spatial dimensions further while retaining important features.

– Dropout layer:

* Input size 64×6×6

* Output size 64×6×6

* Similar to the previous dropout layer, this layer randomly sets a fraction
of input units to zero (50%) during training, acting as a regularisation
technique.

• First fully connected layer block:- It contains three layers. They are flatten
layer, fully connected layer and activation layer.

– Flatten Layer:

* Input size 64×6×6

* Output size 2,304

* The flatten layer reshapes the 3D feature maps from the previous layer
into a 1D vector. In this case, the input feature maps of size 6x6x64
are flattened into a single-dimensional vector of length 2,304. This step
is necessary to connect the convolutional layers to the fully connected
layers.

– Fully connected layer:

* Input size 2,304

* Output size 512

* This fully connected layer consists of 512 neurons. It receives the flat-
tened vector from the previous layer as input and applies a linear trans-
formation to produce a 512-dimensional output. This layer helps to
learn high-level representations and capture global dependencies within
the data.

– Activation layer:

* Input size 512

* Output size 512

* The ReLU activation function is applied to the previous layer’s output.
It introducing non-linearity to the network. It handles positive values
as is, transforms negative values to zero, and enables the network to
capture complex patterns and nonlinear dependencies in the data.

• Second fully connected layer block:- It contains three layers. They are dropout
layer, fully connected layer and activation layer.

– Dropout layer:

* Input size 512

* Output size 512

* Dropout is applied to the previous layer output by randomly setting a
fraction of input units (neurons) to zero during training (here, 50%).
This regularisation technique aids in preventing overfitting and encour-
ages the network to learn more generalised representations.
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– Fully connected layer:

* Input size 512

* Output size 51

* This is the final fully connected layer, also known as the output layer.
It consists of 51 neurons, where 51 represents the number of classes or
categories in the target dataset. The output of this layer is fed into an
activation function to produce the final predictions.

– Activation layer:

* Input size 51

* Output size 51

* The softmax activation function is applied to the previous layer’s out-
put. It normalises the output values into a probability distribution, as-
signing probabilities to each class. The class with the highest probabil-
ity is considered as the predicted class by the model.

In Table 3.2, the accuracies of CNNs (CNN for visual domain) on the VIS-150 test

set are shown, in which the first column indicates the number of training images con-

sidered per subject (for example VIS-75 indicates that 75 visual images per subject are

considered for training), whereas the second column gives the CNNs accuracy. CNNs

trained using DSD is represented as CNNDSD
s and the accuracy of CNNDSD

s is given in

third column.

Dataset Number of
subjects

Number of vi-
sual images

Number of
Thermal im-
ages

Resolution of
visual images

Resolution
of thermal
images

RGB-D-T
Dataset [99]

51 15,300 15,300 640×480 384×288

UND X1
Dataset
[20, 31]

82 2,292 2,292 1,600×1,200 312×239

Table 3.1: Details of datasets

Trainset CNNs CNNDSD
s

VIS-150 96.902 96.993
VIS-30 93.595 93.856
VIS-75 93.699 93.751

Table 3.2: Accuracy of source classifier on VIS-150 test set of RGB-D-T dataset

Table 3.3 presents the accuracies of CNNt (CNN for the thermal domain) on the

T-150 test set without transfer learning. The first column indicates the number of train-

ing images per subject, where, for instance, T-30 signifies that 30 thermal images per
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subject were used for training. The second column displays the accuracy of CNNt.

Furthermore, we introduce CNNDSD
t , which refers to CNNt trained using DSD. The

corresponding accuracy of CNNDSD
t is provided in the third column.

Trainset CNNt CNNDSD
t

T-30 82.693 82.954
T-75 89.647 89.804

Table 3.3: Accuracy of target classifier on T-150 test set of RGB-D-T dataset without
transfer learning

Trainset Pre-trained Proposed methods
CNNWT

t [102] CNNDSDTL1

t CNNDSDTL2

t

VIS-T
150-30 82.614 89.425 88.641
VIS-T
30-30 82.588 90.131 90.68
VIS-T
150-75 89.412 94.418 94.614
VIS-T
75-75 89.281 92.68 93.477

Table 3.4: Accuracy of target classifier on T-150 test set of RGB-D-T dataset using
transfer learning

Table 3.4 presents the accuracies of the target CNNt (on the T-150 test set) using

transfer learning. The first column indicates the number of training images per subject

from the visual and thermal domains. For example, VIS-T X-Y indicates that X im-

ages per subject are used from the visual domain to train the visual classifier, and Y

images per subject are used from the thermal domain to train the thermal classifier. In

the second column (CNNtWT ), the accuracy of the thermal classifier is provided when

transferring weights from a pre-trained dense source network. The subsequent column

displays the accuracy of the proposed methods. Under the proposed methods, one col-

umn represents the accuracy of the thermal classifier CNNDSDTL1

t (CNNt trained with

DSDTL1 ), and the other column corresponds to the accuracy of proposed thermal clas-

sifier CNNDSDTL2

t (CNNt trained with DSDTL2 ). Here, if we consider VIS-T 150-30

in CNNDSDTL1

t or CNNDSDTL2

t , CNNs is trained on VIS-150 and the knowledge is

transferred to CNNt which is then trained on T-30. By examining the results from Table

3.3 and Table 3.4, it is clear that the accuracy of the target domain improves using the

proposed transfer learning methods, namely DSDTL1 and DSDTL2 for different dataset

sizes. When comparing DSDTL1 and DSDTL2, DSDTL1 performs better when the num-
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ber of visual domain images are more than thermal domain images. On the other hand,

DSDTL2 outperforms DSDTL1 in all other cases.

In Table 3.5, the comparison of eer (equal error rate) is given. In this, the first

column contains different methods for thermal domain classifiers. The method SVM-

LBP [124] uses LBP features where the SVM gets trained on LBP features for thermal

face recognition, whereas in SVM-HOG [124] SVM is trained on HOG features. In

SVM-HOGOM [124] SVM gets trained on HOGOM features for thermal face recog-

nition. If we observe the values of eer, CNNDSDTL1

t and CNNDSDTL2

t are performing

better (lower the value better the performance).

In Table 3.6, the accuracies of thermal to visual face recognition are shown. This

is tested on the T-150 test set and VIS-150 test set by considering the pairs from both

sets. The number of pairs considered is 600 per subject, of which 300 pairs are positive

and 300 are negative per subject. The first column of the table (VIS-T 150-30) says that

we divided the dataset in such a way that 150 images per subject are considered from

the visual domain (VIS), and 30 images per subject are considered from the thermal

domain (T) for training. The second column gives the accuracies of inter-modality

face recognition using baseline methods. The column CNNs-CNNt under the baseline

methods gives the accuracy using CNNs on the visual domain and CNNt on the thermal

domain, whereas the next column gives the accuracies by using CNNs and CNNt that

are optimised with DSD. The column CNNDSD
s -CNNWT

t in the baseline methods gives

the accuracies when CNNs optimised with DSD is used on the visual domain, and

CNNWT
t which is trained by transferring the weights from dense source network is

used on the thermal domain. The two columns under the proposed methods give the

accuracies of inter-modality face recognition by using transfer learning (one of them is

using DSDTL1 and the other is DSDTL2) on the target domain. Consider the entry of

CNNDSD
s - CNNDSDTL2

t corresponding to VIS-T 150-75, which gives the accuracy of

inter-modality face recognition when thermal and visual image pair is given as input, in

such a way that the visual face image is given to CNNDSD
s and thermal face image is

given to CNNDSDTL2

t .

We also experimented our methods on UND-X1 dataset [31]. This dataset consists

of 4584 images of 82 subjects which are distributed evenly in the thermal and visual
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Figure 3.6: Trained CNN architecture for UND-X1 dataset

Trainset
Method T-30 T-75

SVM-LBP [124] 0.36 0.133
SVM-HOG [124] 0.36 0.133

SVM-HOGOM [124] 0.36 0.066
CNNt 0.134 0.078

CNNDSD
t 0.132 0.075

CNNDSDTL1

t 0.072 0.0511
(VIS-T 30-30) (VIS-T 75-75)

CNNWT
t 0.136 0.083

CNNDSDTL2

t 0.068 0.043
(VIS-T 30-30) (VIS-T 75-75)

Table 3.5: Comparison of eer on T-150 test set of RGB-D-T dataset

domains. The number of images per subject varies from 4 to 40 for each domain. The

dataset is divided into a training set (70%) and a test set (30%).

Figure 3.6, illustrates the trained CNN architecture for the UND X1 dataset. The

same architecture is used for the source classifier (CNNs) and target classifier (CNNt).

The architecture has several blocks to extract features from the input data. The architec-

ture consists of two convolutional blocks, followed by a pooling block. A convolutional

block and another pooling block follow this. Finally, the architecture includes two fully

connected layer blocks.

Let’s briefly explain the different components of the CNN architecture mentioned:

• Input block:- It has the input layer of size 64 ×96. The input images are re-
sized to 64×96 to match the network’s architecture. This resizing step ensures
compatibility and facilitates efficient feature extraction.

• First convolution block:- It contains two layers- convolution layer and activation
layer.
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Trainset Baseline methods Proposed methods
CNNs-CNNt CNNDSD

s -CNNDSD
t CNNDSD

s -CNNWT
t CNNDSD

s -CNNDSDTL1

t CNNDSD
s -CNNDSDTL2

t

VIS-T
150-30 82.458 82.693 82.484 89.15 88.366
VIS-T
30-30 88.288 82.627 82.471 89.673 90.248
VIS-T
75-75 89.255 89.386 89.02 92.301 93.085
VIS-T
150-75 89.307 89.464 89.15 94.105 94.327

Table 3.6: Accuracy of thermal to visual face recognition on RGB-D-T dataset

CNNs CNNDSD
s CNNt CNNDSD

t

94.186 95.058 83.14 84.302

Table 3.7: Accuracy of target domain classifier on UND X1 dataset without transfer
learning

– Convolution layer:

* Input size 64×96

* Output size 64×96×
* This convolutional layer applies 32 filters of size 3×3 to the input im-

age. Each filter detects specific low-level patterns or features in the
image, and the layer’s output consists of 32 feature maps, each captur-
ing different local features. Here, zero padding ensures that the output
has the same spatial dimensions as the input.

– Activation Layer:

* Input size 32×64×96

* Output size 32×64×96

* The Rectified linear unit(ReLU) activation function introduces non-
linearity into the network by replacing negative pixel values with zero.
This helps in capturing complex patterns and features.

• Second convolution block:- It contains two layers- convolution layer and activa-
tion layer.

– Convolution layer:

* Input size 32×64×96

* Output size 32×62×94

* This convolutional layer applies 32 filters of size 3×3 to the previous
layer’s output. Each filter detects specific mid-level features, and the
layer’s output consists of 32 feature maps, each capturing different local
features.

– Activation Layer:

* Input size 32×62×94

* Output size 32×62×94

* Similar to the previous activation layer, this layer applies the ReLU
activation function to introduce non-linearity into the network.

• First pooling block:- It contains two layers- Max pooling layer and dropout lay-
ers.

50



Pre-trained Proposed methods
CNNWT

t

[102]
CNNDSDTL1

t CNNDSDTL2
t

83.721 86.047 91.86

Table 3.8: Accuracy of target domain classifier on UND X1 dataset with transfer learn-
ing

Baseline methods Proposed methods
CNNs-CNNt CNNDSD

s -CNNDSD
t CNNDSD

s -CNNWT
t CNNDSD

s -CNNDSDTL1

t CNNDSD
s -CNNDSDTL2

t

UND X1
Dataset 81.54 82.485 82.122 83.94 90.334

Table 3.9: Accuracy of thermal to visual face recognition on UND X1 dataset

– Max pooling layer:

* Input size 32×62×94

* Output size 32×31×47

* The max pooling layer reduces the spatial dimensions by taking the
maximum value within each 2x2 pooling region. It helps in capturing
important features while reducing computational complexity.

– Dropout layers:

* Input size 32×31×47

* Output size 32×31×47

* Dropout randomly sets a fraction of input units to zero during training
(here, 50%). It acts as a regularisation technique to prevent overfitting
by forcing the network to learn more robust features.

• Third convolution block:- It contains two layers- convolution and activation lay-
ers.

– Convolution layer:

* Input size 32×31×47

* Output size 64×29×45

* This convolutional layer applies 64 filters of size 3×3 to detect more
complex and higher-level features from the previous layer’s output.

– Activation Layer:

* Input size 64×29×45

* Output size 64×29×45

* ReLU activation is applied to the output of the previous convolutional
layer to introduce non-linearity into the network.

• Second pooling block:- contains two layers: Max pooling layer and the dropout
layer.

– Max pooling layer:

* Input size 64×29×45

* Output size 64×14×22
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* Another max pooling layer with a pool size of 2x2 is applied to reduce
the spatial dimensions further while retaining important features.

– Dropout layers:

* Input size 64×14×22

* Output size 64×14×22

* Similar to the previous dropout layer, this layer randomly sets a fraction
of input units to zero (50%) during training, acting as a regularisation
technique.

• First fully connecte layer block:- It contains three layers. They are flatten layer,
fully connected layer and activation layer.

– Flatten Layer:

* Input size 64×14×22

* Output size 19,712

* The flatten layer reshapes the 3D feature maps from the previous layer
into a 1D vector. In this case, the input feature maps of size 64×14×22
are flattened into a single-dimensional vector of length 19,712. This
step is necessary to connect the convolutional layers to the fully con-
nected layers.

– Fully connected layer:

* Input size 19,712

* Output size 512

* This fully connected layer consists of 512 neurons. It receives the flat-
tened vector from the previous layer as input and applies a linear trans-
formation to produce a 512-dimensional output. This layer helps to
learn high-level representations and capture global dependencies within
the data.

– Activation layer:

* Input size 512

* Output size 512

* The ReLU activation function is applied to the previous layer’s out-
put. It introduces non-linearity to the network. It does not change the
positive values and transforms negative values to zero, and enables the
network to capture complex patterns and nonlinear dependencies in the
data.

• Second fully connected layer block:- It contains three layers. They are dropout
layer, fully connected layer and activation layer.

– Dropout layer:

* Input size 512

* Output size 512

* Dropout is applied to the previous layer output by randomly setting a
fraction of input units (neurons) to zero during training (here, 50%).
This regularisation technique aids in preventing overfitting and encour-
ages the network to learn more generalised representations.
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– Fully connected layer:

* Input size 512

* Output size 82

* This is the final fully connected layer, also known as the output layer.
It consists of 82 neurons, where 82 represents the number of classes or
categories in the target dataset. The output of this layer is fed into an
activation function to produce the final predictions.

– Activation layer:

* Input size 82

* Output size 82

* The softmax activation function is applied to the previous layer’s out-
put. It normalises the output values into a probability distribution, as-
signing probabilities to each class. The class with the highest probabil-
ity is considered as the predicted class by the model.

In Table 3.7, the accuracies of target domain classifiers on UND X1 dataset without

transfer learning are given. CNNs and CNNDSD
s are source domain classifiers and are

tested on the UND-VIS test set, and the corresponding accuracies are given in the first

two columns of Table 3.7. CNNt and CNNDSD
t are target classifiers, and these are tested

on the UND-T test set, and the accuracies are given in the third and fourth columns of

Table 3.7.

In Table 3.8, the accuracies of target domain classifiers on UND X1 dataset with

transfer learning are given. in which the first column (CNNWT
t ) gives the accuracy

of the thermal classifier by transferring the weights from pre-trained dense source net-

work. The next column gives the accuracy of proposed methods (CNNDSDTL1

t and

CNNDSDTL2

t ) which are having better accuracies on target domain.

Table 3.9 presents the accuracies of thermal to visual face recognition on the UND

X1 dataset. The evaluation is conducted on the UND-VIS test set and the UND-T test

set, considering pairs from both sets. The total number of pairs considered for testing

is 2,752, with 1,376 positive pairs and 1,376 negative pairs. In the second column,

the accuracies of inter-modality face recognition using baseline methods are provided.

The column labelled CNNs-CNNt indicates the accuracies obtained by using CNNs for

the visual domain and CNNt for the thermal domain. The subsequent column displays

the accuracies achieved by optimising CNNs and CNNt with the Dense-Sparse-Dense

(DSD) training approach. The two columns under the proposed methods present the

accuracies of inter-modality face recognition obtained by applying transfer learning
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techniques. One of the proposed methods utilises DSDTL1 for transfer learning, while

the other employs DSDTL2 for transfer learning specifically in the target domain.

In our experiments we have used Keras library [24] on top of TensorFlow library [2].

In both the architectures (Figure 3.5 & 3.6), we have used the ReLU activation function

in the first four layers and the softmax function in the final layer. The optimisation used

is RMSProp, and the loss used is categorical cross-entropy. The learning rate range (η)

varies from 0.001 to 0.1. The λTL1 range from 0.05 to 1.5. The range of λTL2(1) ranges

from 0.05 to 1.5 and that of λTL2(2) varies from 2.5 to 4.5. The number of training

epochs ranges from 1,000 to 5,000. The convergence criterion can be either the number

of epochs or no decrease in loss, whichever is earlier. All the experiments were carried

out on the NVIDIA Tesla M40 system. A single epoch on the GPU system takes 30-50

seconds.

3.5 Summary

We have presented a thermal to visual face recognition approach utilising a two-

classifier method. Initially, the source classifier is trained, and subsequently, leveraging

the knowledge of the source classifier, the target classifier is learned. The model capac-

ity of target classifier (CNNt) is enhanced by using the proposed methods (CNNDSDTL1

t

and CNNDSDTL2

t ), in which the fine-tuned weights of sparsified source network gets

transferred.

The accuracies obtained from both methods demonstrate their robust performance in

the thermal to visual face recognition task. This method is tested on RGB-D-T dataset

(45900 images) and UND-X1 collection (4584 images). Experimental results show that

the overall accuracy of thermal to visual face recognition by transferring the knowledge

gets increased from 89.3% to 94.32% on RGB-D-T dataset and from 81.54% to 90.33%

on UND-X1 dataset.
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CHAPTER 4

Common subspace learning for

thermal to visual face recognition using

dictionary learning

In the previous chapter, we discussed thermal to visual face recognition using trans-

fer learning, and the method works only for closed set problems. In the closed-set

problems, training and testing will be done on the same person’s images. However,

in the practical scenario, we may have to match the unknown person’s face images.

To address this challenge, we have proposed thermal to visual face recognition using

dictionary learning. In this chapter, we have discussed the proposed dictionary learning-

based thermal to visual face recognition.

4.1 Introduction

In this chapter, we have proposed thermal to visual face recognition, which has two

stages. In the first stage, we project both domain images into a common subspace. This

common subspace is learned using dictionary learning in which each of the face images

is represented with the representation code. In the second stage, metric learning is done

to measure the similarity between corresponding common subspace representations.

Figure 4.1 illustrates the contribution of common subspace learning thermal to vi-

sual cross domain face recognition method using dictionary learning. It takes the visual
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Figure 4.1: Thermal to visual cross domain face recognition based on common sub-
space learning using dictionary learning

domain and thermal domain face images as input and returns ‘Yes’ if they are of the

same person’s face; otherwise, it returns ‘No’.

4.1.1 Dictionary Learning

Dictionary Learning is a representation learning technique. This dictionary learning

is extensively used in signal-processing applications. Applications such as compressive

sensing, signal de-noising, image super-resolution, and signal classification have be-

come increasingly popular. The input signal data can be written in linear combinations

of basis vectors (atoms), and the set of those basis vectors is called a dictionary. The

goal of dictionary learning is to minimize the following:

min
D,α
||X−Dα||22 + λ||α||1

where λ is the regularisation parameter which is used to balance the reconstruction error

and the amount of sparsity induced by the l1 penalty. Since most signals are conveyed

by a linear combination of just a few number of basis vectors, dictionary learning is

often referred to as representation code. The number of atoms and the sparsity level is

56



Figure 4.2: Xm×n is the set of data vectors each of dimension m, Dm×k is the set of
basis vectors, and αk×n is the set of representation coefficients

important in dictionary learning [112].

Figure 4.2 illustrates the dictionary and representation code. Here Xm×n is a set of

data vectors each of dimension m, Dm×k is a set of basis vectors each of dimension k,

and αk×n is set of representation coefficients.

4.1.2 Dictionary Learning for Face Recognition

Dictionary learning is used for face recognition. There are five categories of dic-

tionary learning for face recognition [153]. Figure 4.3 illustrates the five categories of

dictionary learning for face recognition, which are as follows: shared dictionary learn-

ing, class-specific dictionary learning, auxiliary dictionary training, commonality and

particularity dictionary learning, and domain adaptive dictionary learning.

Dictionary Learning for Face Recognition

1) Shared Dictionary Learning [40, 42, 61]

2) Auxiliary Dictionary Learning [146]

3) Class-specific Dictionary Learning [13, 155]

4) Domain Adaptive Dictionary Learning [111, 177]

5) Commonality and Particularity Dictionary Learning [136, 154]

Figure 4.3: Categories of dictionary learning for face recognition

1. Shared Dictionary Learning: In shared dictionary learning, a common dictio-
nary is learned for all classes of the training set. In this, classification is done by
learned representation coefficients. Shared dictionary learning is further divided
into two categories, namely - Label constrained model and Locality constrained
model.

• Label constrained model: The main aim of the label-constrained model
is to improve the discriminative ability of the dictionary by using labels of
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training. LC-KSVD [61] improves the discriminative ability of the shared
dictionary. The objective function of the LC-KSVD algorithm is as follows.

min
D,α,W,A

||X−Dα||22 + β1||H −Wα||22 + β2||Q− Aα||22 + λ||α||1

where ||H−Wα||22 is classification error term. W is the classifier parameter.
Hc×n is label matrix of training samples. ||Q − Aα||22 is the discriminative
sparse-code error term. Q is discriminative sparse code corresponding to
training data. A is the linear transformation matrix.

• Locality constrained model: Each data point is represented using a sparse
linear combination of dictionary atoms. The objective is to ensure that the
locality of its k-nearest neighbours with the same label is preserved.

min
D,α
||X−Dα||22 + β1

∑
i∈N+(j)

||αi− αj||22− β2

∑
i∈N−(j)

||αi− αj||22 + λ||α||1

where N+(j) denotes the k-nearest neighbours of αj and same class of αj .
N−(j) denotes the k-nearest neighbours of αj and other class of αj .
Haghiri [42] presented a discriminative dictionary learning algorithm that
preserved the local structure of the training samples. Kernel collaborative
representation classification with locality-constrained dictionary (KCRC-
LCD) is proposed by Liu [85], in which the locality information of training
samples and atoms is preserved.

2. Auxiliary dictionary learning: This approach improves the classification per-
formance when each class has limited training samples.

3. Class-specific dictionary learning The class-specific dictionary learning algo-
rithm is usually designed to capture the main characteristics of each class. In
class-specific dictionary learning, each class has its own dictionary.

min
D,α

C∑
i=1

(
||X −Dα||22 + ||X i −Diα||22

)
+ β1||α||1

4. Domain adaptive dictionary learning: In domain adaptive dictionary learning,
a transformation matrix is estimated along with the dictionary to minimise the
domain discrepancy. The objective function is defined as,

min
Dt,Ds,αt,A,W

||Xt −Dtαt||22 + ||XsA
T −Dsαt||22

+β1||Q−Bαt||22 + β2||H −Wαt||22

Where Q is discriminative sparse code corresponding to training data. A is the
linear transformation matrix, αt is training sample of target domain. Coupled dic-
tionary learning method [114] is a domain adaptation dictionary learning method.
The objective function is,

min
Dt,Ds,αt,A,W

||Xt −Dtαt||22 + ||Xs −Dsαs||22 − ||αs − αt||22

5. Commonality and particularity dictionary learning: There are two dictionar-
ies in commonality and particularity dictionary learning - a particularity dictio-
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nary and a commonality dictionary. The particularity dictionary contains class-
specific features, whereas the commonality dictionary contains features that are
common to all classes. In this method, classification is done by removing the
commonality. In the literature [70] [134], there are few attempts to separate the
commonality and particularity of objects. This method is an extension of class-
specific and shared dictionary learning methods. Like in class-specific dictionary
learning, it learns separate dictionary (Di, i=1...C) for each class. Like a shared
dictionary, it has a common shared dictionary (D0). By optimising the following
objective function, commonality features go into D0 and particularity features go
into Di.

f(D, α,D0, α
0) = ||X −D0α

0 −Dα||2F +
∑C

i=1(||Xi −D0α
0
i −Diα

i
i||2F+∑

j ̸=i

||Djα
j
i ||2F ) + λ||α||1 + λ||α0||1

In the proposed method, common subspace learning is done using commonality
and particularity dictionary learning. Using this dictionary learning, we have
separated domain-specific features.

4.1.3 Metric learning

Metric learning is a subset of machine learning in which the function is learned to

estimate the similarity/distance of two objects. From the input data, a function will be

learned. In comparison to standard distance measurements [73], metric learning ap-

proaches are more resilient because similarity is learned from data. On the other hand,

we also used deep metric learning. Deep learning-based metric learning is one of the

major categories in metric learning. Deep metric learning uses deep architectures to

obtain the latent space features’ similarity through non-linear subspace learning. It is

learned in mainly two ways - Siamese [50] network and Triplet [48] network. The

Siamese network learns pair-wise similarity by using positive pairs and negative pairs.

Triplet network architecture learns the similarity using positive and negative pairs si-

multaneously. It creates triplets comprising an anchor image, a positive image (identical

to the anchor image), and a negative image (which is dissimilar to the anchor image).

Deep metric learning comprises two main stages: feature learning and metric learning.

In this work, feature learning is done using convolution layers, and metric learning is

done using contrastive loss [41].

In this chapter, we present a two-stage approach for thermal to visual cross-domain
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face recognition, based on dictionary learning. In the first stage, we aim to project

images from both domains onto a common subspace. To achieve this, we represent

the face images using representation codes and corresponding dictionary atoms. In the

second stage, we focus on metric learning, which measures the similarity between cor-

responding representations in the common subspace. To find the common subspace, we

employ commonality and particularity dictionary learning. In our approach, we treat all

visual face images as one class and all thermal face images as another class. By lever-

aging commonality and particularity dictionary learning, we can separate the common

features shared between the classes (visual and thermal) and the specific features unique

to each class. In this context, it’s important to note that the same person’s face image

is present in both classes (domains), and the common features between the two classes

are related to the person’s identity. These identity-related features are captured in the

commonality dictionary, while the domain-specific features are captured in the particu-

larity dictionary. This approach differs from conventional single-domain commonality

and particularity dictionary learning, where identity-related features are typically found

in the particularity dictionary. By eliminating the domain-specific features from the

input data, we obtain a common subspace that preserves the person’s identity. After

projecting the images into this common subspace, we learn the representation using

the commonality dictionary and its corresponding representation codes. This learned

representation is used to find the similarity between two images, where each image is

represented with one representation code. To estimate the similarity between represen-

tation codes in our proposed approach, we employ two metric learning methods. The

first method is large-scale metric learning (LSML) [73], and the second metric learning

approach we utilise is deep metric learning, specifically using a siamese network [50].

4.2 Related work and Background

Early research methods in cross-domain face recognition often relied on handcrafted

features, which falls under the category of feature-based methods. Shuowen et al.[51]

proposed a method that extracts handcrafted features like SIFT, HOG, and LBP for

both visual and thermal domain images. These extracted features were then matched

using partial least square discriminant analysis (PLS-DA). Sarfraz et al.[120] proposed

a method where SIFT features from thermal and visual domain images were extracted
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and matched using deep neural networks. The other category of feature-based methods

is automatic feature learning methods. There are mainly two approaches in automatic

feature learning methods: deep learning-based and dictionary learning-based. In terms

of deep learning-based automatic feature learning, Riggan et al.[117] proposed a neural

network-based coupled architecture network that forces the hidden layers of two neural

networks to be as similar as possible. Christopher et al.[113] proposed a variant of

contrastive loss to train a convolutional neural network-based coupled network. For

dictionary learning-based automatic feature learning, there have been studies such as

[55, 114] that focused on coupled dictionary learning algorithms. These algorithms

aimed to learn a shared feature space for cross-domain image data.

Our work considers the commonality and particularity dictionary learning [134,

135], which is commonly used in single-domain face recognition algorithms. These al-

gorithms typically involve learning separate dictionaries for each class, similar to class-

specific dictionary learning. However, in addition to the class-specific dictionaries, a

shared dictionary is also learned. The shared dictionary captures the common features

that are present across all classes. These common features are utilised only for repre-

sentation purposes. By separating the common features from the class-specific features,

we enhance the discrimination capability of the class-specific features.

Mudunuri et al.[93] proposed a dictionary-aligned low-resolution and heteroge-

neous face recognition method. This method first learns the orthogonal dictionary for

two domains and aligns the dictionary atoms based on atom correlation. With these

aligned dictionaries, the method computes the aligned representation code. To find the

final similarity, the authors have used metric learning on the representation code. In our

method, we get the aligned representation code by projecting the data into the common

subspace.

Ye et al.[159] proposed a dual stream network-based thermal to visual face recogni-

tion model. In this, one stream is for visual images, and the other stream is for thermal

images, and both streams are learned using two losses, one of which is identity loss,

and the other one is contrastive loss. These are further optimised with hierarchical

cross-modality metric learning [159]. In another work, dual stream network [162] is

learned using identity loss and dual-constrained top ranking. In our deep metric learn-

ing method, we employ similar methods like a two-stream network, and the learned
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features have the identity information. In our method, identity features are coming

from the common subspace representation code.

4.3 Proposed Methods: CSL1+LSML, CSL1+DML,

CSL2+LSML, and CSL2+DML

This section presents the proposed thermal to visual face recognition methods:

CSL1+LSML, CSL1+DML, CSL2+LSML, and CSL2+DML. For simplicity of nota-

tion, we use Method-1 for CSL1+LSML, Method-2 for CSL1+DML, Method-3 for

CSL2+LSML, and Method-4 for CSL2+DML. These methods are designed as two-

stage approaches.

• Stage 1: Common Subspace Learning

• Stage 2: Metric Learning

The proposed methods incorporate two variants of common subspace learning and

two variants of metric learning. The common subspace learning variants are CSL1

and CSL2, while the metric learning variants are LSML and DML. Each of the four

proposed methods follows a two-stage approach:

• Stage 1: Common Subspace Learning

– CSL1

– CSL2

• Stage 2: Metric Learning

– LSML

– DML

These proposed methods consist of four building blocks, combining the two com-

mon subspace learning methods and the two metric learning methods. The subsequent

subsection explains these building blocks and comprehensively explains the proposed

methods in each subsection.

62



4.3.1 Building Blocks of the Proposed Method

All four proposed methods comprise two stages: common subspace learning and

metric learning.

4.3.1.1 Common subspace learning

Common subspace learning aims to find a new subspace in such a way that it re-

moves the domain-specific features and preserves the identity-related features. We re-

move the domain-specific features because they are not helpful for recognition.

Notations:

• Xv ∈ ℜd×nv is set of visual domain images

• nv is the number of visual domain images

• d is the dimensionality of the image

• Xt ∈ ℜd×nt be the set of thermal domain images

• nt is the number of thermal domain images

• X ∈ ℜd×N represent both visual and thermal image data, X = [Xv Xt]

• N represents the total number of visual and thermal images i.e., N = nv + nt

• D̂ ∈ ℜd×k̂ is the overall dictionary having two parts D and D0. Column wise
concatenation of D and D0 is D̂ i.e., D̂ = [D D0]

• k̂ = kv + kt + k0 is the dimensionality of latent space for whole data

• k0 is the dimensionality of latent space for common data

• kt is the dimensionality of latent space of thermal data

• kv is the dimensionality of latent space of visual data

• D0 is the shared dictionary between two domains

• Dt ∈ ℜd×kt is the thermal domain-specific dictionary

• Dv ∈ ℜd×kv is the visual domain-specific dictionary

• D ∈ ℜd×k is the domain-specific combined dictionary and the column concate-
nation of Dv and Dt is D, i.e., D = [Dv Dt]

• k = kv + kt is the dimensionality of latent space for class-specific data

• αt ∈ ℜkt×N represents the thermal domain representation code and is learned
with the thermal class-specific dictionary Dt
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Figure 4.4: Illustration of common subspace learning. Here input data (X) is factorized
into dictionary (D̂) and representation code (α̂). Colour represents domain
specific features and {@, *, #, $, +} represent identity related features. In
D̂ separated the domain related atoms and identity-related atoms

• αv ∈ ℜkv×N represents visual domain representation code, which will be learned
with visual domain dictionary Dv

• The domain-specific representation code is α ∈ ℜk×N and α = [αv αt]
T

• α0 ∈ ℜk0×N represent commonality representation code, which will be learned
with shared dictionary D0

• Combined representation code is α̂ = [α α0]
T

• m,m0,mv,mt be the mean vectors of α, α0, αv, αt respectively

Figure 4.4 illustrates the common subspace learning method. Here input data X has

two parts - Xv and Xt. Each column of Xv represents the visual face image, and each

column of Xt represents the thermal face image. Using the dictionary learning, X is

factorised into D̂ and α̂. Colour represents domain specific features and {@, *, #, $,

+} represent identity related features. In D̂, identity-related atoms are in D0. Here, the

same person’s face is represented in two domains, so the person’s identity-related fea-

tures are shared between the two domains. So, D0 is a common subspace that preserves

identity-related features. Each image in X has a common subspace representation code

in α0.

4.3.1.1.1 Common Subspace Learning method1 (CSL1): The inputs to common

subspace learning stage are X and the domain labels. At this stage, we learn D,α,D0 and α0
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Figure 4.5: Illustration of α̂ and notations of its sub parts.

by minimising the following objective function (Equation 4.1).

J(D,α,D0, α0) = ∥X −D0α0 −Dα∥2F + ∥Xt −D0α
t
0 −Dtα

t
t∥2F

+∥Dvα
t
v∥2F + ∥Xv −D0α

v
0 −Dvα

v
v∥2F

+∥Dtα
v
t ∥2F + λ1∥α∥1 + λ1∥α0∥1 + λ2f(α̂)

(4.1)

Where,

• X is input data with two parts - thermal data Xt and visual data Xv

• D is class specific dictionary

• D0 is commonality dictionary

• α is class-specific representation code

• α0 is commonality representation code

• αv
0 is commonality representation code for visual images

• αt
0 is the commonality representation code for thermal images

• αv is class-specific representation code for visual images
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• αt is class specific representation code for thermal images

• αt
t and αt

v are sub matrices of αt

• αv
t and αv

t are sub matrices of αv

• λ1, λ2 are regularization parameters

Figure 4.5 provides an illustration of the representation code α̂ and notations of its

sub parts. These are essential components for understanding and defining the Equation

4.1 and Equation 4.2.

f(α̂) = ∥αv −Mv∥2F + ∥αt −Mt∥2F − ∥Mv −M∥2F − ∥Mt −M∥2F

+∥α0 −M0∥2F + ∥α∥2F
(4.2)

where,

• M is the mean of class-specific representation code α

• Mv is the mean of visual class-specific representation code αv

• Mt is the mean of thermal class-specific representation code αt

• M0 is the mean of commonality-specific representation code α0

The objective function (Equation 4.1) is not jointly convex. However, it is convex

w.r.t each of the D,α,D0, α0 separately. So one can use an algorithm that alternatively

updates each variable by fixing the others.

Updation of D is done by solving Equation 4.3 (J(Dt)) and Equation 4.4 (J(Dv)).

Here J(D) = J(Dt) + J(Dv). Equation 4.3 and 4.4 are solved using online dictionary

learning [90].

J(Dt) = argmin
Dt

∥X −Dtαt −Dvαv∥2F + ∥Xt −Dtα
t
t∥2F + ∥Dtα

t
v∥2F (4.3)

J(Dv) = argmin
Dv

∥X −Dvαv −Dtαt∥2F + ∥Xv −Dvα
v
v∥2F + ∥Dvα

v
t ∥2F (4.4)
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Similarly updation of D0 is done by solving Equation 4.5, which is also solved using

online dictionary learning [90].

J(D0) = argmin
D0

∥X̄ + X̃

2
∥2F + η∥D0∥2F (4.5)

where η is learing rate,

X̄ = X −Dα

X̃ = Xv −Dvα
v
v +Xt −Dtα

t
t

Updation of α is done by minimizing both αt and αv and is done by minimizing Equa-

tions 4.6 and 4.7.

J(αt) = argmin
αt

∥Xt −Dαt∥2F + ∥Xt −Dtα
t
t∥+ ∥Dvα

v
t ∥2F + ∥αt −Mt∥2F (4.6)

J(αv) = argmin
αv

∥Xv −Dαv∥2F + ∥Xv −Dvα
v
v∥+ ∥Dtα

t
v∥2F + ∥αv −Mv∥2F (4.7)

Both the equations 4.6 and 4.7 are solved using the Iterative Projective Method [118].

Updation of the α0 is done by minimizing the equation 4.8.

J(α0) = argmin
α0

∥X̄ − X̃

2
−D0α0∥2F +

λ

2
∥α0 −M0∥0F + λ1∥α0∥2F (4.8)

The updation of α, α0, and D can be done by solving above equations. LRSDL [135]

also optimises in a similar way except for D0. In LRSDL, it tries to put in a low rank,

whereas, in our problem, D0 is in a higher rank as the identity-related atoms are in D0.

So the updation of D0 is done using online dictionary learning [90].

4.3.1.1.2 Common Subspace Learning method2 (CSL2): The main difference be-

tween CSL1 and CSL2 is that CSL1 doesn’t use any identity-specific labels but uses

only domain-related labels. CSL2 uses identity-related features and domain-related la-
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bels too. CSL2 has three stages. The first and third stages are similar to that of CSL1,

whereas the Stage-2 of CSL2 uses only the identity-related labels. The main idea of

CSL2 is to learn more refined domain-specific features, which are learned by using

identity-related labels. Stage-1 and Stage-3 in CSL2 aim to get the dictionary-aligned

common subspace representation code for all images in X .

J(D,α,D0, α0) = ∥X l −D0α0 −Dα∥2F + ∥X l
t −D0α

t
0 −Dtα

t
t∥2F

+∥Dvα
t
v∥2F + λ1∥α∥1 + λ1∥α0∥1 + ∥X l

v −D0α
v
0 −Dvα

v
v∥2F

+∥Dtα
v
t ∥2F +

C∑
i=1

∥αv/i
0 − α

t/i
0 ∥2F + λ2f(α̂)

(4.9)

Where,

• X l, X l
t and X l

v are the identity labelled training data

• D is class specific dictionary

• D0 is commonality dictionary

• α is class-specific representation code

• α0 is commonality representation code

• αv
0 is commonality representation code for visual images

• αt
0 is commonality representation code for thermal images

• αv is class specific representation code for visual images

• αt is class specific representation code for thermal images

• αt
t and αt

v are sub matrices of αt

• αv
t and αv

t are sub matrices of αv

• α
v/i
0 is the commonality representation code for the visual image of class i, and

similarly

• α
t/i
0 is the commonality representation code for the thermal image of class i

• λ1, λ2 are regularization parameters

In Stage-1 of CSL2, we estimate D,α,D0 and α0 by minimizing the objective func-

tion (Equation 4.1). Thereafter the D and D0 of Stage-2 are initialised with learned

D and D0 of Stage-1, and then we update D,α,D0 and α0 by minimising the objective
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function (Equation 4.9). The learned D and D0 of Stage-2 get transferred to Stage-3 of

CSL2, i.e. D and D0 of Stage-3 are initialised with learned D and D0 of Stage-2. In

Stage-3, we fix D and update α,D0 and α0 by minimizing the objective function (Equa-

tion 4.9). The updation of α and D can be done in a similar way as that of LRSDL [135].

Updation of α0 varies slightly because of the additional term ∥αv/i
0 − α

t/i
0 ∥2F . Updation

of α0 is done by solving Equation 4.10.

J(α0) = argmin
α0

∥X̄ − X̃

2
−D0α0∥2F +

λ

2
∥α0 −M0∥0F + λ1∥α0∥2F + ∥αv/i

0 − α
t/j
0 ∥2F
(4.10)

where,

X̄ = X −Dα

X̃ = Xv −Dvα
v
v +Xt −Dtα

t
t

Where α
v/i
0 be the commonality representation code for the visual image of class i,

and similarly α
t/i
0 is the commonality representation code for the thermal image of class

i.

Updation of D0 is done using online dictionary learning [90].

4.3.1.2 Metric Learning

After completion of common subspace learning, we get common subspace repre-

sentation code α0 for all data X . This representation code α0 is not inherently dis-

criminative, and to make it discriminative, we proposed a deep learning-based metric

learning architecture.

4.3.1.2.1 Large Scale Metric Learning (LSML) In large-scale metric learning, we

estimate the log-likelihood between learned representation codes, and for that, we need

to get the distance between representation codes as given below,

Dist(αvi
0 , α

tj
0 ) = (αvi

0 − αtj
0 )M(αvi

0 − αtj
0 )

T
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Here M is the Mahalanobis metric, and the vector difference between the representation

code is formulated as given below,

Diff (αvi
0 , α

tj
0 ) = log

( 1√
2π∥Σzij=0∥

exp
(−1/2(αvi0 −α

tj
0 )TΣ−1zij=0

(αvi0 −α
tj
0 ))

1√
2π∥Σzij=1∥

exp
(−1/2(αvi0 −α

tj
0 )TΣ−1zij=1

(αvi0 −α
tj
0 ))

)
(4.11)

where,

Σzij=0 =
∑
zij=0

(αvi
0 − αtj

0 )(α
vi
0 − αtj

0 )
T

Σzij=1 =
∑
zij=1

(αvi
0 − αtj

0 )(α
vi
0 − αtj

0 )
T

Here, z is an indicator matrix of size nv × nt. The term zij = 0 indicates that αvi
0 and

αtj
0 are of same person’s representation codes (positive pair) and, zij = 1 indicates that

αvi
0 and αtj

0 are of different persons representation codes (negative pair). By solving the

above equations, we obtain Mahalanobis distance metric M , and the detailed algorithm

is in [73].

In our method, the testing procedure is as follows. Given a pair of test images, xi
v

and xj
t , representing a visual face image and a thermal face image, respectively, we

utilise the learned dictionaries from the common subspace learning stage, denoted as

D and D0. We compute the corresponding representation codes, αvi
0 and αtj

0 , for the

visual and thermal images, respectively. We estimate the similarity between the two

images by utilising the learned distance metric, M . This similarity estimation allows us

to determine whether the two images are similar.

4.3.1.2.2 Deep Metric Learning In this method, we proposed a deep metric learn-

ing architecture. It uses two-stream network architecture; one is for the visual domain

and the other for the thermal domain. It is a variant of a Siamese network [50], and the

main difference with the Siamese network is that it uses the learned common subspace

representation in its fully connected layer. In this deep architecture, there are three main

stages. They are feature learning layers, feature embedding layers and loss functions.

In feature learning, it learns the features using convolution layers. In the feature em-
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bedding layer, along with the convolution layer output, it takes the common subspace

representation code. This two-stream network is combined with the loss function.

4.3.2 CSL1+LSML (Method-1)

Figure 4.6: Illustration of method-1 (CSL1+LSML). CSL1 is used for common sub-
space learning, and LSML [73] is used for metric learning.

Figure 4.6 illustrates the proposed method: CSL1+LSML. In the training stage, this

method first learns the common subspace using the CSL1 method. In CSL1, it learns

the representation code α0 for all images in X . In the metric learning stage, it learns

the metric M using the large scale metric learning (LSML). [73]. In the testing stage,

by using learned metric M we estimate the similarity between the representation codes

αvj
0 and αti

0 . Here αvj
0 is a common subspace representation code for the jth visual

image. Similarly, ith thermal image common subspace representation code is αti
0 . In

this method image to representation code prediction is done using the CSL1 method.

The final similarity is predicted with the learned metric of LSML.
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Figure 4.7: Illustration of method-2 (CSL1+DML). CSL1 is used for common subspace
learning, and DML is used for metric learning.

4.3.3 CSL1+DML (Method-2)

Figure 4.7 illustrates the proposed method CSL1+DML. In the training stage, this

method first learns the common subspace using the CSL1 method, which derives the

representation code α0 for all images in X . Next, in the metric learning stage, the deep

metric learning (DML) technique is employed to learn the similarity. During the testing

stage, the similarity between the representation codes αvj
0 and αti

0 is estimated using the

deep metric learning model. Here, αvj
0 represents the common subspace representation

code for the j-th visual image, while αti
0 represents the common subspace representa-

tion code for the i-th thermal image. Similar to the CSL1+LSML method, CSL1+DML

utilises the CSL1 method for image-to-representation code prediction. The final similar-

ity is then predicted using the learned DML model, which enhances the discriminative

power of the common subspace representation codes.

4.3.4 CSL2+LSML (Method-3)

Figure 4.8 illustrates the proposed method CSL2+LSML. In the training stage, this

method first learns the common subspace using the CSL2 method, which captures the
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Figure 4.8: Illustration of method-3 (CSL2+LSML). CSL2 is used for common sub-
space learning, and LSML [73] is used for metric learning.

shared representation code α0 for all images in X . Subsequently, in the metric learn-

ing stage, the large-scale metric learning (LSML) algorithm [73] is employed to learn

the metric M . During the testing stage, the similarity between the representation codes

αvj
0 and αti

0 is estimated using the learned metric M . Here, αvj
0 represents the common

subspace representation code for the j-th visual image, while αti
0 represents the com-

mon subspace representation code for the i-th thermal image. CSL2+LSML utilises the

CSL2 method for image-to-representation code prediction. The final similarity is pre-

dicted using the learned metric from LSML, which enhances the discriminative power

of the common subspace representation codes.

4.3.5 CSL2+DML (Method-4)

Figure 4.9 illustrates the proposed method CSL2+DML. In the training stage, this

method first learns the common subspace using the CSL2 method, which obtains the

representation code α0 for all images in X . Next, in the metric learning stage, the deep

metric learning (DML) technique is employed to learn the similarity using the learned
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Figure 4.9: Illustration of method-4 (CSL2+DML). CSL2 is used for common subspace
learning, and DML is used for metric learning.

DML model. During the testing stage, the similarity between the representation codes

αvj
0 and αti

0 is estimated using the learned metric M . Here, αvj
0 represents the common

subspace representation code for the j-th visual image, while αti
0 represents the common

subspace representation code for the i-th thermal image. Similar to the CSL2+LSML

method, CSL2+DML utilises the CSL2 method for image-to-representation code pre-

diction. The final similarity is predicted using the learned DML model, which improves

the discriminative power of the common subspace representation codes.

4.4 Experimental Setup and Results

In common subspace learning training, dictionary size plays an important role. We

need to select the size so that the size of the common dictionary (k0) is greater than that

of the domain-specific dictionary (k). The reason behind this is that domain-specific

dictionary atoms contribute more to representation but not to discrimination. Redun-

dancy between atoms is high, so the rank of the domain-specific dictionary is low. We

experimented with our method with different dictionary sizes and learning rates.

Table 4.1 gives the parameter values for which we got the best results. For CSL1,

dictionary size (k̂) is 340 (kt + kv + k0) and for CSL2, the dictionary size (k̂) is 460 (kt
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Dictionary Sizes Regularization Parameters
Data-Set Method kt kv k0 k̂ λ1 λ2 λ3

RGB-D-T CSL1 20 20 300 340 0.001 0.001 NA
CSL2 30 30 400 460 0.001 0.001 0.002

RegDB CSL1 70 70 600 740 0.001 0.001 NA
CSL2 120 120 800 940 0.001 0.001 0.002

Table 4.1: Parameter values (through which the best results are achieved) used in the
proposed method

+ kv + k0). The learning rate in metric learning after parameter tuning is set to 0.1 for

both methods. To implement CSL1 and CSL2, we have used the discriminating dictio-

nary learning library toolbox [134, 135]. For Deep metric learning, we have used Keras

library [24] and TensorFlow library [1]. In this two-stream architecture[69], four con-

volution layers followed by pooling layers for the visual domain and three convolution

layers followed by pooling layers are used for the thermal domain. And then, both the

streams have three different fully connected layers followed by the final decision node.

For this, we have used contrastive loss.

Dataset
Name

Number of
Subjects

Number of Visual
images per subject

Number of Thermal
images per subject

Total number of
Visual images

Total number of
Thermal images

RegDB[98] 412 10 10 4,120 4,120
RGB-D-T[99] 51 300 300 15,300 15,300

Table 4.2: Details of datasets

Table 4.2 presents details of two datasets: RGB-D-T [99] and RegDB [98]. The

RGB-D-T dataset comprises images of 51 individuals captured in three different modal-

ities: visual, depth, and thermal. Each person has 300 images in each modality, resulting

in a total of 15,300 (51×300) thermal images and 15,300 (51×300) visual images from

this dataset. The visual images have a resolution of 640×480, while the thermal images

have a resolution of 384×288. The RegDB dataset contains images of 412 individuals

captured in two domains: visual and thermal. Each domain consists of 4,120 images

(412×10). Specifically, there are 10 visual images and 10 thermal images for each

person in the dataset."

All the thermal images are obtained in the long-wave infrared region. We divide the

RGB-D-T dataset into two parts, which consist of 51 different person images. In the

first part, we use 26 persons’ thermal-visual image pairs for training; in the second part,

25 persons’ thermal-visual image pairs are used for testing. The training set and testing

set contains different person images, and no person is common between the training

set and testing set. Similarly, we split the RegDB dataset into two halves. We employ

75



206 thermal-visual picture pairings for training and 206 thermal-visual image pairs for

testing.

To evaluate the performance of the methods, we followed the protocol used in [159].

The gallery set consists of images from the visual modality, while the probe set com-

prises images from the thermal modality. We measured the performance of the method

using the standard k-rank accuracy and mean average precision (mAP).

In our experiment, we divided the dataset into three sets: the train set, validation

set, and test set. For the RGB-D-T dataset, which includes 51 different individuals, we

used 23 persons’ thermal-visual image pairs (23×300=6,900 image pairs) for training,

3 persons’ thermal-visual image pairs (3×300=900) for validation, and 25 persons’

thermal-visual image pairs (25×300=7,500) for testing. These sets contain images of

different individuals, with no overlap between them.

Similarly, for the RegDB dataset, which comprises images of 412 individuals, we

used 185 persons’ thermal-visual image pairs (185×10=1,850 image pairs) for training,

21 persons’ thermal-visual image pairs (21×10=210) for validation, and 206 persons’

thermal-visual image pairs (206×10=2,060) for testing. Again, the training set, vali-

dation set, and testing set contain images of different individuals without any common

person. To ensure statistically stable results, we repeated the experiment ten times.

Data sets RGB-D-T RegDB
Methods Rank=1 Rank=5 Rank=20 mAP Rank=1 Rank=5 Rank=20 mAP

PLS-DA[51] 33.19 40.98 58.76 25.58 14.16 25.87 41.48 16.44
TONE[159] 36.91 42.12 58.77 29.85 15.77 28.25 45.67 18.75

TONE+HCML[159] 38.49 49.11 63.83 31.53 23.47 36.84 57.53 23.89
BDTR[162] 41.36 62.93 72.82 36.82 34.33 49.09 67.92 33.10

CSL1+LSML(Ours) 35.61 41.59 54.64 28.31 14.96 26.95 44.65 18.44
CSL2+LSML(Ours) 37.92 48.97 61.08 31.24 15.81 28.67 46.21 18.80
CSL1+DML (Ours) 38.25 49.84 64.66 32.11 27.47 42.0 59.66 26.85
CSL2+DML (Ours) 43.84 64.68 74.15 37.02 34.02 51.23 68.31 33.76

Table 4.3: Thermal to visual cross domain face recognition results

The experimental results on RGB-D-T and RegDB dataset are shown in Table 4.3.

Column-1 shows the methods with which we have experimented, whereas the second,

third and fourth columns give the Rank-1, Rank-5 and Rank-20 accuracy of the RGB-D-

T dataset, and similarly sixth, seventh and eighth columns give the Rank-1, Rank-5 and

Rank-20 accuracy of RegDB dataset. The sixth and ninth columns are the mAP value of

RGB-D-T and RegDB datasets. Higher the value of mAP, the better the performance of
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Figure 4.10: Sample thermal-visual image pairs (from RGB-D-T data-set), predicted
output labels using method-4 (CSL2+DML), and their ground truth labels

the method. Our proposed methods are compared with the baseline algorithms - PLS-

DA [51], TONE[159] and BDTR[162]. Observing the results, we say that CSL2+DML

(our method) performs better.

Figure 4.10 illustrates the sample output predictions of method-2 (CSL2+DML). In

this context, label = 1 refers to a thermal-visual image pair of the same person, while

label = 0 indicates a thermal-visual image pair of different individuals. Figure 4.10 a)
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shows the true positives, where both the predicted label and the ground truth label are 1.

Figure 4.10 b) displays the false negatives, where the predicted label is 0 and the ground

truth label is 1. Figure 4.10 c) illustrates the false positives, where the predicted label

is 1 and the ground truth label is 0. Lastly, Figure 4.10 d) depicts the true negatives,

where both the predicted label and the ground truth label are 0.

4.5 Summary

We have presented a two-stage cross-domain (thermal to visual) face recognition

method based on dictionary learning. Specifically, we have introduced four methods:

CSL1+LSML, CSL2+LSML, CSL1+DML, and CSL2+DML. These four methods con-

sist of two variants of common subspace learning methods and two variants of metric

learning methods.Common subspace learning is performed to extract identity-related

features by removing domain-specific features from the images. We project both do-

main images onto a common subspace, representing the face images with representa-

tion codes. To enhance the discrimination in the representation codes, we utilize metric

learning. In the second stage, we employ two variants of metric learning methods:

large-scale metric learning and deep metric learning. These methods are applied to

improve the discriminative power of the representation codes.

We evaluated the performance of these methods on two datasets: RGB-D-T and

RegDB. The test set size for the RGB-D-T dataset consists of 7,500 thermal-visual

image pairs from 25 individuals, while the test set size for the RegDB dataset comprises

2,060 thermal-visual image pairs from 206 individuals. Remarkably, the CSL2+DML

method outperforms the others, even when there are no common individuals between

the training and testing sets.
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CHAPTER 5

Thermal to visual face recognition

using collaborative metric learning

In the previous chapter, we discussed thermal to visual face recognition using dic-

tionary learning. This chapter discusses the collaborative metric learning (CML) based

method. Both methods work on open-set recognition. The collaborative metric learning-

based method is more generalised than the dictionary learning method. The CML

method learns the more generalised model with less amount of training data.

5.1 Introduction

In this chapter, we propose a collaborative metric learning method using matrix

factorization-based collaborative filtering using maximum margin matrix factorization.

Figure 5.1 illustrates the proposed method. It takes the visual domain and thermal

domain face images as input and returns ‘Yes’ if they are of the same person’s face;

otherwise, it returns ‘No’.

We first discuss metric learning, collaborative filtering, and the relationship between

the two in order to better understand the proposed collaborative metric learning method.
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Figure 5.1: Thermal to visual face recognition method using collaborative metric learn-
ing based on maximum margin matrix factorization

5.1.1 Metric Learning

Metric learning-based methods are one of the major categories of projection-based

techniques. Metric learning seeks to find the similarity between the vectors. Any gen-

eralized metric d(x1, x2) have the following properties -

• Non-negative similarity d(x1, x2) ≥ 0.

• Identity of indiscernibles d(x1, x2) = 0 if and only if x1 = x2

• Symmetric d(x1, x2) = d(x2, x1).

• Triangle inequality d(x1, x3) ≤ d(x1, x2) + d(x2, x3).

Metric learning typically estimates a matrix S that is positive semi-definite S ⪰ 0.

The learned metric satisfies the properties of symmetry and non-negativity because it is

positive and semi-definite. The Mahalanobis distance measures the similarity between

two vectors.

dS(x1, x2) =
√

(x1 − x2)TS(x1 − x2)
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Since S is positive semi-definite, it can be factorised as S = ATA

dS(x1, x2) =
√

(x1 − x2)TATA(x1 − x2)

dS(x1, x2) =
√
(Ax1 − Ax2)T (Ax1 − Ax2)

The preceding equations show that the Mahalanobis distance dS(x1, x2) in the current

space equals Euclidean distance in the latent space. Finding the appropriate latent space

is one of the objectives of metric learning. It determines similarity by employing pos-

itive pairs or negative pairs or triplets (anchor sample, positive sample, and negative

sample). In metric learning, positive samples are pulled together more closely while

negative samples are pushed farther apart.

5.1.2 Collaborative Filtering

Figure 5.2: Illustration of collaborative filtering. Similarities are shown in the leftmost
table. Similarities between the rows are displayed in the centre table. Pre-
dicted similarities (green cells) are given in the last table.

Similar to metric learning, collaborative filtering (CF) is employed to determine the

similarity among samples. CF serves as a prevalent approach in recommender systems,

and its workings are depicted in Figure 5.2. In this method, similarities between two

groups of samples are provided. Its objective is to find any missing similarities between

the groups. In order to estimate these missing similarities between the groups, we take

into account the intra-group similarities. Matrix factorization stands as a highly popular

collaborative filtering technique. This method entails projecting the group samples onto

a shared subspace while maintaining the provided similarities. Notably, this process in-

herently preserves the intra-group similarities, thereby contributing to the effectiveness
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of the approach.

MinimizeJ =
∑

(i,j)∈ω

L(Sij, vi, tj) +R(V, T )

Here L(Sij, vi, tj) the loss function that operates on the similarity matrix S and

the latent factor matrices V and T . It quantifies the discrepancy between the predicted

similarities and the actual similarities. Additionally, R(V, T ) represents a regularisa-

tion term applied to the latent factor matrices, which aids in controlling overfitting and

promoting generalisation. In this context, ω denotes a set of known similarities that

are incorporated into the loss function and regularisation term during the collaborative

filtering process.

5.1.3 Metric learning and Matrix factorization

Both methods share the objective of discovering the latent space while maintaining

the provided similarities. In metric learning, this is accomplished through the utilisation

of a positive semi-definite matrix. Each sample is allocated a latent space feature in both

approaches. At their initial stages, both methods focus on preserving the given similar-

ities. To achieve greater generalisation, the preservation of the triangle inequality be-

comes essential. This generalisation is facilitated by carefully selecting an appropriate

loss function and regularisation technique that effectively guides the learning process.

In this work, we have employed a technique called Maximum Margin Matrix Factor-

ization (MMMF) [130] to achieve a more generalised latent space, even with a limited

number of training samples. Our approach involves several steps. First, we construct a

similarity matrix S using the labels of the training samples. The rows of the similarity

matrix represent thermal domain image samples, while the columns represent visual

domain image samples. We construct the similarity matrix using the training samples

labels so that the same person images get a high similarity, different person images get a

low similarity and zero for unknown pairs. Next, we apply MMMF to factorise the sim-

ilarity matrix S into two matrices, T and V . Matrix T represents the latent features of

the thermal domain images, while matrix V represents the latent features of the visual

domain images. To perform regression on T and V , we utilise two separate convolu-

tional neural networks (CNNs). The first CNN, CNNT , takes thermal images as input
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and aims to regress the corresponding latent features in T . Similarly, the second CNN,

CNNV , takes visual images as input and attempts to regress the corresponding latent

features in V . In essence, CNNV acts as a mapping function from the visual domain to

the latent space, while CNNT serves as a mapping function from the thermal domain

to the latent space. We iteratively apply MMMF on the similarity matrix S, initialising

the values of T and V using the outputs of CNNT and CNNV , respectively. We repeat

this process until we reach a stable state, which is determined using a validation set.

This iterative refinement helps to optimise the latent space representation and improve

the performance of the overall model. The proposed method has been evaluated in both

few-shot learning and zero-shot learning scenarios. In few-shot learning, there are no

constraints on prior knowledge and the aim is to leverage this knowledge to rapidly

generalise new tasks with a limited number of training samples. In this context, new

tasks with limited training samples refer to situations where we have a new person with

only a limited number of training image labels. Zero-shot learning, on the other hand,

presents an even more challenging scenario where no training image labels are available

for a new person. Specifically, we have conducted tests in both one-shot learning and

five-shot learning settings within the few-shot learning paradigm. In one-shot learning,

there is only one training image label available per person for new individuals. Simi-

larly, in five-shot learning, we have five training image labels per person. Throughout

this chapter, we used the terms few-shot learning with, one-shot learning and/or five-

shot learning interchangeably. This chapter makes the following main contributions:

• We tackle the problem of thermal to visual cross-domain face recognition by em-
ploying collaborative metric learning. Our proposed method focuses on learning
from inter-group similarities, enabling the preservation of both inter-group and
intra-group similarities during the learning process.

• We introduce collaborative metric learning using maximum margin matrix fac-
torization. By incorporating a maximum margin approach, we achieve a more
generalised metric that enhances the recognition performance.

• In few-shot learning settings, our method surpasses the performance of state-of-
the-art algorithms for thermal to visual cross-domain face recognition.

The subsequent sections of this chapter are organised as follows: Section 5.2 presents

a discussion on related work in the field. Section 5.3 provides a detailed explanation

of our proposed approach. In Section 5.4, we present the experimental results obtained

from our method. Finally, Section 5.5 concludes the chapter.
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5.2 Related Work

In the existing literature, a significant amount of research has focused on single-

domain re-identification, specifically within the visual domain [49, 57, 78]. These stud-

ies can be broadly categorised into two main approaches: feature-based strategies and

metric learning-based methods. Feature-based methods aim to learn more generalised

features [144, 164] and can be further divided into two subcategories: global-based fea-

tures and local-based features. Global feature learning considers the entire image and

learns features from it [19, 80]. On the other hand, local feature learning involves di-

viding the image into sub-parts and learning features for each individual part [35, 87].

Metric learning-based methods [49, 122] focus on estimating similarities between im-

ages. These techniques employ various approaches to learn a metric or distance function

that can effectively quantify the similarity between pairs of images.

In scenarios where there is a scarcity of sufficient training data, the performance of

cross-domain face recognition systems tends to deteriorate significantly. To address this

challenge, few-shot learning strategies have emerged as a promising approach. Few-

shot learning techniques aim to enhance the generalisation and discrimination capabil-

ities of cross-domain face recognition models when faced with limited training data.

In the context of few-shot learning for cross-domain face recognition, several methods

have been proposed. One approach is the introduction of a dual distance metric learn-

ing technique, which was presented in [28]. Another approach involves learning color

invariant features using metric learning, as demonstrated in [7]. Deep feature learning-

based methods are proposed in [129, 150]. Additionally, in [174], a transferable local

relative distance comparison method is utilised for few-shot learning-based face recog-

nition.

In the existing literature, cross-domain face recognition has been extensively studied

across various modalities, including NIR-visual, 3D-2D, low-resolution-high-resolution,

and thermal-visual images. This field is often referred to as heterogeneous face recogni-

tion, cross-domain face recognition, or inter-modality face recognition. Cross-domain

face recognition approaches can be broadly categorised into three types [103]: feature-

based, synthesis-based, and projection-based methods. These approaches aim to iden-

tify and extract invariant traits that can be used for recognition across different ap-
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plication domains. Feature-based techniques [37] focus on selecting and extracting

domain-invariant features. Shuowen et al.[51] introduced a method called partial least

square discriminant analysis (PLS-DA), which matches manually crafted features such

as SIFT, HOG, and LBP from both visual and thermal domain images. Sarfraz et

al.[120] proposed a deep feature matching-based method. Synthesis-based methods

[166] aim to synthesise data in other domains to bridge the gap between different modal-

ities. Generative adversarial networks (GANs) are commonly utilised in synthesis-

based approaches [145, 166]. GANs enable the generation of synthetic images in one

domain that closely resemble images from another domain, thereby facilitating recogni-

tion across different domains. Projection-based methods are widely employed in cross-

domain face recognition. These methods involve projecting both domain images into

a shared subspace using projection-based techniques [116], where they become more

comparable than in their original spaces. Projection-based methods can be categorised

into two main categories: dictionary learning and metric learning. In the dictionary

learning approach, Reale et al.[114] proposed a coupled dictionary learning method.

This method involves learning separate dictionaries for each domain, enabling the ex-

traction of discriminative features. On the other hand, deep metric learning methods

have been developed specifically for thermal to visual cross-domain face recognition.

These methods leverage deep learning architectures and introduce various novel loss

functions to enhance the discriminative power of the learned features. For instance,

Jambigi et al.[59] proposed a maximum mean discrepancy-based loss function.

In the context of cross-domain face recognition, different loss functions have been

explored to improve the performance. Some examples include the contrastive loss used

in [159], the dual constrained top-ranking loss used in [162], and the intra-modality

weighted-part aggregation loss used in [161]. Deep metric learning for cross domain

face recognition is successfully generalised by combining the verification loss (such as

triplet loss or siamese loss) and ID loss (softmax layer loss).

There are some similarities between our proposed method and cross-domain deep

metric learning methods [116, 120]. In deep metric learning approaches, both the iden-

tity loss and verification loss are minimised to learn discriminative representations.

Similarly, in our method, we minimise the identity loss and verification loss through

the use of MMMF. Additionally, we also achieve generalisation by leveraging the max-

imum margin, which promotes better separation and discrimination discrimination be-
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tween different face classes in the latent space.

Mang et al.[158, 161] proposed deep metric learning methods for cross-domain face

recognition using a two-stream network architecture. In their work, they introduced a

typical loss function that combines verification loss and ID loss. The inclusion of the

ID loss allows for generalisation of the learned metric. Similarly, our method, which

utilises collaborative filtering, inherently incorporates identity information.

Our proposed method facilitates the learning of a more generalised latent space

for two primary reasons. Firstly, collaborative filtering inherently preserves both inter-

group and intra-group similarities simultaneously, making it aware of the underlying

identity information. Secondly, our approach employs Maximum Margin Matrix Fac-

torization (MMMF) with a hinge loss function that maximises the margin. By maximis-

ing the margin, we increase the likelihood of preserving the triangle inequality, which

further enhances the generalisation capability of the learned metric.

5.3 Proposed Collaborative Metric Learning Method

Figure 5.3 provides an illustration of the proposed collaborative Metric Learning

Method (CML). This method consists of three main stages:

• Initialization stage

• Feature mapping stage

• Latent space learning stage

In the Initialization stage, we employ Maximum Margin Matrix Factorization (MMMF)

to discover the latent space by preserving the labeled similarities. In the Feature map-

ping stage, we learn a mapping function that transforms the image space into the latent

space. This mapping function enables the representation of face images in a domain-

invariant and discriminative manner, facilitating accurate recognition across domains.

In the Latent space learning stage, we further enhance the generalisation capability of

the learned latent space by utilising the maximum margin. By maximising the margin,

we encourage a clear separation between different classes in the latent space, leading to

improved discrimination performance.
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Figure 5.3: Illustration of the proposed method. It consists of mainly three stages 1)
Initialization stage, 2) Feature mapping stage, and 3) Latent space learning
stage
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5.3.1 Initialization stage

In the Initialization stage, the similarity matrix S is constructed from the labels of

the training data. The similarity matrix S represents the pairwise similarities between

visual and thermal images. Each row in S corresponds to a visual domain image, while

each column represents a thermal domain image. The similarity value S(i, j) indicates

the degree of similarity between the visual image xv
i and the thermal image xt

j , where

xv
i ∈ Xv and xt

j ∈ X t. If the two images belong to the same person, there is a high

degree of similarity, and if they are of distinct individuals, the similarity is low. High

similarity is represented by 2, low similarity by 1, and unknown similarity by 0 in the

matrix S.

In the next step, we apply the Maximum Margin Matrix Factorization (MMMF)

technique to the similarity matrix S in order to obtain the visual latent space features V ,

thermal latent space features T , and threshold values Θ. The MMMF takes V0, T0, Θ0,

and S as input and outputs updated latent features V , T , and updated threshold values

Θ. It is important to note that the initialization of V0 and T0 plays a crucial role in

the algorithm, and different initialization methods will be discussed in the subsequent

section. The key component of our approach is the use of Maximum Margin Matrix

Factorization (MMMF), which plays a crucial role in both the initialization stage and

the latent space learning stage.

5.3.1.1 Maximum Margin Matrix Factorization (MMMF)

The key component of our approach is the use of Maximum Margin Matrix Fac-

torization (MMMF). MMMF plays a crucial role in both the initialization stage and

latent space learning stage. The main objective of MMMF is to minimise the follow-

ing objective function J (V, T,Θ) (Eq. 5.1) by determining the appropriate latent factor

matrices V , T , and thresholds θi for each user i. This optimisation process allows us

to learn the most discriminative and informative latent representations for cross-domain

face recognition.

J (V, T,Θ) =
∑

(i,j)∈ω

l(Fij(θi − vit
T
j )) +

λ

2
(||V ||2F + ||T ||2F ) (5.1)
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where, λ > 0 is a regularization parameter. Fij is mapping function defined as,

Fij =

+1 if Sij = 2

−1 if Sij = 1

and l(·) is the smoothed hinge-loss function defined as,

l(x) =


0 if x ≥ 1

1
2
(1− x)2 if 0 < x < 1

1
2
− x otherwise

The optimisation function of MMMF can be solved using the gradient descent

method by updating V , T , Θ, using Equation 5.2.

V t+1 = V t − c ∂J
∂V

T t+1 = T t − c ∂J
∂T

Θt+1 = Θt − c ∂J
∂Θ

(5.2)

Here c is the learning rate. ∂J
∂V

, ∂J
∂T

, ∂J
∂Θ

are the partial derivatives (gradients) of J

w.r.t V , T , Θ and are given below (Equations 5.3, 5.4, 5.5).

∂J
∂Vik

= λVik −
∑
j|ij∈ω

Fij.l
′(Fij(θi − ViT

T
j ))Tjk (5.3)

∂J
∂Tjk

= λTjk −
∑
i|ij∈ω

Fij.l
′(Fij(θi − ViT

T
j ))Vik (5.4)

∂J
∂Θi

=
∑
j|ij∈ω

Fij.l
′(Fij(θi − ViT

T
j )) (5.5)

where,

l′(x) =


0 if x ≥ 1

x− 1 if 0 < x < 1

−1 otherwise
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By applying Maximum Margin Matrix Factorization (MMMF) on the similarity matrix,

we collaboratively predict the latent features V , T , and Θ. In this process, we iteratively

update the latent features while assuming one feature to be fixed at each step. By min-

imising the norm of the other latent feature during these updates, we aim to maximise

the margin for the prediction. The learned V , T , and Θ are passed to the next stage.

5.3.2 Feature mapping stage

The second stage of the proposed method focuses on learning the mapping functions

from visual images to latent space features and from thermal images to latent space fea-

tures. The latent space features are obtained from either the initialization stage or the

latent space learning stage, depending on the progression of the algorithm. In this stage,

convolutional neural networks (CNNs) are employed as the mapping functions. For the

CNN architecture, we have used the AlexNet[72] architecture with a simple modifica-

tion: the loss function used here is cosine similarity, as it is a regression network.

Specifically, CNNv is trained to map visual images Xv to the latent space visual

features V . Similarly, CNNt is trained to map thermal images X t to the latent space

thermal features T . The predicted latent features, denoted as V ′ and T ′, are generated by

CNNv and CNNt, respectively. The training objective of this stage is to minimize the

distance between the input latent features and the predicted latent features. Therefore,

CNNv aims to minimize ||V − V ′||, while CNNt aims to minimize ||T − T ′||.

In this stage, Θ, the predicted latent space features V ′ and T ′, are passed to the next

stage. It is important to note that Θ remains unchanged and is not updated at this stage.

The same Θ from the previous stage is carried forward to the subsequent stage.

5.3.3 Latent space learning stage

In the third stage of the proposed method, the focus is on learning the latent space.

The first step involves updating the similarity matrix, denoted as S ′. This update is

based on the predicted latent space features V ′, T ′, and the threshold values Θ. The

update only applies to the unknown similarities, which refer to similarities that are not

present in the training set.
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To update S ′, the cosine similarity between v′i and t′i is computed. If the computed

similarity deviates from the corresponding threshold Θi, then those similarities are up-

dated in S ′. Afterwards, MMMF is applied to S ′ using the initial values of V ′, T ′, and

Θ. The latent space features, namely V , T , and Θ, are then updated according to the

updated similarities in S ′. These updated features are passed to the next stage.

This method involves a loop between stage 2 and stage 3, which continues until a

termination condition is met. In this case, the termination condition is to minimize the

minimum validation error. Once this condition is satisfied, the method returns the final

mapping functions and the updated Θ.

Algorithm 4: Collaborative Metric Learning (CML)
Input : S, Xv, X t, V0, T0

/* Here, S is the similarity matrix, Xv is the set of
visual images, X t is the set of thermal images, V0

is the set of initial visual features, and T0 is
the set of initial thermal features. */

Output: CNNV , CNNT

/* Where, CNNV is the learnt visual mapping function
and CNNT is the learnt thermal mapping function */

// Initialization Stage
Initialize Θ0 with random numbers;
[V , T , Θ] = MMMF(S, V0, T0, Θ0);
CNNV = CNNV .initialize();
CNNT = CNNT .initialize();
// Feature Mapping stage
while Stopping criteria For CMF do

// Training the CNNV to map from Xv to V
CNNV .f it(X

v, V );
// Training the CNNT to map from X t to T
CNNT .f it(X

t, T );
if Not met the Stopping criteria For CMF then

// Predicting latent features from the trained
networks

V
′ = CNNV .predict(Xv);

T
′ = CNNT .predict(X t);

// Latent Space learning Stage

Update S using V
′
, T

′ and Θ and get S ′;
[V , T , Θ] = MMMF(S ′ , V ′ , T ′ , Θ);

end
end
return CNNV and CNNT ;

Algorithm 4 outlines the proposed collaborative metric learning method. The algo-
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rithm takes several inputs, including the similarity matrix S, visual images Xv, thermal

images X t, initial visual features V0, and initial thermal features T0. Its aim is to learn

the visual mapping function CNNV and thermal mapping function CNNT as the out-

puts.

Algorithm 5: Maximum Margin Matrix Factorization (MMMF)
Input : S, V0, T0, Θ0

/* Here, S is the similarity matrix, V0 is the set of
initial visual features, and T0 is the set of
initial thermal features. */

Output: V , T and Θ
/* Where, V is the learnt visual latent space, and T

is the learnt thermal latent space. */

t← 0;
Initialize: V t = V0, T t = T0, Θt = Θ0, c=0.01;
ω is a set of all existing similarities in S;
while Stopping criteria For MMMF do
∀ω Calculate ∂J

∂V t , ∂J
∂V t and ∂J

∂Θt ;
V t+1 ← V t − c ∂J

∂V t ; // Updation of visual latent space V

T t+1 ← T t − c ∂J
∂T t ; // Updation of thermal latent space T

Θt+1 = Θt − c ∂J
∂Θt ; // Updation of threshold values Θ

t← t+ 1;
end
V = V t, T = T t and Θ = Θt;
return V , T and Θ;

Algorithm 5 demonstrates the maximum margin matrix factorization (MMMF). It

takes the initial visual features V0, initial thermal features T0, initial threshold values

Θ0, and the similarity matrix S as inputs. It outputs the updated visual features V ,

updated thermal features T , and the updated threshold values Θ.

In our proposed method, based on the initialization of V0 and T0, two variants of

the proposed methods are introduced: CML and CML+BDTR. For the CML method,

the initialization of V0 and T0 is performed using the last fully connected layer of a

pre-trained CNN. Specifically, V0 is initialized with the last fully connected layer of a

CNN trained on visual training data, while T0 is initialized with the last fully connected

layer of a CNN trained on thermal training data.

In the CML+BDTR method, a variant of our approach, the initialization of V0 and T0

is slightly different. In this case, V0 and T0 are initialized using the last fully connected

layer of the BDTR network, which is a two-stream network architecture combining
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identity loss and verification loss

5.4 Experimental Setup and Results

The proposed method is implemented using both Matlab and Keras. The Keras

library [24] is utilised for developing the mapping functions. Specifically, a seven-layer

convolutional neural network is employed for this purpose, comprising four convolution

layers and three fully connected layers. The loss function used is cosine similarity.

The maximum margin matrix factorization (MMMF) is implemented using a Matlab

implementation similar to the one described in [130].

We conducted performance evaluations of our proposed method using two datasets:

RGB-D-T [99] and RegDB [98]. The RGB-D-T dataset consists of images of 51 in-

dividuals captured in three different modalities: visual, depth, and thermal. Each per-

son has 300 images in each modality. In our experiments, we focused on the thermal

and visual images, resulting in a total of 15,300 (51×300) thermal images and 15,300

(51×300) visual images from this dataset. The RegDB dataset contains images of 412

individuals captured in two domains: visual and thermal. Each domain consists of 4,120

images (412×10). Specifically, there are 10 visual images and 10 thermal images for

each person in the dataset. Further details about the datasets are provided in Table 5.1.

Dataset
Name

Number of
Subjects

Number of Visual
images per subject

Number of Thermal
images per subject

Total number of
Visual images

Total number of
Thermal images

RegDB[98] 412 10 10 4,120 4,120
RGB-D-T[99] 51 300 300 15,300 15,300

Table 5.1: Details of Datasets

To assess the effectiveness of our proposed method, we employed the following

evaluation metrics: Rank-1 accuracy, Rank-5 accuracy, and Mean Average Precision

(mAP). These metrics are well-suited for scenarios where multiple ground truths exist

for a single person in the gallery set [173].

5.4.1 Experimental setup

The experiments were conducted using the following methodology. The dataset was

divided into three distinct subsets: a train set, a validation set, and a test set. Each of
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these subsets was further divided into two sets: a gallery set and a probe set. The gallery

set consisted of visual images, while the probe set consisted of thermal images. For

dataset preparation, we followed a similar approach as in [158]. One part of the dataset

was allocated for testing purposes, similar to [158]. The remaining part was divided

into train and validation sets. We evaluated the proposed methods in three different

settings: zero-shot learning, one-shot learning, and five-shot learning.

• Zero-shot learning setup
– In the zero-shot learning setup, there were no common individuals among

the train, validation, and test sets. The dataset was divided into three sets:
the train set, validation set, and test set.

– For the RGB-D-T dataset, which includes 51 different individuals, we used
23 persons’ thermal-visual image pairs (23×300=6,900 image pairs) for
training, 3 persons’ thermal-visual image pairs (3×300 = 900) for valida-
tion, and 25 persons’ thermal-visual image pairs (25×300 = 7,500) for test-
ing. These sets contained images of different individuals with no overlap
between them.

– Similarly, for the RegDB dataset, which comprises images of 412 individ-
uals, we used 185 persons’ thermal-visual image pairs (185×10 = 1,850
image pairs) for training, 21 persons’ thermal-visual image pairs (21×10 =
210) for validation, and 206 persons’ thermal-visual image pairs (206×10
= 2,060) for testing. Once again, the training set, validation set, and testing
set contained images of different individuals without any common person.

• One-shot learning setup
– In the one-shot learning setup, the training set was divided into two parts:

part-1 and part-2. These parts did not contain any common images of in-
dividuals. Part-1 was exclusively used for learning prior knowledge, while
from part-2, only one image per person was included in the training set.
The remaining images of each person were either included in the test or
validation sets.

– For the RGB-D-T dataset, which includes 51 different individuals, we used
23 (part-1)+ 28 (part-2) persons’ thermal-visual image pairs (23×300 (part-
1) + 28×1 (part-2) = 6,928 image pairs) for training, 3 persons’ thermal-
visual image pairs (3×299 = 897) for validation, and 25 persons’ thermal-
visual image pairs (25×299 = 7,475) for testing.

– Similarly, for the RegDB dataset, which comprises images of 412 individu-
als, we used 185 (part-1) + 227 (part-2) persons’ thermal-visual image pairs
(185×10 (part-1) + 227 (part-2)×1 = 2,077 image pairs) for training, 21
persons’ thermal-visual image pairs (21×9 = 189) for validation, and 206
persons’ thermal-visual image pairs (206×9 = 1,854) for testing.

• Five-shot learning setup
– Similar to the one-shot learning setup, in the five-shot learning setup, only

five images per person were included in part-2.
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– For the RGB-D-T dataset, which includes 51 different individuals, we used
23 (part-1)+ 28 (part-2) persons’ thermal-visual image pairs (23×300 (part-
1)+28×5 (part-2) = 7,040 image pairs) for training, 3 persons’ thermal-
visual image pairs (3×295 = 885) for validation, and 25 persons’ thermal-
visual image pairs (25×295=7,375) for testing.

– Similarly, for the RegDB dataset, which comprises images of 412 individ-
uals, we used 185 (part-1) + 227 (part-2) persons’ thermal-visual image
pairs (185×10 (part-1) + 227×5 (part-2) =2,985 image pairs) for training,
21 persons’ thermal-visual image pairs (21×5=105) for validation, and 206
persons’ thermal-visual image pairs (206×5=1,030) for testing.

In the one-shot learning scenario, the test set and validation set person images are

included in the train set, but with the constraint that only one image per person is used

for training. There are no limitations on the number of images per person in the train

set. Likewise, in the five-shot learning setup, the train set contains the person images

from the test set and validation set, with the inclusion of five images per person for

training purposes.

We conducted a comparative analysis of our proposed method with several existing

methods, including:

• Tone [159]: This method utilises a two-stream network architecture and com-
bines identity loss and verification loss.

• Tone+HCML [159]: Building upon the Tone architecture, this method further
enhances the results by incorporating a metric learning technique called HCML.

• BDTR [162]: BDTR employs a two-stream network architecture and combines
identity loss and verification loss. For verification loss, the top-ranking loss is
used.

• CSL1+LSML [36]: In this method, an unsupervised common subspace is learned
using dictionary learning and further optimised with large-scale metric learning.

• CSL2+LSML [36]: Similar to CSL1+LSML, this method focuses on learning
a supervised common subspace using dictionary learning and large-scale metric
learning.

• MACE [158]: MACE incorporates modality-shareable and modality-specific clas-
sifiers through an ensemble learning approach.

Table 5.2 presents the experimental results of thermal-to-visual cross-domain face

recognition on the RegDB dataset. It provides the performance for three different learn-

ing settings: zero-shot, one-shot, and five-shot learning. The evaluation metrics re-

ported in the table include Rank-1 accuracy, Rank-5 accuracy, and Mean Average Pre-

cision (mAP). Higher values for these metrics indicate better performance. The structure

95



Setting Zero-shot learning One-shot learning Five-shot learning
Methods Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP

TONE [159] 15.27 25.87 16.44 52 66.8 49.6 75.61 82.9 66.8
TONE+HCML [159] 23.47 36.84 23.89 60.1 69.7 55.2 84.6 91.1 77.6

BDTR [162] 34.33 49.09 33.10 71.12 78.46 60.9 86.82 92.69 81.63
CSL1+LSML [36] 14.96 26.95 18.44 46.87 63.93 44.18 76.86 84.68 65.14
CSL2+LSML [36] 15.81 28.67 18.8 59.83 67.24 54.69 79.26 89.63 75.86

MACE [158] 72.12 80.4 68.54 92.72 95.18 86.46 98.85 99.39 94.84
CML (Ours) 56.46 64.92 40.36 89.86 94.67 85.12 97.69 98.94 93.41

CML+BDTR (Ours) 69.24 74.32 61.5 96.24 99.16 90.46 98.85 99.39 94.84

Table 5.2: Thermal to visual cross domain face recognition results on RegDB

Setting Zero-shot learning One-shot learning Five-shot learning
Methods Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP

TONE [159] 36.91 42.12 29.85 62.68 71.29 58.72 76.89 84.66 67.21
TONE+HCML [159] 38.49 49.11 31.53 64.39 74.82 60.49 82.69 90.65 79.68

BDTR [162] 41.36 62.94 36.32 74.42 80.67 64.51 84.93 91.81 80.84
CSL1+LSML [36] 35.61 41.59 28.31 61.41 68.88 58.17 77.23 85.39 65.31
CSL2+LSML [36] 37.92 48.97 31.24 64.14 71.64 59.67 80.68 89.64 76.15

MACE [158] 76.65 89.46 70.37 90.97 94.18 85.77 92.66 96.52 91.92
CML (Ours) 59.44 68.46 43.62 88.77 93.41 84.62 95.91 98.71 92.68

CML+BDTR (Ours) 71.65 77.89 66.84 95.66 98.73 89.77 96.63 99.15 94.47

Table 5.3: Thermal to visual cross domain face recognition results on RGB-D-T

of the table consists of columns representing the evaluated methods and the correspond-

ing results for zero-shot, one-shot, and five-shot learning in Column-2, Column-3, and

Column-4, respectively.

Similarly, Table 5.3 demonstrates the experimental results of thermal-to-visual cross-

domain face recognition on the RGB-D-T dataset. This table follows the same structure

as Table 5.2

By observing the results, it can be concluded that the MACE method [158] performs

better in the zero-shot learning setting on both datasets. However, in the one-shot and

five-shot learning settings, the proposed method CML+BDTR outperforms MACE. The

BDTR features serve as a good initialization for the proposed method because BDTR is

trained using both the identity loss and the verification loss. As a result, the inclusion of

BDTR in CML+BDTR leads to improved performance compared to the CML method

alone.

In addition to the CML and CML+BDTR methods, we also explored the option of

initializing V0 and T0 with features obtained from the MACE method. However, we ob-

served no significant improvement in generalization when using MACE features due to

the architectural differences between MACE and the feature mapping stage. The under-

performance of the proposed methods in the zero-shot learning setting can be attributed
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Figure 5.4: Sample results of the proposed method: Five query thermal images (which
are in the first column) and their corresponding top-5 retrieved image re-
sults from the gallery set (which are in the remaining columns). Correctly
retrieved samples are in green boxes, and incorrect matches are in red boxes.

to the cold-start problem associated with the matrix factorization used in our method

(MMMF). The cold-start problem arises when there are very few available similari-

ties for a particular image. In such cases, the similarity matrix may not be effectively

updated, leading to lower accuracies.
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However, in the one-shot and five-shot learning settings, the proposed methods show

better accuracies. This improvement can be attributed to the fact that in these settings,

there is a sufficient number of labeled samples available for each class. The mapping

function, along with the updated similarity matrix, can effectively utilize this limited

labeled data, leading to improved performance.

Overall, the proposed method is advantageous when dealing with a limited number

of labeled samples per class, as it leverages collaborative metric learning and the map-

ping function to effectively learn from the available data and improve the accuracy in

the one-shot and five-shot learning scenarios.

In Figure 5.4, sample results of CML+BDTR are depicted. The figure showcases

five query thermal images in the first column, along with their corresponding top-5 re-

trieved image results from the gallery set in the remaining columns. Correctly retrieved

samples are marked with green boxes, while incorrect matches are highlighted with

red boxes. These results highlight the influence of rotation and pose variations on the

accuracy of the retrieval process.

5.4.2 Flexibility of proposed method

To evaluate the flexibility of the proposed method, we have conducted experiments

on visual-to-thermal cross-domain face recognition. The same training set, validation

set, and test set were used, with the only difference being that the query images were

visual images while the gallery images were thermal images.

Setting Zero-shot learning One-shot learning Five-shot learning
Methods Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP

TONE [159] 15.95 26.76 16.94 52.89 67.54 49.85 76.12 83.26 67.05
TONE+HCML [159] 25.6 37.78 24.04 60.72 70.08 60.94 84.95 91.65 77.95

BDTR [162] 33.78 49.69 33.71 71.91 79.36 61.45 87.12 92.98 81.76
CSL1+LSML [36] 15.23 27.35 18.74 47.51 64.92 44.96 77.65 85.05 65.61
CSL2+LSML [36] 16.22 29.48 19.1 60.12 67.95 54.84 79.72 90.04 75.97

MACE [158] 72.37 81.14 69.09 93.01 95.85 86.95 94.65 95.85 92.14
CML (Ours) 57.23 65.56 40.71 90.06 94.92 85.8 97.9 99.01 93.47

CML+BDTR (Ours) 69.92 76.6 61.92 96.37 99.18 91.05 98.89 99.45 94.5

Table 5.4: Visual to thermal cross domain face recognition results on RegDB

Table 5.4 showcases the experimental results of visual-to-thermal cross-domain face

recognition on the RegDB dataset. It presents the performance for zero-shot, one-shot,

and five-shot learning scenarios, measured through Rank-1 accuracy, Rank-5 accuracy,
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Setting Zero-shot learning One-shot learning Five-shot learning
Methods Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP Rank=1 Rank=5 mAP

TONE [159] 37.62 43.12 30.15 63.32 72.16 59.06 77.26 85.58 68.12
TONE+HCML [159] 41.14 49.94 31.97 64.91 75.35 60.9 83.02 90.96 79.88

BDTR [162] 42.1 63.45 37.21 75.16 81.75 64.96 85.86 92.43 81.25
CSL1+LSML [36] 36.34 42.12 28.96 62.26 69.78 58.89 77.34 85.9 66.84
CSL2+LSML [36] 38.22 49.21 31.63 64.76 72.52 60.62 81.45 90.42 77.11

MACE [158] 76.92 90.06 70.78 91.41 94.89 85.95 93.1 96.98 92.19.
CML (Ours) 59.94 68.92 43.97 89.42 93.96 84.9 96.41 98.89 92.9

CML+BDTR (Ours) 72.16 78.33 67.27 96.02 98.87 89.94 96.81 99.28 94.68

Table 5.5: Visual to thermal cross domain face recognition results on RGB-D-T

and Mean Average Precision (mAP). The table’s structure includes columns represent-

ing the evaluated methods, with the corresponding results for zero-shot, one-shot, and

five-shot learning presented in Column-2, Column-3, and Column-4, respectively.

Similarly, Table 5.5 displays the experimental results of visual-to-thermal cross-

domain face recognition on the RGB-D-T dataset. The table follows the same structure

as Table 5.4.

Upon observing the results, similar to thermal-to-visual face recognition, we find

that the MACE method [158] performs better in the zero-shot learning setting on both

datasets. However, in the one-shot and five-shot learning settings, the proposed method

CML+BDTR outperforms MACE.

5.5 Summary

We have developed a cross-domain face recognition method that focuses on thermal

to visual image transfer using collaborative metric learning. Our approach incorpo-

rates maximum margin matrix factorization to learn a more generalised latent space

that captures both intergroup and intragroup similarities effectively. By maximising the

margin, we ensure that the learnt latent space is capable of generalising well. To es-

tablish the connection between image domains and the latent space, we employ deep

architectures to derive the mapping function. This mapping function, combined with

the learned latent space, forms the basis of our learned metric. Through alternate upda-

tion of the latent space and mapping function, we enhance the generalisation capability

of our metric learning method.

To evaluate the performance of these methods, we conducted experiments on two
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datasets: RGB-D-T and RegDB. The evaluation was performed in three learning set-

tings: zero-shot, one-shot, and five-shot. In the RGB-D-T dataset, the test set com-

prised more than 7,000 image pairs from 25 individuals, while in the RegDB dataset,

it included more than 1,000 image pairs. These methods demonstrated superior perfor-

mance compared to state-of-the-art methods in the few-shot learning settings on both

datasets.
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CHAPTER 6

Conclusions & Future Work

In this thesis, our focus was on the development of novel techniques for thermal to

visual cross-domain face recognition. We identified domain discrepancy and shortage

of training data as the main challenges in cross-domain face recognition. To address

these challenges, we proposed three methods: deep transfer learning, common subspace

learning using dictionary learning, and collaborative metric learning.

The first method employed deep transfer learning, where the thermal classifier was

trained by leveraging the knowledge from the visual classifier through transfer learn-

ing. We introduced sparsification of the network and transferred the weights of the

sparsified network. Experimental results on the RGB-D-T dataset and UND-X1 collec-

tion demonstrated improved performance in thermal to visual face recognition, with an

overall accuracy increased from 89.3% to 94.32% on the RGB-D-T dataset and from

81.54% to 90.33% on the UND-X1 dataset.

The second method involved a two-stage cross-domain face recognition approach

based on dictionary learning. We projected the thermal and visual domain images onto

a common subspace, where representation codes were used to describe the face images.

In the second stage, metric learning was employed to measure the similarity between the

representation codes. Experimental evaluations on the RGB-D-T and RegDB datasets

demonstrated the effectiveness of the proposed method, with the CSL2+DML method

outperforming others, even when there were no common individuals between the train-

ing and testing sets.

The third method introduced collaborative metric learning, where a latent space for
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the metric was obtained using maximum margin matrix factorization, preserving the

training similarities. The mapping from the image space to the learned latent space was

achieved using a convolutional neural network. This method showed superior perfor-

mance in the few-shot learning settings on both the RGB-D-T and RegDB datasets.

For future work, we aim to investigate effective sparsified network architectures that

enhance generalization. Additionally, exploring kernel-based dictionary learning for

obtaining a more generalized common subspace is an area of interest. We also intend

to focus on advanced deep network architectures tailored for thermal to visual cross-

domain face recognition, enhancing zero-shot learning capabilities, and incorporating

self-attention and cross-attention mechanisms in cross-domain face recognition. By

addressing these aspects, we can further advance the field and improve the accuracy

and robustness of thermal to visual cross-domain face recognition systems.
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