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Transliteration Schema 

 

1. Vowels 
IPA Devanagari 

ʌ अ 
ɑ आ 
i इ 
u उ 
e ए 
o ओ 

 

2. Consonants  

IPA Devanagari IPA Devanagari 
k क् d द् 

kh ख् dh ध् 
g ग् n न् 

gh घ् p प् 
ŋ ङ् ph फ् 
c च् b ब् 
ch छ् bh भ् 
ʤ ज् m म् 
ʤh झ् j य् 

ʈ ट् r र् 
ʈh ठ् l ल् 
ɖ ड् v व् 

ɖh ढ् s स् 
t त् h ह् 
th थ् ɽ ड़ 
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ABSTRACT 

This research delves into the intricate landscape of natural language processing 

(NLP) for low-resourced languages, with a focus on Nepali. It highlights the pressing 

need for the development of linguistic resources to empower language technologies for 

such languages. Through the lens of computational linguistics, this study navigates the 

challenges and complexities of linguistic ambiguity, emphasizing the pivotal role of 

linguistic knowledge in achieving precision in various NLP applications. A pivotal 

contribution of this research is the construction of a comprehensive knowledge base 

comprising 482 verb frames for 200 ambiguous Nepali verbs. These verb frames are 

meticulously enriched with lexical, syntactic, and semantic information, offering valuable 

assets to enhance the efficacy of NLP tasks and applications.  

Ambiguity is a pervasive obstacle in natural language which is recognized as a 

formidable barrier to achieving accuracy in NLP applications. This research confronts the 

complexity of ambiguity and explores strategies to effectively address it, acknowledging 

it as an 'AI-complete problem.' The adoption of a knowledge-based approach, centered on 

verb frames, is showcased as a promising technique for Verb Sense Disambiguation. 

Leveraging the knowledge resource such as verb frames, this approach enhances the 

accuracy of sense disambiguation. The evaluation of the Verb Sense Disambiguation 

system offers critical insights into its strengths and weaknesses. A spectrum of identified 

errors, ranging from preprocessing challenges to database limitations and complexities 

arising from multiple matches, serves as a compass for future refinements and 

enhancements. 

In summary, this research represents a significant stride toward advancing the 

capabilities of natural language processing for Nepali and similar underrepresented 

languages. It underscores the pivotal role of linguistic resources, contextual 

understanding, and systematic approaches in addressing linguistic intricacies and 

achieving precision in NLP applications. The journey continues, with promising 

opportunities for further research and advancements in the realm of computational 

linguistics for marginalized languages. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background 

The ambiguity inherent in any natural language is the primary challenge when 

attempting to automate natural language processing through computers. Natural 

Language Processing (NLP), which aims to achieve near-perfect accuracy in interpreting 

human language, often encounters difficulties during computer programming. In this 

context, ambiguity has been a widely discussed problem in the field since its early stages 

of development. 

In this study, we make an attempt to build a verb sense disambiguation system for 

Nepali using verb frames as a knowledge resource. Our goal is to initially create a 

database of Verb Frames for the Nepali language, which will be useful for different NLP 

applications along with sense disambiguation of Nepali verbs. The Verb Frames 

presented in this study offer comprehensive information about specific verbs and their 

unique behavior when combined with different nouns. Furthermore, this system 

incorporates ontological information to comprehend the underlying semantic features of a 

noun associated with a particular verb sense. 

 

1.2 Aim and Scope of the Study 

Machine learning without linguistic knowledge can be extremely challenging. To 

enable computers to understand natural language phenomena and produce accurate 

outputs, linguistic analysis of text becomes essential. Therefore, having a knowledge base 

that offers insights into strategies for handling ambiguity in any natural language proves 

invaluable. 

Hence, the primary objective of this research is to establish a knowledge base for 

Nepali, which will aid in determining the correct interpretation of verbs within their given 

context. We have developed “a database comprising 482 Verb Frames for 200 ambiguous 

Nepali verbs. This database provides comprehensive information about each verb's 

lexical, syntactic, and semantic behaviours” (Manger, 2023, p.1). 
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The main scope of this study is primarily in developing and analyzing Verb 

Frames for ambiguous Nepali verbs to resolve Nepali verb ambiguity. However, this 

study also describes Nepali verbs' formal and functional attributes in general. On these 

bases, the research problems which this study aims to address are formulated as follows: 

i. To examine formal and functional attributes of Nepali verbs. 

ii. To build Verb Frames for ambiguous Nepali verbs. 

iii. To identify dependency relations of ambiguous verbs.  

iv. To provide ontological requirements of dependencies of ambiguous verbs. 

v. To classify verbs into their semantic types based on unique frames. 

vi. To provide linguistic cues for disambiguating ambiguous Nepali verbs based 

on verb frames 

 

1.3 Review of Literature 

The Nepali language lags behind in terms of NLP-focused research compared to 

many other languages. Only a few sporadic researches are available on Nepali NLP. 

However, many works are available on Nepali verbs from traditional and descriptive 

perspectives. A handful of works are also found on Nepali verbs from the computational 

perspective. To some extent, the literature on these aspects contributes to understanding 

the research problems formulated in the previous sections. The literature related to the 

research problems are thematically reviewed in five groups as follows: 

 

1.3.1 Nepali Language Processing 

NLP research from India and Nepal is being conducted on individual and 

institutional efforts for Nepali. They include creating and annotating various types of 

corpus and developing NLP tools and applications such as POS Tagger and MT system. 

The passages below summarise those efforts: 

• Linguistic Data Consortium for Indian Languages (LDCIL), Central Institute of 

Indian Languages (CIIL), Mysuru, has developed POS Tagger for Nepali using a 

hybrid approach, which claims to have F-Score of 91.99% (Yoonus and Sinha, 2011). 

It also has created text corpora of 7, 057, 524 words for Nepali as of July 2014 

(LDCIL, 2014) and collected comparable text corpora of 2632256 – 202157 words 
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for English-Nepali (LDCIL, 2014). The LDCIL, Mysuru, has also collected speech 

corpora of 88:55:04 hours as on July, 2014 (LDCIL, 2014).   

• The North East Indo WordNet for North Eastern Indian languages including Nepali, 

has been developed by IIT, Bombay (Bhattacharya, 2010). 

• The Indian Languages Corpora Initiative Project, conducted collaboratively under 

the leadership of Jawaharlal Nehru University, has produced annotated monolingual 

and parallel corpora comprising approximately two hundred thousand sentences in 

Nepali (Jha, 2010). 

• NeLRaLEC project led by Open University, UK and funded by Asia IT & C 

Programme of the European Commission has developed “a Nepali National Corpus 

of 13 million words which contains written texts from 15 different genres with 2000 

words each published between 1990 and 1992 and texts from a wide range of 

sources such as the internet webs, newspapers or books” (Bal, 2009).  

• Kevin Hendricks has built Nepali Thesaurus using MyThes framework 6, which 

contains 5,500 entries with information such as POS Tag, meaning, and synonym 

(Bal, 2009).  

• Andrew Hardie has developed POS Tagger for Nepali, also known as Unitag. It is a 

unified tagging system based on Unicode and a language-independent tagging 

system. It claims to have 93% accuracy (Bal, 2009).  

• “English to Nepali Machine Translation System, also known as Dobhase, has been 

developed by a collaboration between Kathmandu University and Madan Puraskar 

Pustakalaya” (Bal, 2009). It is a rule and transfer-based Machine Translation System 

that can present gist translations to simple declarative sentences. 

 

1.3.2 Nepali Verbs 

• Adhikary (1980) describes '-cha' as a non-past marker in Nepali. He also formally 

classifies the Nepali tense as past and non-past against a threefold traditional 

classification: past, present, and future. He has defined '-ne' in Nepali as a 

prospective marker rather than a future tense marker. He argued that only 

definiteness cannot be the criterion for the classification of tenses.  

• Pant (1990) analyzes and classifies Nepali verbs based on their semantic and 
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syntactic properties. Pant argues that the presence and absence of inherent properties 

like telic situation and postpositions like dative, locative, ergative case markers, 

transitivity, volitionally, etc., help determine the Nepali verb class.  

• Acharya (1991) is a corpus-based descriptive grammar of Nepali. He has presented a 

detailed description of verb phrases and regular inflectional suffixes of Nepali finite 

verbs.  

• Pokharel (1991) is a study of Nepali compound verbs, and it exemplifies Nepali 

compound verbs with a maximum of ten vectors in a string.  

• Pokharel (1992) presents the four matrices for the classification of moods in Nepali: 

Imperative, Optative, Potential, and Indicative.  

• Pokharel (1997) is the first to define Nepali verbs syntactically. He presents the 

classification of Nepali verbs based on post position with a syntactic approach.  

• Lohani (1999) is an analysis of permissive construction in Nepali within the 

framework of Lexical-Functional Grammar. The main argument of his study is that 

Nepali permissive construction is a complex predicate in which the argument 

structure is complex, and composition is in the syntax.  

• Lohani (2001) is about the valency of Nepali predicates. He describes the process of 

transitivization and negativization as the valency-increasing factors in Nepali.  

• Pant (2001) explains the logical structure of Nepali verbs. He has tested 20 different 

verbs based on the absence or presence of Inherent Terminal Points and Process of 

Action.  

• Sharma (2005) is a detailed study of Nepali nominal and verbal agreement patterns. 

This study shows that agreement between subject and verb regarding person, number, 

and honorifics is found in Nepali.  

• Prasain (2008) is “a computational analysis of Nepali basic verbs (written form)”. 

He categorizes Nepali basic verbs based on their structure into underived, derived, 

and compound.  

• Pokharel (2010) searches for “the general formula of verb root derivation in Nepali, 

and it finds a mathematical strategy of root derivation, which is commonly adopted 

to discover an underlying form in classical generative phonology, is general and 

more reliable to derive roots in Nepali”. 
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1.3.3 Verb Frames 

• Levin (1993) introduced an extensive classification system for English verbs. This 

classification is rooted in the correlation between syntactic and semantic aspects of 

verb behavior. It was created as part of the Lexicon project within the Centre for 

Cognitive Science at MIT. Levin's framework posits that a verb's behavior, 

especially in terms of expressing and interpreting its arguments, is predominantly 

shaped by its meaning. In essence, the meaning of a verb plays a pivotal role in 

dictating its behavior. 

• WordNet stands as a lexical database for the English language. This resource 

organizes various word types, including nouns, adjectives, verbs, and adverbs, into 

sets of cognitive synonyms referred to as "synsets." Each synset represents a unique 

concept and is interconnected through conceptual semantic and lexical resources. 

“Users can navigate these connections through a browsing interface. While 

synonymy serves as the primary relationship among words in WordNet, it also 

encodes sense relations such as hyperonymy, meronymy, troponymy, and 

antonymy” (Miller, 1995). 

• FrameNet is a machine-readable lexical database for English. This project emerged 

from the International Computer Science Institute at Berkeley and focuses on 

semantic role labeling within frames. “FrameNet comprises over 13,000 word 

senses, each accompanied by annotated examples. Additionally, it contains a 

repository of more than 200,000 manually annotated sentences, linked to over 1,200 

semantic frames” (Baker et al., 1998).  

• PropBank is an abbreviation of "Proposition Bank." This resource features a corpus 

annotated with verbal propositions and their associated arguments. “PropBank 

provides a wealth of sentences annotated with semantic roles, each defined in 

relation to a specific sense of an individual verb” (Palmer et al., 2005). Each sense of 

a verb within PropBank is associated with a distinct set of roles, including Arg0, 

Arg1, Arg2, and so forth. 

• VerbNet is an online lexicon of English verbs. This resource was developed as part 

of a research project and aims to offer a hierarchical, domain-independent, and 

comprehensive coverage of English verbs. VerbNet provides mappings to other 
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lexical resources like WordNet, Xtag, and FrameNet. “Its primary goal is to refine 

and augment Levin's verb classes to achieve greater syntactic and semantic 

coherence among class members” (Schuler, 2005). Each class within VerbNet 

provides two types of information: syntactic descriptions illustrating thematic roles 

and selectional restrictions of a verb, and syntactic frames that depict the verb's 

syntactic structure along with associated semantic predicates indicating temporal 

function. 

• Ghosh (2015) has constructed verb frames for Bengali vector verbs derived from 15 

Bengali compound verbs. These frames capture information regarding the number of 

arguments and case markings these verbs exhibit when used in both simple and 

compound verb constructions. 

• Begum (2017) developed a database containing 486 Verb Frames for 300 verbs in 

Hindi. Begum's model of verb frames is grounded in the Paninian Grammatical 

Framework, which represents linguistic information about a verb, including its 

description and dependency relations, in a tabular format. 

 

1.3.4 Word Sense Disambiguation 

Its inception can be traced back to the emergence of Machine Translation (MT), a 

field confronted with the persistent challenge of ambiguity right from its early stages. The 

pivotal recognition of WSD as a central endeavor within MT can be attributed to the 

pioneering work of Weaver (1949) and Hillel (1960). Presently, three predominant WSD 

methodologies endeavor to resolve this ambiguity by harnessing knowledge bases or 

corpora. 

• Knowledge-based Approach - Halliday and Hasson (1976), Lesk (1986), Gale, 

Church, and Yarowsky (1992), Pustejovsky (1991, 1995), Brin and Page (1998), 

Buitelaar (1998), Kilgarriff and Rosensweig (2000), Magnini and cavalier (2000), 

Veronis (2004), Khapraet al (2010) etc. are based on a knowledge-based approach, 

which relies on machine-readable language resources such as dictionaries, thesaurus, 

and WordNet. 

• Supervised Approach- Leacock et al. (1993), Ng and Lee (1996), Mooney (1996), 

Voorhees (1998), Mihalcea and Moldovan (1999), Pedersen et al. (2000), Towell and 
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Montoyoet al (2005), Dang et al. (2003), Carpuat and Wu (2007), Basile (2007), 

Zampieri (2010), Singh et al. (2014), Menai (2014), etc. are based on a supervised 

approach which seeks resolution using machine learning algorithms modeled upon 

trained corpus. 

• Unsupervised Approach - Dagan and Itai (1994), Schütze (1998), Windows et al. 

(2003), Purandare and Pedersen (2004), Razon and Cheng (2011), Pal et al. (2013), 

etc. use the raw corpus for machine learning which deploy clustering algorithms.  

 

Word Sense Disambiguation in Indian Languages 

• Malarkodi and Balamurugan (2013) provide an extensive overview of Word Sense 

Disambiguation (WSD) approaches tailored specifically for Indian languages. Their 

comprehensive analysis encompassed supervised, unsupervised, and knowledge-

based methodologies. Additionally, they conducted assessments of WSD systems 

within the context of the Senseval/Semeval campaigns 

• Agarwal and Jain (2015) present a new approach for WSD in Hindi utilizing HAL 

vectors and Fuzzy-Means clustering.  

• Bhingardive and Bhattacharyya (2016) present the usage of Indo WordNet in 

performing WSD. They have used linked WordNets and lexico-semantic relations 

for disambiguation tasks following the unsupervised approach of WSD. 

• Sheth and Vyas (2018) discuss all the approaches for WSD and apply a Graph-Based 

unsupervised approach for Indian languages using Hindi WordNeT.  

• Pal et al. (2021) provide a detailed analysis of various WSD approaches in Bengali 

and show the effectiveness of combining multiple methods to achieve significant 

improvement in accuracy compared to the baseline strategies. 

• Maurya and Bahadur (2022) emphasize the importance of WSD in computational 

etymology and its relevance to MT and AI. It highlights the ongoing efforts to tackle 

ambiguity and presents a detailed examination of the different approaches and 

algorithms employed in WSD research for various Indian languages. 
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Word Sense Disambiguation in Nepali 

• Shrestha et al. (2008) delved into the realm of ambiguity resolution, specifically 

examining the influence of Natural Language Processing (NLP) resources such as 

the Morphological Analyzer and Machine Readable Dictionary. Their research also 

introduced a novel adaptation of the Lesk Algorithm for Word Sense 

Disambiguation (WSD) in the Nepali language, utilizing the Nepali WordNet, a 

resource containing several noun sets. Their findings indicated that the Lesk 

Algorithm, when applied with Nepali WordNet, achieved an accuracy range of 50-

70%, a notable contribution. However, it's worth noting that this accuracy fell short 

compared to the 80% accuracy achieved through manual morphological analysis, 

highlighting the ongoing challenges in automating ambiguity resolution in the 

Nepali language  

• Dhungana et al. (2014, a) proposes a new knowledge-based approach for 

disambiguating Nepali words, i.e., using clue words defined as 'related context 

words for each word.' It claims 91% accuracy for disambiguating small-scale 

corpora, which contain 201 sentences with 201 polysemous words.  

• Dhungana et al. (2014, b) is a similar study to the previous one. It is an organized 

projection of the same WSD approach using clue words for Nepali.  

• Dhungana et al. (2014, c) propose a modified adapted Lesk Algorithm for WSD in 

Nepali. It includes synset, gloss, example, hypernym, and a context window 

containing all the words except articles, prepositions, and pronouns. It claims 88% 

accuracy while testing 201 sentences using a small-scale WordNet of 348 words.  

• Roy et al. (2014) propose the knowledge-based approach, especially an overlapped, 

conceptual distance, and semantic graph-based approach to Nepali WSD using Indo 

WordNet. It presents test data with a corpus containing Nepali documents from the 

Indian Language Technology Proliferation and Development Centre under the 

Ministry of IT, Govt. of India. They take a total of 1663 with 912 nouns and 751 

adjectives for disambiguation, and an accuracy of 54% for nouns and 42% for 

adjectives using an overlapped-based approach is claimed. Likewise, using 

conceptual distance and a semantic graph-based approach, an accuracy of 62% for 

nouns and 58% for adjectives is achieved. 
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• Singh et al (2021) undertook an evaluation of the streamlined Lesk algorithm for 

Word Sense Disambiguation (WSD) within the context of the Nepali language. This 

algorithm operates by quantifying the similarity between sense definitions and the 

contextual usage of a word with multiple meanings. 

 

1.3.5 Verb Sense Disambiguation 

• Ye (2004) investigates the performance of semantic role labeling systems for verb 

sense disambiguation and explores alternative ways of applying selectional 

preferences by deploying WordNet noun synonym sets and hypernymy sets.  

• Buscaldi et al. (2006) propose the disambiguation of verbs utilizing Support Vector 

Machines and using WordNet-extracted features based on the hypernyms of context 

nouns. 

• Ye and Baldwin (2006) delved into a study exploring the enhancement of supervised 

verb sense disambiguation performance through the utilization of multi-semantic-

role (MSR) based selectional preferences. 

• Dligach and Palmer (2008) introduced a novel method for extracting semantic 

information related to the arguments of verbs and subsequently applying this 

information to the task of verb sense disambiguation. Their approach aimed to 

enhance the accuracy of distinguishing different senses of verbs in context. 

• Sudarikov et al. (2016) experiment the verb sense disambiguation using verbal 

patterns based on corpus pattern analysis and verbal word senses from valency 

frames.  

• Gella and Elliott (2019) propose “the cross-lingual verb sense disambiguation using 

the Multi-Sense dataset of images annotated with English, German, and Spanish 

verbs”. 

• Chen and Palmer (2009) emphasize “the effectiveness of the high-performance WSD 

system for English verbs using linguistically motivated features and a smoothed 

maximum entropy machine learning model”. 

• Dutta and Borgohain (2021) propose the Latent Semantic Analysis for verb sense 

disambiguation by “applying a prediction algorithm to derive the most appropriate 

semantic neighbors for the target polysemous verb from the semantic space”. 
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• Dey and Maringanti (2022) examine the sense disambiguation of Odia verbs by 

annotating them with morphological features. 

 

1.4 Significance of the Study 

Verb sense disambiguation involves determining the correct sense or meaning of 

an ambiguous verb within a given context. We have used verb frames as an approach to 

address this challenge.  

The verb sense disambiguation helps NLP system to understand the verb senses in 

better way. Since verbs play a central role in sentence structures, disambiguating their 

meanings accurately contributes to more accurate and meaningful language 

understanding. 

Verb sense disambiguation holds significant importance across a spectrum of 

NLP applications, including but not limited to “machine translation, information retrieval, 

semantic role labelling, question answering, and parsing”. In machine translation system, 

ambiguity in verb senses can lead to incorrect translations and by utilizing verb sense 

disambiguation system, machine can choose the appropriate translations based on the 

context which results in more accurate translations.  

Likewise, in semantic role labelling, it helps determine the correct semantic roles 

of the arguments which a verb can take. 

The verb sense disambiguation is also useful for the task of information retrieval. 

It helps to retrieve more relevant information by ensuring that the retrieved results are in 

line with the intended meaning of the query.  

Similarly, in question answering systems, accurately disambiguating verb senses 

can lead to more precise answers. It ensures the system understands the exact meaning of 

the question.  

 

1.5 Limitations of the Study 

The study has the following limitations: 

• There are various grammatical categories which encounter the problems of ambiguity 

like noun, pronoun, adjective and adverb but this study deals with ambiguity in one 

grammatical category only i.e. verb. 
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• Among various approaches for verb sense disambiguation like supervised, semi-

supervised, unsupervised etc., the knowledge-based approach is utilized for the sense 

disambiguation of the Nepali verbs in this study.  

• With limited resource and time constraint, we could develop “small scale database of 

verb frames for Nepali” (Manger, 2023) which represents the model of verb sense 

disambiguation system using verb frames. However, by developing large scale 

database and incorporating deep learning techniques, one can enhance the 

performance of the system. 

 

1.6 Organization of the Study 

Chapter 1: Introduction 

This chapter sets the foundational framework for the thesis, introducing key elements 

such as the study's Aim and Scope. It also includes a comprehensive Literature Review, 

providing an overview of existing research in the field. Additionally, the chapter explores 

the Significance and Limitations of the research. 

Chapter 2: Methodology 

It delves into the methodological aspects of the research, divided into two sections: 

Corpus Collection and Theoretical Background. 

Chapter 3: Nepali Verbs 

This chapter provides a detailed morphological description of Nepali verbs, 

encompassing two broad topics: Verb Morphology and Verb Phrases. 

Chapter 4: Analysis of the Verb Frames Database 

It is dedicated to the analysis of the verb frames database developed as part of this 

research. 

Chapter 5: Verb Sense Disambiguation System 

It elaborates on the stepwise architecture of the verb sense disambiguation system, which 

was constructed using the verb frames as a foundational knowledge resource for 

disambiguating Nepali verbs. 
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Chapter 6: Evaluation and Error Analysis 

In this Chapter, the study evaluates the performance of the verb sense disambiguation 

system and discusses its results. This chapter also provides an in-depth analysis of any 

errors that occurred during the disambiguation process. 

 Chapter 7: Summary and Conclusion 

 This chapter summarizes and concludes the whole research. 
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CHAPTER 2 

METHODOLOGY 

 
2.1 Introduction 

This chapter delves into the methodological aspects of the research, which are 

categorized into two main sections: Collection of Data and Theoretical Framework. In 

Section 2.2, the source and characteristics of the data employed in constructing verb 

frames for Nepali are discussed. Section 2.3 provides an in-depth exploration of the 

theoretical framework underpinning the creation of verb frames and outlines the approach 

for tackling the task of verb sense disambiguation through the utilization of these frames. 

 

 2.2 Collection of Data 

In this study, “a total of 482 verb frames for each sense of 200 ambiguous verbs” 

have been developed. The verb senses are verified using the corpus of 200K sentences 

and four standard Nepali dictionaries available in print form like Nepali kriyaharuko kosh 

(Poudel, 2015), Nepali brihat shabdakosh (Parajuli, 2010), Ekta Concise Nepali-to-

English Dictionary (Lohani & Adhikari, 2010) and Pragya Nepali-to-English Dictionary 

(Upreti et al., 2013). The following subsections describe the source and nature of data 

collected for this study: 

 

2.2.1 The Corpus 

The corpus for two different purposes was collected in this study. The first is for 

developing verb frames, and the anodther is for testing the data for the verb sense 

disambiguation task. Firstly, the corpus of 200K sentences was collected using various 

written sources from personal effort as well as from various NLP projects like the Indian 

Languages Corpora Initiative (ILCI) project, websites of Technology Development for 

Indian Languages (TDIL), Government of India and Samakalin Sahitya, an online Nepali 

literary journal and the https://github.com/sharad461/nepali-translator. The written corpus 

of different domains, like entertainment, health, sports, news, literature, tourism, 

agriculture, etc., was collected from the above sources. Table 1.1 presents detailed 

information about the collection of the corpus. 

https://github.com/sharad461/nepali-translator
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Table 2.1 Corpus for Developing Verb Frames 

 

Secondly, the corpus of 1K sentences was collected for testing the data. As 

mentioned above, the corpus sources were ILCI, TDIL, Samakalin Sahitya, and the 

GitHub account. However, the corpus used for testing differed from that used for 

developing verb frames. Table 2.2 demonstrates the source and nature of the corpus used 

for testing. 

Table 2.2 Corpus for Testing 
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2.2.2 Extraction of Verbs 

The data for developing verb frames were extracted from the corpus of 200K 

sentences of different domains of language use. The first step of extracting the data was 

to sort out all verb occurrences from the corpus. Secondly, unique verb forms looking at 

their roots were separated. Thirdly, looking at the frequency of occurrences, 200 verbs 

were chosen for the study. 

 

2.2.3 Selection of Verbs 

Ambiguity is the primary criterion for selecting data for this study, i.e., Nepali 

verbs with more than one sense have been taken for developing verb frames. Two 

hundred verbs with two to fifteen different senses are chosen for verb frames. Frequently 

used verbs with more obvious ambiguous senses are preferred for making verb frames. 

Table 2.3 demonstrates the number of verbs with a respective number of senses. 

 

Table 2.3 Number of verbs with the respective number of senses 

Number of Verbs Number of Senses 

166 2 

16 3 

9 4 

2 5 

4 6 

1 6 

1 11 

1 15 

 

Since there are various kinds of verbs based on their morphology, viz. simple, 

complex, and compound, etc., only simple verbs with one root are incorporated in this 

study. This kind of selection is because complex and compound verbs are made up of two 

or more roots or stems, which show complexity in their morphological behaviour that 

would result in the different meanings of a particular verb in different contexts.  
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2.3 Theoretical Framework 

In this section, we delve into the theoretical underpinnings, comprising two 

distinct sub-sections. The initial sub-section delves into the exposition of the theoretical 

model employed in the creation of a verb frames database. Conversely, the subsequent 

sub-section offers an in-depth exploration of the methodology used in crafting a verb 

sense disambiguation system, leveraging the power of verb frames. 

 

 2.3.1 Verb Frame 

In this study, a Verb Frame serves as a knowledge repository, furnishing lexico-

syntactic and semantic insights concerning a specific verb. These Verb Frames 

encapsulate a linguistic analysis of verbs presented in a structured tabular format. Our 

development of these Verb Frames is geared toward the objective of verb sense 

disambiguation, drawing inspiration from various NLP resources as our theoretical 

foundation. The notion of constructing verb frames in this tabular format is indebted to 

the pioneering work of Begum (2017), who crafted verb frames for the Hindi language, 

encompassing both syntactic and semantic information pertaining to verbs. Her verb 

frames provide two pieces of information about a particular verb: Description of a verb 

and Verb Frame. The first component contains the following information: 

i. Verb name;  

ii. Sense-id; 

iii. Verb Sense;  

iv. English gloss;  

v. The verb in the same class; 

vi. Verb Frame Populated;  

vii. Example sentence; 

viii. Theta roles; and 

ix. Frame ID.  

On the other hand, the second component of her verb frame has the following 

information:  

i. Dependency relations of the mandatory and desirable arguments;  

ii. Number of vibhakti or case markers;  
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iii. Part of Speech information;  

iv. Position of a verb to its arguments; and, 

v. Relation of arguments to a verb. 

The model of the verb frame developed by Begum (2017) is represented in Figure 2.1. 

Figure 2.1 Verb Frame developed by Begum (2017) 

 

However, our verb frame has some modifications in terms of components of the 

verb frame, viewing their necessity for the sense disambiguation task. We added two 

more pieces of information about a verb in our verb-frame. They are – ‘verb class’ and 

‘ontology’. The verb class is depicted following the semantic classification of English 

verbs by Levin (1993), while the ontological features of arguments are given following 

the tag set developed by CALTS (2017). These two pieces of information are crucial in 

determining the proper sense of a verb in the given context.  

Another modification in our verb frame is removing information like ‘position’ 

and ‘relation’ incorporated in Begum’s verb frame. The reasons behind this exclusion are: 

i) the prevailing SOV (Subject-Object-Verb) dominant phrase order in Indian languages 
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and the consistent position of a verb relative to its arguments in nearly all sentences and ii) 

our approach aligns with Paninian grammar, which views a verb as the parent to its 

arguments, establishing a parent-children relationship among them. Given the uniformity 

of argument relations across sentences, we have opted to exclude this information from 

our verb frames. Figure 2.2 represents a sample of our verb frame. 

Figure 2.2 Modified Verb Frame for Nepali 

************************************************** 

Verb::ukhel 

SID::ukhel%VT%S1 

Verb_Sense::nikɑl 

Eng_Gloss::Uproot 

Verb_class::Verb of removing 

Verbs_in_Same_Class::Synonyms>kɑɽh%VT%S4%FID4 

Example::us-le   ghɑ̃s       ukhel-jo 

               he-ERG  grass.ACC  uproot-3.SG.M.PST 

             'He uprooted the grass.'         

Theta_Roles::AGENT MATERIAL VERB 

Frame_ID::ukhel%VT%S%FID1 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1         m        le/0      p/n  [+ani/+hum] 

k2         m        0         n         [+con]  

--------------------------------------------------- 

*************************************************** 

 

The components of our verb frame can be divided broadly into i) Description of 

the verb and ii) Verb Frame. Information like verb name, sense ID, verb sense, English 

gloss, verb class, verbs in the same class, example, theta role, and frame ID, is included 

in the description part. In contrast, the verb frame consists of information like arc-label, 

the necessity of the arguments, vibhakti, lexical type, and ontology.  

Figure 2.2 above represents each component of the verb frame for the first sense 

of the verb 'ukhel.' It has ‘ukhel’ as the verb name, which is the root form of the verb in 

Nepali. ‘ukhel%VT%S1’ is sense ID, comprised of the information separated by a 

percentage symbol: verb name, verb type (transitive or intransitive or causative verb) and 

the sense number based on the number of senses a verb may have. Likewise, the verb 

sense of 'ukhel' is given as 'nikɑl,' a synonymous sense of 'ukhel' in Nepali. English gloss 

of the verb 'ukhel' in the given frame is 'uproot,' and the verb in the same class for the 
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given verb is ‘kɑɽh%VT%S4%FID4’, which is a frame ID for the synonymous verb of 

'ukhel.'  

Likewise, within our verb frames, we incorporate the concept of verb class, which 

signifies the semantic category of the verb. This classification aligns with Levin's 

categorization of English verbs, as outlined in her work from 1993. We have integrated 

38 out of the 49 verb classes delineated by Levin (1993) into our frames. Here is the list 

of the 38 verb classes we have employed: 

1) Verbs of Putting 

2) Verbs of Removing 

3) Verbs of Sending and Carrying  

4) Verbs of Exerting Force Push/Pull Verbs 

5) Verbs of Change of Possession  

6) Learn Verbs 

7) Hold and Keep Verbs 

8) Verbs of Concealment 

9) Verbs of Throwing  

10)  Verbs of Contact by Impact  

11)  Verbs of Cutting 

12)  Verbs of Combining and Attaching  

13)  Verbs of Separating and Disassembling 

14)  Verbs of Coloring 

15)  Verbs of Creation and Transformation 

16)  Verbs of Perception  

17)  Psych-Verbs Verbs of Psychological State  

18)  Verbs of Desire  

19)  Verbs of Searching 

20)  Verbs of Social Interaction 

21)  Verbs of Communication 

22)  Verbs of Sounds Made by Animals 

23)  Verbs of Ingesting 

24)  Verbs Involving the Body  
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25)  Verbs of Killing 

26)  Verbs of Emission 

27)  Destroy Verbs 

28)  Verbs of Change of State 

29)  Lodge Verbs 

30)  Verbs of Existence  

31)  Verbs of Appearance, Disappearance, and Occurrence 

32)  Verbs of Body-Internal Motion 

33)  Verbs of Assuming a Position 

34)  Verbs of Motion 

35)  Verbs of Lingering and Rushing  

36)  Measure Verbs 

37)  Aspectual Verbs  

38)  Weather Verbs 

Another vital component integrated into our verb frames is the inclusion of 

examples. These examples consist of sentences in the Nepali language, illustrating the 

specific sense of the verb. To ensure accurate pronunciation, these examples are 

transcribed in the International Phonetic Alphabet (IPA), facilitating proper enunciation 

of the sentence. 

Theta roles are semantic roles played by arguments of the verb, which are represented 

with the help of semantic role labelling made by VerbNet (Schuler, 2005). Following 

theta roles are captured in our verb frames: 

a)  Actor  

b) Agent  

c) Asset  

d) Beneficiary  

e) Destination  

f) Source  

g) Location  

h) Experiencer  

i) Instrument  
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j) Patient   

k) Recipient  

l) Stimulus  

m) Theme  

n) Time  

o) Topic  

The frame ID is a unique identification number given to each verb frame for each 

sense of a particular verb. It consists of a sense ID and a frame ID number. The frame ID 

for the verb ‘ukhel’ in Figure 2.2 is given as ‘ukhel%VT%S%FID1’. 

The second part of the verb-frame is verb frame, a specific term for the tabular 

representation of the argument structure of a verb that contains information like arc-label, 

necessity, vibhakti, lextype, and ontology. The arc label is the label for the dependency 

relation of each verb argument. The dependency relation in our verb frames is 

represented following the Paninian Grammatical Framework, expressed through the 

karaka roles of arguments in a sentence. The annotation guideline prepared by Bharati et 

al. (2012) has been devised for annotating the karaka relations in our verb frame. 

Necessity is the information regarding requirement types of arguments in a sentence. 

It can be ‘mandatory’ or ‘desirable’ depending upon the requirement of the proposition 

made by a predicate in a sentence. Figure 2.2 represents two mandatory arguments in the 

verb frame, represented by the abbreviation ‘m’.  

vibhakti is information about the case marker or any postpositional element that 

arguments of a verb may take. Figure 2.2 shows that the first argument of the verb 'ukhel' 

sometimes takes an ergative case marker (karta) 'le,' and sometimes a zero ‘0’ marker 

depending upon different TAM. However, the second argument of the verb 'ukhel' in 

Figure 2.2 has zero '0' vibhakti.  

Lextype gives parts of speech information about the arguments in the example 

sentence. The first and second arguments of the verb 'ukhel' in Figure 2.2 are pronoun 

(‘p’) or noun (‘n’) and noun, respectively.  

Finally, the ontological features of each argument are represented in the component 

of the verb frame called Ontology. As we see in Figure 2.2, the ontology for the first and 

second arguments are animate (+ani) or human (+hum) and concrete (+con), respectively. 
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The tag set prepared by CALTS (2017) has been devised for annotating ontological 

features of arguments in our verb frame.  

A detailed description of each component of the verb frame is provided in chapter 4 

of this thesis. 

 

3.3.2 Knowledge-Based Approach for Verb Sense Disambiguation  

Verb Sense Disambiguation (VSD) stands as a pivotal sub-task within the domain 

of natural language processing. Its primary objective is to discern the most appropriate 

sense or meaning of a verb within a provided context, a fundamental endeavour in 

language understanding and computational linguistics. 

Several approaches are employed for VSD, broadly categorized into Supervised 

Machine Learning, Unsupervised, Semi-Supervised, and Knowledge-Based approaches. 

The knowledge-based approach to VSD leverages external linguistic resources 

such as dictionaries, thesauri, and WordNet to provide valuable insights into verb senses 

and their interrelationships. In our research, we have adopted a knowledge-based 

approach for VSD, as our system utilizes verb frames as a linguistic knowledge resource 

for disambiguating verb senses. As discussed in the previous section, our verb frames 

encompass comprehensive information about a verb, ranging from its sense to its 

argument structure. Details like karaka relations, verb classes, and ontologies have 

proven to be beneficial for the disambiguation task. Chapter 5 of this thesis presents an 

in-depth analysis of our VSD system, shedding light on its intricacies and effectiveness.
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CHAPTER 3 

NEPALI VERBS 

 

3.1 Introduction 

This chapter presents a general overview of the morphological and semantic 

attributes of Nepali verbs. The chapter is divided broadly into three sections: Section 3.2 

presents the description of Nepali Verb Morphology which incorporates the description 

of Finite and Non Finite verbs, Agreement System and Tense, Aspect, and Mood in 

Nepali. Section 3.3 is about the verb phrases with due focus on compound and conjunct 

verbs as well as transitive, passive, causative and negative constructions in Nepali. 

Section 3.4 presents the semantic classification of Nepali verbs.  

 

3.2 Verb Morphology 

Nepali is one of the widely spoken languages in South-East Asia “that belongs to 

the northern group of Modern Indo-Aryan languages” (Nepal, 2009: 97). It has 

“proximity in grammar as well as in lexicon to other cognate languages like Kumauni and 

Garwali. The other names for this language are ‘Khas Kura,' ‘ParbateBhasa,' ‘Gorkhali’, 

and ‘Dzongkha Lhotshammikha.' It is spoken widely in Nepal, India, Bhutan and 

Myanmar” (Manger, 2020, p.215).  

In terms of linguistic typology, Nepali can be categorized as an agglutinating 

language. It exhibits a Subject-Object-Verb (SOV) phrase order as its dominant syntactic 

structure. Furthermore, Nepali features a robust nominal agreement system, which 

involves inflections for gender, number, person, and case. 

In addition to its nominal agreement system, Nepali also boasts a complex verbal 

system. This verbal system encompasses various agreement patterns, including gender, 

number, person, tense, aspect, mood, and honorific status. These linguistic features 

collectively contribute to the rich and intricate nature of the Nepali language 

Most of the verb roots in Nepali are monosyllabic. For example, [khɑ] 'eat,' [ʤɑ] 

'go,' [sut] 'sleep,' [hĩɽ] 'walk' etc. The language tends to use the [nu] suffix with verb root 
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to create its infinitive form, and the same is considered as a lexical unit in the Nepali 

Lexicon viz. [khɑ-nu] 'to eat,' [ʤɑ-nu] 'to go, [sut-nu] 'to sleep, [hĩɽ-nu] 'to walk' etc.  

Morphologically, Nepali verbs are inflectional as well as derivative in nature. The 

formation of the Nepali verbs is sometimes due to the derivational suffixes to nominal 

stems. For example, [ɖʌr-ɑu-nu] 'to be frightened,' [bhok-ɑu-nu] 'to be hungry' are the 

derivative verb forms made out of noun stems [ɖʌr] ‘fear’ and [bhok] ‘hunger’ 

respectively. Likewise, [rɑt-i-nu] ‘to be reddish’ and [moʈ-ɑu-nu] ‘to be fatty’ are 

derivative verb forms made out of adjectival stems [rɑto] ‘red’ and [moʈo] ‘fat’. 

Similarly, the adverbial stems like [bɑhirʌ] ‘outside’ and [ʈɑɽɑ] ‘far’ have their derivative 

verbal form [bɑhir-i-nu] ‘to go outside’ and [ʈɑr-i-nu] ‘to be far’ respectively.  

Morpho-Syntactically, the verb in Nepali inflects for tense, aspect, mood, and 

voice as well as negative and causative constructions. It agrees with the subject for 

gender, number, person, case and honorifics.  

Syntactically, the distribution of verbs in Nepali shows the subject (S)-(Object 

(O))–Verb (V) pattern as in the sentences below: 

i) keʈo  hɑ̃s-jo    [SV] 

boy.NOM smile-3.SG.M.PST 

          'The boy smiled' 

ii) birɑlɑ-le  musɑ  mɑr-jo  [SOV] 

cat-ERG  rat.ACC  kill-3.SG.M.PST 

‘The cat killed the rat’ 

The components of verb phrase in Nepali can either be {Root+Copula} or {Adverb+ 

Root+Copula} as seen in the instances below: 

i) keʈo  sut-chʌ    {Verb+Copula} 

boy.NOM sleep-3.SG.M.NPST 

'The boy will sleep' 

ii) keʈo  bistɑrʌi sut-chʌ  {Adverb+Root+Copula} 

boy.NOM slowly  sleep-3.SG.M.NPST 

'The boy will sleep slowly’ 
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Figure 3.1: Components of Verb Phrase in Nepali 

    S 

 

NP     VP 

      

(Adverb)  V  Copula  

  

keʈo   (bistɑrʌi) sut  chʌ 

As seen in the above instances, Verb Phrase in Nepali constitutes the adverb 

optionally and at least one root mandatorily. No other grammatical categories can act as a 

member of a Verb Phrase in Nepali. 

 

3.2.1 Finite Verb 

The verbs in Nepali can be either finite or infinite based on finiteness. The formal 

structure of the Finite verb in Nepali is 'root+copula.' In another way, the Finite verb in 

Nepali ends in [chu/chʌu͠/chʌs/chʌu/chʌ/chʌn] or [ho/thiyo] copular suffixes.  Instances 

for Finite Verbs in Nepali are as follows: 

Finite Verb 

i. mʌ  ɑʤʌ      tjo  kitɑb  pʌɽ-chu 

I.NOM  today      that  book  read-1.SG.NPST 

'I will read that book today' 

ii. mai-le   tyo  kitɑb  paɖeko   ho 

I-ERG  that  book  read    be-1.SG.PST 

'I have read that book' 

The main verb in any natural language expresses the action. In another way, the 

main verb embraces the major information about the nature of an action. Whereas an 

auxiliary verb, popularly known as a 'helping verb,' does not carry major information 

about the action but provides knowledge about the time of that action. In linguistic terms, 

it carries information about tense, aspect, mood, modality, etc. In Nepali, the task of 
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distinguishing an auxiliary verb from the main verb is quite cumbersome since the 

orthographic system of Nepali tends to write the main verb and auxiliary together as 

bound morphemes. For example- Nepali verb forms like sʌk-chʌ 'can do,' bhʌn-chʌ 'will 

say,' sʌk-jo 'did,' and bhʌn-jo ‘said’ have two elements in them. They are –main verbs 

sʌk, bhʌn and auxiliaries chʌ, jo. However, the grammatical researches to date consider 

them as main verbs as a whole because they are written together as one lexical unit. 

Hence, there is confusion about the distinction of the main and auxiliary verbs in Nepali. 

Though based on the definition of a main and an auxiliary verb found in linguistic 

literature, viz. Crystal (1980), we can argue that chʌ, jo, and ho are the only auxiliaries in 

Nepali which exhibit various morphological forms according to tense, aspect, mood, and 

other inflectional categories.   

 

3.2.2 Non-Finite Verb 

The Non-finite verbs in Nepali have either of [dʌi/dɑ/i/erʌ] endings. Hence, the 

formal structure of Non-Finite Verbs in Nepali is 'root+dʌi/dɑ/i/erʌ' suffixes. The 

instances below exemplify it more clearly. 

i. mʌ     tjo   kitɑb   pʌɽ-dʌi khɑnɑ   pʌkɑu͠-chu 

I.NOM    that   book   read-PROG   food   cook-1.SG.NPST 

‘I will cook food reading that book' 

ii. mai-le    kitɑb      pʌɽ-dɑ     u  gʌe-chʌ 

I-ERG      book      read-PROG   he go-1.SG.PST 

'He went while I was reading the book' 

 

3.2.3 Agreement System 

The verb is the most inflected grammatical category in any natural language. 

Gender, Number, Person, and Honorificity are the primary inflectional units that trigger a 

verb in Nepali to exhibit various kinds of morphological forms. Like other Modern Indo-

Aryan Languages, the Nepali language has a rich linguistic system of distinguishing 

verbal forms according to various factors like gender, number, person and honorifics. 

Among these, gender and honorifics reveal an idea about the social structure of Nepali 

society as well.  
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Grammatically, the Nepali verb inflects for two kinds of gender. They are Feminine 

and Non-Feminine. The linguistic entity that denotes other than a human does not show 

grammatical gender distinction in Nepali. The human masculine entities, as well as non-

human entities, including non-living things, fall under the Non-Feminine gender in 

Nepali. 

i. rɑmro  keʈo  ɑ-jo 

good  boy.NOM come-3.SG.NF.PST 

‘The good boy came’ 

ii. rɑmro  gɑi  ɑ-jo 

good  cow.NOM come-3.SG.NF.PST 

‘The good cow came’ 

iii. rɑmro  gɑɽi  ɑ-jo 

good  vehicle.NOM come-3.SG.NF.PST 

‘The good vehicle came’ 

iv. rɑmri  keʈi  ɑ-i 

good  girl.NOM come-3.SG.F.PST 

‘The good girl came’ 

In the sentences (i, ii, and iii) above, the verb [ɑ-] 'come' have the same endings, 

i.e., they are the examples of how Non-Feminine gender is marked in Nepali. Whereas in 

the sentence (iv), the verb [ɑ-] has [-i] ending and hence is the example of a Feminine 

marker. It is interesting to see that the Nepali verb not only shows an agreement pattern 

for nouns but adjectives as well, like in the sentences above, viz. [rɑmr-o] ‘good’ is for 

Non-Feminine and [ramr-i] is for feminine gender. In Nepali, the verbal forms for the 

Feminine gender have [–i], [-in], [-che], and [-chin] endings.   

First, Second and Third persons with no inclusive and exclusive distinctions in 

Second person pronominal are found in Nepali. However, the person is an important 

grammatical unit with due reference to the Subject-Verb agreement system in Nepali. In 

other words, the verb forms in Nepali are vastly affected by their referent pronominal. 

Table 3.1 demonstrates an overall idea of Nepali Verb Alternation based on Gender, 

Number, Person and Honorificity as follows:  
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Table 3.1 Nepali Verb Alternation based on Gender, Number, Person and Honorific Status 

 

Table 3.1 illustrates that in Nepali; verb forms are subject to modification based 

on Gender, Number, Person, and honorifics, although this modification is not universal 

across all grammatical units. The most noticeable variations occur predominantly in the 

cases of second-person singular and third-person singular forms. In contrast, the verb 

remains invariant and does not exhibit any alterations concerning gender or honorific 

status in cases involving the first-person singular and plural forms, as well as the second 

and third-person plural forms. However, it's important to note that variations are indeed 

present for both Number and Person in the Nepali verb, showcasing the language's 

flexibility and complexity in verb conjugation. 

 

3.2.4 Tense, Aspect and Mood 

There is a twofold distinction for tense in Nepali: Past and Non-Past in terms of 

morphology. Since there is no distinct marker for future tense, Nepali tends to include it 
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in the Non-Past tense along with the Present one. The examples below demonstrate the 

tense system in Nepali as follows: 

i. mʌ  hiʤo  bʌʤɑr  gʌ-jẽ 

I.NOM  yesterday market.LOC go-PST 

'I went to the market yesterday' 

ii. mʌ  ɑʤʌ  ghʌr  ʤɑ-n-chu 

I.NOM  today  home.LOC go-NPST 

'I go/will go home today' 

There are five aspects which trigger a Nepali verb to show different 

morphological forms in Nepali. The aspects in Nepali are Simple, Continuous, 

Perfective, Habitual and Unknown. Among these, Habitual and Unknown aspects are 

for Past tense only. Table 3.2 illustrates the tense and aspect system. 

Table 3.2 Tense and Aspect System in Nepali 

Tense Aspect Example 

Non Past Simple mʌ           khɑnɑ               khɑ-n-chu 

I.NOM    food.ACC         eat-1SG.NPST     

'I eat food’ 

Continuous mʌ           khɑnɑ              khɑ-i-rʌh-e-chu 

I.NOM    food.ACC         eat-CONT-1SG.NPST  

'I am eating food' 

Perfective mʌ-i-le     khɑnɑ            khɑ-i-sʌk-ẽ 

I –ERG    food.ACC       eat-PERF-PST   

'I ate food already' 

Past 

 

Simple mʌ-i-le     khɑnɑ            khɑ-ẽ 

I-ERG     food.ACC       eat-1.SG.SIM.PST   

'I ate food' 

Continuous ma          khɑnɑ     khɑ-i-rʌh-e-thẽ 

I-NOM   food        eat-CONT-1.SG.PST  

'I was eating food' 

Perfective mʌ-i-le     khɑnɑ            khɑ-i-sʌk-e-thẽ 

I-ERG     food.ACC        eat-PERF-1.SG.PST   

'I ate food already' 

Habitual mʌ             khɑnɑ           khɑ-i-rʌhʌ-n-thẽ 

I.NOM      food.ACC       eat-HAB-1.SG.PST   

'I used to eat food' 

Unknown mʌ-i-le      khɑnɑ             khɑ-n-the-chu 

I-ERG      food.ACC        eat-UNK-1.SG.PST    

'I don't know, but I used to eat food' 

 

Table 3.2 shows that the Nepali verb most often alternates its form according to 

different tenses and aspects. The following points were analyzed to observe the same: 
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a. Among five types of aspects, the Non Past tense does mark for three aspects. 

They are- Simple, Continuous, and Perfective. Habitual and Unknown aspects 

are seen in the Past tense only.   

b. –chu and –ẽ are simple aspect markers for Non-Past and Past Tense, 

respectively, and the verb form for simple aspect in both cases is of one root. 

Besides this, morphological forms made up of two roots express all the other 

aspects in Nepali that can be considered as a compound verb. For instance, the 

morpheme -rʌh+e, along with the main verb, expresses the aspectual meaning 

of continuity, and -sʌk+e, along with the main verb, expresses the meaning of 

perfective aspect. Whereas the morpheme -rʌhʌ+n and -the+chu, along with 

the main verb, carries the meaning of habitual and unknown aspects, 

respectively. 

There are five types of grammatical moods in Nepali. They are Assertive, 

Imperative, Interrogative, Indicative and Presumptive. 

The following examples demonstrate the cases of verbal inflections in terms of mood 

in Nepali: 

i. Assertive Mood 

The verbal form that simply asserts one's idea or makes a statement about 

something is considered an Assertive mood. In Nepali, this kind of mood  is 

expressed through the verb with simple tense, such as: 

a. u   me-ro  bhɑi  ho 

He.NOM I-GEN  brother-ACC  be-3.SG.NPST 

'He is my brother' 

b. hiʤo        mʌ ghʌr        gʌ-eko     thi-ẽ 

yesterday   I.NOM  home-LOC  go-NF     be-1.SG.NF.PST 

'I went to my home yesterday' 

ii. Imperative Mood 

It represents the meaning of command, request, or desire made by the speaker of a 

particular expression as in the following sentences: 

a. tʌ̃   ghʌr  ʤɑ 

you.NOM   home-LOC go-2.SG.NPST.LH 
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'You go home’ (command) 

b. timi  ghʌr  gʌ-erʌ  sut-ʌ 

you.NOM   home-LOC go-NF  sleep-3.SG.NPST.MH 

‘You go to home and sleep’ (command/request) 

c. tʌpɑĩ   jʌhɑ̃   nʌ-bʌs-nu-hos 

you.NOM  here  NEG-sit-INF-be-3.SG.NPST.HH 

'You please don't sit here’ (request) 

d. mʌ  jʌs-pɑli pɑs ho-ũ 

I-NOM this-time pass be-1.SG.NPST 

'I wish I pass this time’ (desire) 

In the examples above, the verb forms for imperative mood are in bold letters. It 

indicates that there are different forms for the same mood according to different 

grammatical properties because the verb in Nepali always agrees with the subject in a 

sentence. 

iii. Interrogative Mood 

It carries the meaning of asking questions, and it is interesting to see that most 

often, this kind of mood is expressed by increasing the intonation of an assertive 

sentence in Nepali, such as:  

a. timi  bʌʤɑr  ʤɑn-chʌu (Assertive mood) 

you.NOM  market-LOC  go-2.SG.NPST 

‘You will go to the market’ 

b. timi  bʌʤɑr  ʤɑn-chʌu? (Interrogative mood) 

you.NOM  market-LOC  go-2.SG.NPST 

‘Will you go to the market?’ 

The sentence with the same sequence of words in a low intonation scale like 

sentence (a) is an assertive sentence, and the same sentence with the same sequence of 

words but on high intonation scale like sentence (b) is interrogative in Nepali. 

Another method for making an interrogative sentence in Nepali is by positioning 

interrogative pronouns in a sentence like- 

a. ke  timi  bholi  ɑũ-chʌu? 

What you.NOM tomorrow come-be-2.SG.NPST 
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‘Will you come tomorrow? 

b. sitɑ   kinʌ  rojeki? 

Sita.NOM  why  cry-3.SG.NPST 

‘Why is Sita crying?’ 

 

iv. Indicative Mood 

It conveys the meaning of indicating something that is going to happen in the near 

future. Examples in Nepali are as follows: 

a. rɑm ʤʌn-chʌ    bhʌne   ʤɑ-vos 

Ram go-3.SG.NPST   if     go-3.SG.NPST 

'Ram can go if he wants' 

b. pɑni pʌr-jo  bhʌne mʌ   ghʌr  phʌrkin-chu 

rain fall-PST if I-NOM  home  return-1.SG.NPST 

'If rain falls, I will return home' 

v. Presumptive Mood 

It expresses the meaning of possibility. Examples in Nepali are as follows: 

a. bholi  pɑni pʌr-chʌ ho-lɑ 

Tomorrow rain fall-NPST be-may  

‘It might rain tomorrow' 

b. meri bʌhini  ghʌr  gʌi  ho-li 

My sister's  home  go-3.SG.PST be-may 

‘My sister might go home' 

c. abʌ tʌ mɑnche-hʌru gʌ-je   ho-lɑn 

now PAR people-PL go-3.PL.PST  be-may 

‘People might have left now' 
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3.3 Verb Phrases 

3.3.1 Compound Verb 

Compound Verbs in the Nepali are formed from “two verbal elements” (Pokharel, 

1991). The first verb is “semantically contentful”, and the other verb “acts as a modifier, 

contributing aspectual, attitudinal, and/or other features such as benefactive and 

volitional”. Let us see in the sentences below:  

hʌri  bʌʤɑr  gʌi-hɑl-chʌ 

Hari.NOM market.LOC   go-put-3.SG.M.NPST 

‘Hari will go to the market very shortly’ 

The verb gʌi-hɑl-chʌ in the example above has three components in it; they are: 

Pole (gʌi ‘go’), Vector (hɑl ‘put’), and Auxiliary (chʌ ‘be’).  

Pokharel (1991) claimed that the “maximum number of vectors taken by a pole in 

Nepali is 10” (p.152) as in the example below: 

khɑi-di-sʌki-hɑlne-gʌrnu-pʌri-rʌheko-hunʌ-sʌk-chʌ 

                                     eat-NF-give-finish-have-do-pretend-NPST.CONT-may-be 

‘It may be necessary to be pretending to have eaten’ 

The structure of the compound verb above can be formulated as: 

V1   +   V2+V3+V4+V5+V6+V7+V8+V9   + V10 

Pole +                 Vectors                        +Aux 

 

3.3.2 Conjunct Verb 

The conjunct verb is a kind of complex predicate that is formed from the 

combination of a noun/adjective and a verb. Kulkarni (2011) defines it as “a sequence of 

either a noun or an adjective followed by a verb that constitutes a tight coupling as a 

semantic unit”.  However, Noun+Verb conjunct verbs are very common in Nepali, the 

combination of Adjective+Verb and sometimes Adposition+Verb constructions are found 

in Nepali. For example- kɑm gʌrnu ‘work do’, mʌn pʌrnu ‘like do,' ris uʈhnu ‘anger 

rise,' phelɑ pɑrnu ‘obtainment happen’ etc. are the conjunct verbs made out of 

Noun+Verb, whereas rɑmro lɑgnu ‘good feel’ and ʈhulo hunu ‘big be’ are the 

combination of Adjective+Verb. 
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3.3.3 Transitive Construction 

Verbs in the Nepali language are of two types based on number of arguments they 

take in a sentence. They are Intransitive and Transitive Verbs.  

i. keʈo   sut-jo 

Boy.NOM  sleep-3.SG.M.PST 

   'The boy slept' 

ii. kukkur   mʌr-jo 

Dog.NOM  die-3.SG.M.PST 

   ‘The dog died’ 

iii. sikchʌk   ɑ-je 

teacher.NOM  come-3.SG.M.MH.PST 

  ‘The teacher came’ 

Most often, an intransitive construction with the subject in a simple past tense 

tends to be in Nominative case in Nepali. However, the intransitive verb with the inherent 

meaning of some kind of physical movement can have a subject with an Ergative, as seen 

in the instances below: 

iv. bhɑi-le   khok-jo 

brother-ERG  cough-3.SG.M.PST 

‘Brother coughed’ 

v. mʌi-le   thuk-ẽ 

   I-ERG   spit-1.SG.PST 

   ‘I spat’  

The other instances of intransitive verb roots in Nepali are hɑ̃s 'laugh,' bʌs 'sit,' 

cʌl‘move,' ʤɑ 'go,' bʌɽ 'increase,' lʌɽ 'fall,' luk 'hide,' ru 'weep,' ʤhʌr 'fall,' uɽ ‘fly’ etc.  

The Transitive Verb in the Nepali can have up to three objects in a sentence. 

Thus, the transitive verbs in Nepali are mono-transitive, di-transitive, or tri-transitive. 

The process of narrativization increases the valence of a verb resulting in the formation of 

tri-transitive construction. The following instances clarify the status of transitive 

constructions in the Nepali: 
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Mono-Transitive Verb: 

i. keti-haru-le   git  gɑ-je 

girl-PL-ERG  song.ACC sing-3.PL.PST 

'The girls sang a song' 

ii. mʌ-sʌ̃gʌ pustʌk  chʌ 

   I-ASS  book.ACC be-1.SG.NPST 

   'I have a book' 

Di-Transitive Verb: 

i. rɑm-le  us-ko     bhɑi-lɑi      miʈhɑi     di-jo 

   Ram-ERG he-GEN    brother-DAT   sweet.ACC   give-3.SG.M.PST 

   ‘Ram gave sweets to his brother’ 

ii. us-le  mʌ-lɑi  phul  bec-jo 

   He-ERG I-DAT  flower.ACC sell-3.SG.PST 

   'He sold the flower to me' 

Tri-Transitive Verb: 

i. mʌi-le us-dvɑrɑ   pʌrjʌʈʌk-lɑi  dɑrjiling ghum-ɑ-ẽ 

I-ERG   he-by     tourist-ACC   Darjeeling visit-CAUS-1.SG.PST 

   'I made him the tourist to visit Darjeeling' 

ii. ɑmɑ-le          susɑre-dvɑrɑ  chorɑ-lɑi    khɑna     khu-vɑ-in 

             Mother-ERG  nurse-by        son-DAT   food.ACC feed-CAUS-3.SG.F.PST 

            'Mother made the nurse feed her son’ 

 

3.3.4 Passive Construction 

Changing an active voice sentence into a passive one is referred as the 

passivization process. It is a kind of alternation process for Nepali verbs since the verbs 

in Nepali inflects for this process as in other Indian languages like Hindi.  In Nepali, the 

morpheme –i is suffixed to a verb to make passive construction. For example – 

i. guru-le    kitɑb    pʌɽ-nʌ lʌgɑ-je  (Active voice) 

teacher-ERG book    read-INF make-3.SG.PST 

'The teacher asked (someone) to read the book' 

ii. guru-dvɑrɑ   kitɑb    pʌɽ-nʌ      lʌgɑ-i-jo (Passive voice) 
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teacher-ERG book read-INF   make-3.SG.PST 

'(Someone) was asked by the teacher to read the book'  

Unlike the English language, the subject need not change its position while 

making a passive construction in Nepali. Rather the morh –i renders the idea about the 

voice of a particular expression. 

 

3.3.5 Causative Construction 

The Nepali language expresses the causation process morphologically because the 

process makes the verb alternate its form by affixing or changing the sound of a 

morpheme in between a verb root and copula. Prasain (2011: 124-127) has identified 

‘five methods of causative formation’ in Nepali. They are as follows:  

i. By using-ɑ suffix; 

ii. By using-ɑ/ɑl suffix; 

iii. By changing [ʌ         [ɑ]; 

iv. By changing [u]        [o]; and, 

v. By -ɑ insertion. 

Table 2.3 presents the example sentences for the process of causativization by the 

methods mentioned above.  

Table 3.3 Examples of Causative Formation in Nepali 

Non-Causative Construction Causative Construction 

keʈo             hɑ̃s-jo 

boy.NOM   laugh-3.SG.NF.PST 

‘The boy laughed’ 

keʈi-le     keʈɑ-lɑi     hɑ̃s-ɑ-jo 

girl-ERG boy-ACC  laugh-CAUS-3.SG.NF.PST 

'The girl makes the boy to laugh' 

bhɑi                  gɑɽi-mɑ          bʌs-jo 

brother.NOM   vehicle-LOC   sit -

3.SG.NF.PST 

'The brother sat on the vehicle.' 

rɑm-le         bhɑi-lɑi           gɑɽi-mɑ         bʌs-ɑ-jo/bʌs-ɑl-jo 

Ram-ERG    brother-ACC  vehicle-LOC  sit-CAUS-

3.SG.NF.PST 

'Ram made the brother to sit on the vehicle 

kukkur         mʌr-jo 

dog-NOM  die-3.SG.NF.PST 

‘The dog died away’ 

bɑgh-le         kukur         mɑr-jo 

Tiger-ERG   dog-ACC   kill-3.SG.NF.PST 

'The tiger killed the dog.' 

dʌilo             khul-jo 

door-NOM   open-3.SG.NF.PST 

'The door opened.' 

hɑvɑ-le        dʌilo           kh-o-l-jo 

wind-ERG   door-ACC  open-CAUS-3.SG.NF.PST 

'The wind made the door open.' 

gɑɽi                   bigri-jo 

vehicle-NOM    break-3.SG.NF.PST 

'The vehicle broke down.' 

hʌri-le        gɑɽi               big-ɑ-r-jo 

Hari-ERG  vehicle-ACC  break-CAUS-3.SG.NF.PST 

‘Hari made vehicle to break down 
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The instances given above in Table 3.3 make an obvious description of the 

methods of causative formation in Nepali. In Nepali, causativization and transitivization 

involve the same processes of verb alternation. The difference is only that “in 

transitivization, an argument is added irrespective of the role of the argument, but in 

causativization, the added argument is a causer” (Prasain, 2011, p.122).  

 

3.3.6 Negative Construction 

In Nepali, -nʌ is a negative marker. It is either prefixed or suffixed to a verb stem 

to make a negative sentence. Hence, the process of negation involved the alternation of a 

verb compulsorily in Nepali. Let us illustrate the case with the help of examples given in 

table 3.4 below: 

Table 3.4 Negativization Process in Nepali 

Non-Negative Construction Negative Construction 

mʌ         tjo     kɑm              gʌr-chu 

I-NOM  that   work.ACC    do-1.SG.NPST 

'I will do that work' 

mʌ        tjo    kɑm               gʌr-di-nʌ 

I-NOM that   work .ACC   do-1.SG.NPST-NEG 

'I will not do that work' 

Timi            bholi         ghʌr     ʤɑ-u 

you-NOM  tomorrow  home    go-2.SG.NPST 

'You go home tomorrow' 

Timi            bholi         ghʌr       nʌ-ʤɑ-u 

you-NOM  tomorrow   home     NEG-go-.SG.NPST 

'You don’t go home tomorrow' 

 

In the examples above in Table 3.4, the first sentence demonstrates the negation 

process by suffixation, whereas the second sentence is about the negation process by 

prefixation. Formation of negative construction by suffixation or prefixation depends 

upon the tense, aspect, and mood information about a verb in Nepali. 

 

3.4 Semantic Classification of Verbs 

The available literature reveals a limited number of studies that have undertaken 

the task of categorizing Nepali verbs according to their semantic characteristics. Within 

this domain, notable works include those by Basnyat (1986), Wallace (1979), Pokharel 

(2054 BS), Adhikari (2055 BS), Pokharel (1999), and Pant (2000). Among these 

contributions, Pant's study from the year 2000 stands out as particularly significant. It 

distinguishes itself by its attempt to systematically categorize Nepali verbs into semantic 
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classes, drawing inspiration from the work of Vendler (1967) and Dowty (1979). Pant's 

classification scheme encompasses various dimensions, including:  

Temporal Attributes: Discriminating between Durative and Punctual verbs, 

investigating the Progressive Aspect, and classifying verbs into Telic (with a specific 

endpoint) and Atelic (lacking a defined endpoint) categories.  

Event Structure: Categorizing verbs based on their temporal and event structure 

characteristics into Achievement Verbs, Activity Verbs, Accomplishment Verbs, and 

State Verbs.  

Volition: Distinguishing between Volitional (actions performed willingly) and 

Non-Volitional (actions not under one's control) verbs. 

Stativity and Dynamicity: Examining whether verbs convey states or dynamic 

actions.  

Pant's work represents a notable endeavor in systematically characterizing Nepali 

verbs based on their semantic properties, contributing valuable insights to the 

understanding of verb semantics within the Nepali language context. 

  In this study, an attempt has been made to classify Nepali verbs based on Levin's 

classification of English verbs (1993). Levin (1993) is a large-scale classification of 

English verbs that has made a significant contribution towards the building of lexical 

databases like VerbNet, FrameNet, Propbank, WordNet, etc. The numerous NLP tasks 

like Computational lexicography, Language Generation, Machine Translation, Word 

Sense Disambiguation, Semantic Role Labelling, Sub Categorisation Acquisition, etc., are  

benefitted from the work of Levin (1993). Since this study aims to build a database of verb 

frames, particularly for Verb Sense Disambiguation, and since Levin (1993) provides a 

detailed approach for the classification of verbs, it is useful to adopt her approach. Also, 

the verb frames developed in this study incorporates the description of the semantic class 

of a verb which has proved to be helpful in sense disambiguation as well. Levin (1993) 

has classified English verbs broadly into 48 classes which are further categorized into 

various sub-classes as follows: 

1. Verbs of Putting: Put Verbs, Verbs of Putting in a Spatial Configuration, 

Funnel Verbs, Verbs of Putting with a Specified Direction, Pour Verbs, Coil 

Verbs, Spray/Load Verbs, Fill Verbs, Butter Verbs, and Pocket Verbs. 
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2. Verbs of Removing: Remove Verbs, Banish Verbs, Clear Verbs, and Wipe 

Verbs, Verbs of Possessional Deprivation: Steal Verbs, Verbs of 

PossessionalDeprivation: Cheat Verbs, Pit Verbs, Debone Verbs, Mine Verbs. 

3. Verbs of Sending and Carrying: Send Verbs, Slide Verbs, Bring and Take, 

Carry Verbs, Drive Verbs. 

4. Verbs of Exerting Force: Push/Pull Verbs 

5. Verbs of Change of Possession: Give Verbs, Contribute Verbs, Verbs of 

Future Having, Verb of Fulfilling, Equip Verbs, Verbs of Obtaining, Verbs of 

Exchange, Berry Verbs. 

6.  Learn Verbs 

7.  Hold and Keep Verbs: Hold Verbs, Keep Verbs. 

8.  Verbs of Concealment 

9.  Verbs of Throwing: Throw Verbs, Pelt Verbs. 

10.  Verbs of Contact by Impact: Hit Verbs, Swat Verbs, Spank Verbs, Non-

Agentive Verbs of Contact by Impact. 

11.  Poke Verbs 

12.  Verbs of Contact: Touch Verbs 

13.  Verbs of Cutting: Cut Verbs, Carve Verbs. 

14.  Verbs of Combining and Attaching: Mix Verbs, Amalgamate Verbs, Shake 

Verbs, Tape Verbs, and Cling Verbs. 

15. Verbs of Separating and Disassembling: Separate Verbs, Split Verbs, 

Disassemble Verbs, Differ Verbs. 

16.  Verbs of Coloring 

17.  Image Creation Verbs: Verbs of Image Impression, Scribble Verbs, Illustrate 

Verbs, Transcribe Verbs. 

18.  Verbs of Creation and Transformation: Build Verbs, Grow Verbs, Verbs of 

Preparing, Create Verbs, Knead Verbs, Turn Verbs, and Performance Verbs. 

19.  Engender Verbs 

20.  Calve Verbs 
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21.  Verbs with Predicative Complements: Appoint Verbs, Characterize Verbs, 

Dub Verbs, Declare Verbs, Conjecture Verbs, Masquerade Verbs, Orphan 

Verbs, and Captain Verbs.  

22.  Verbs of Perception: See Verbs, Sight Verbs, Peer Verbs, and Stimulus 

Subject  Perception Verbs. 

23.  Psych-Verbs Verbs of Psychological State: Amuse Verbs, Admire Verbs, 

Marvel Verbs, Appeal Verbs. 

24.  Verbs of Desire: Want Verbs, Long Verbs. 

25.  Judgment Verbs 

26.  Verbs of Assessment 

27.  Verbs of Searching: Hunt Verbs, Search Verbs, Stalk Verbs, Investigate 

Verbs, Rummage Verbs, and Ferret Verbs. 

28.  Verbs of Social Interaction: Correspond Verbs, Marry Verbs, and Meet 

Verbs. 

29.  Verbs of Communication: Verbs of Transfer of a Message, Tell Verb, Verbs 

of Manner of Speaking, Verbs of Instrument of Communication, Talk Verbs, 

Chitchat Verbs, Say Verbs, Complain Verbs, Advice Verbs. 

30.  Verbs of Sounds Made by Animals 

31.  Verbs of Ingesting (Eat Verbs, Chew Verbs, Gobble Verbs, Devour Verbs, 

Dine Verbs, Gorge Verb, Verbs of Feeding) 

32.  Verbs Involving the Body: Verbs of Bodily Processes, Verbs of Nonverbal 

Expression, Verbs of  Gestures/Signs Involving Body Parts, Snooze 

Verbs, Flinch Verbs, Verbs of Body-Internal States of Existence, Suffocate 

Verbs, Verbs of Bodily State and Damage to the Body. 

33.  Verbs of Grooming and Bodily Care: Verbs of Caring for the Whole Body, 

Verbs of  Caring for a Specific Body Part, Verbs of Dressing. 

34.  Verbs of Killing: Murder Verbs, Poison Verbs. 

35.  Verbs of Emission: Verbs of Light Emission, Verbs of Sound Emission, 

Verbs of Smell Emission, Verbs of Substance Emission. 

36.  Destroy Verbs 
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37.  Verbs of Change of State: Break Verbs, Bend Verbs, Cooking Verbs, Verbs 

of Entity-Specific Change of State, Verbs of Calibratable Changes of State.  

38.  Lodge Verbs 

39.  Verbs of Existence: Exist Verbs, Verbs of Entity-Specific Modes of Being, 

Verbs of Modes of Being Involving Motion, Verbs of Sound Existence, Verbs 

of Group Existence,  Verbs of Spatial Configuration, Meander Verbs, 

Verbs of Contiguous Location. 

40.  Verbs of Appearance, Disappearance, and Occurrence: Verbs of 

Appearance, Verbs of Disappearance, Verbs of Occurrence. 

41.  Verbs of Body-Internal Motion 

42.  Verbs of Assuming a Position 

43.  Verbs of Motion: Verbs of Inherently Directed Motion, Manner of Motion 

Verbs, Verbs of Motion Using a Vehicle, Waltz Verbs, Chase Verbs, 

Accompany Verbs. 

44.  Verbs of Lingering and Rushing: Verbs of Lingering, Verbs of Rushing. 

45.  Measure Verbs: Register Verbs, Cost Verbs, Fit Verbs, Price Verbs, Bill 

Verbs. 

46.  Aspectual Verbs: Begin Verbs, Complete Verbs. 

47.  Weekend Verbs 

48.  Weather Verbs 

  The detailed list of Nepali verb classes with their class members is given in the

 Appendix III of this thesis. 
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CHAPTER 4 

ANALYSIS OF VERB FRAMES DATABASE 

 

4.1 Introduction 

This chapter is organized into five main sections, each containing corresponding 

sub-sections. Section 4.2 delves into the theoretical concept of verb frames as proposed in 

generative linguistics, examining their utility in natural language processing. In Section 

4.3, we explore the implicational aspects associated with verb frames. Section 4.4 

provides an in-depth breakdown of the various components comprising verb frames. 

Lastly, Section 4.5 is dedicated to the semantic categorization of Nepali verbs using 

distinctive verb frames. 

 

4.2 What is a Verb Frame? 

The verb stands as a fundamental grammatical category within a language, 

assuming a central role in shaping the meaning of a given sentence or discourse. By 

furnishing the relational and semantic structure within a sentence, it holds an 

indispensable position, rendering sentence construction unattainable in its absence. 

Consequently, in contemporary times, the linguistic understanding of verbs has emerged 

as a primary focal point within the realm of automatic language processing. 

The concept of the verb frame finds its origins in the work of Chomsky (1965), 

who introduced the notion of a 'sub-categorization frame.' According to Chomsky (1965), 

sub-categorization refers to “the ability/necessity for lexical items (typically verbs) to 

specify the presence and types of syntactic arguments with which they can co-occur”. 

While both sub-categorization and valency concepts address the count and roles of 

arguments within a sentence, they initially differed in their scope. Sub-categorization, in 

its original definition, excluded the subject and focused solely on complements, objects, 

and oblique arguments. Modern theories have since expanded the sub-categorization 

frame to include the subject. Conversely, valency always encompassed the count of 

arguments, encompassing the subject from the outset. In this context, sub-categorization 

has evolved to align with valency, as contemporary phrase structure grammars now 

consider verbs as subcategorizing for both their subjects and objects. 
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In this study, the specific concept of verb frames can be traced back to the 

foundational work of Levin (1993). Levin's work served as a catalyst for subsequent 

verb-focused research projects, such as VerbNet, FrameNet, PropBank, WordNet, and 

others. These projects, in turn, played a pivotal role in advancing and refining the notion 

of verb frames, contributing significantly to its development and understanding. 

In this study, the term "verb frame" refers to a structured representation of a verb, 

organized in tabular form, which encapsulates linguistic details concerning “the syntactic 

usage of a verb within a language” (Begum, 2017). This verb frame comprises linguistic 

information related to a verb, primarily categorized into two parts: the Verb Description 

and the Verb Frame. 

The Verb Description encompasses various elements, including the verb's name, 

its specific sense, an English gloss or translation, its verb class, an illustrative example 

sentence, and the roles played by its arguments, known as theta roles, among others. 

In contrast, the Verb Frame provides information regarding karaka relations, 

vibhakti (case markings or inflections), the necessity of arguments, lexical category, and 

ontological aspects associated with the verb. A comprehensive explanation of each field 

of information is provided in section 4.4 of this chapter. 

 

4.3 Importance of Verb Frame 

The verb holds a fundamental position within a sentence, serving as a cornerstone 

in the allocation of functions to various arguments. In the Paninian Grammatical 

tradition, verbs are regarded as the parent of all arguments, exerting comprehensive 

control over the conduct and interactions of these arguments. A verb frame assumes 

significance due to its ability to provide an extensive examination of a specific verb, 

encompassing aspects from its various senses to its argument structures. The importance 

of the verb frame becomes evident through the following aspects: 

 

4.3.1 A Knowledge Base  

A verb frame serves as a linguistic asset functioning as a knowledge repository, as 

it contains extensive details about a specific verb. This resource proves beneficial in 



44 
 

various knowledge-driven natural language processing (NLP) endeavors and 

applications, including tasks such as word sense disambiguation and machine translation. 

 

4.3.2 Linguistic Analysis of Verb 

The verb frame offers an extensive portrayal of a verb's characteristics, 

encompassing both lexico-syntactic and semantic dimensions. It encapsulates a wide 

array of linguistic information pertaining to a specific verb, including its sense, class, 

transitivity details, corpus-based examples, argument structure, theta roles, dependency 

relations, and the ontology of associated arguments. This wealth of linguistic information 

equips researchers with a profound understanding of a verb, enabling them to conduct 

comprehensive investigations into Nepali verbs for various research purposes. 

 

4.3.3 Annotation of Verbs 

Annotation of linguistic units at morphological, lexical, and syntactical levels is 

necessary to build various NLP applications. Morphological Analysis, Parts of Speech 

(POS) Tagging, and Parsing are three kinds of annotations for the above-mentioned 

linguistic units. Verb frames are useful for POS Tagging and Parsing since they provide 

information about the sentence's lexical category and dependency relations of arguments.  

 

4.3.4 A Resource for Verb Sense Disambiguation 

The main objective of developing verb frames in this study is to find possible 

strategies for handling ambiguous verbs. It aims to depict every linguistic information 

about each sense of an ambiguous verb. The verb frames in this study take account of the 

200 most frequently used ambiguous Nepali verbs with separate frames for each sense of 

the verb. They represent detailed information about lexico-syntactic and semantic 

attributes of a verb which provides linguistic cues for their disambiguation task.  

 

4.4 Constituents of Verb Frames 

 Verb frames in this study comprise two essential constituents: i) Verb Description 

and ii) Verb Frame. These components are organized within a data file referred to as 'verb 

entry.' Figure 4.1 below illustrates the structure of each constituent within the verb frame. 
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Figure 4.1 Verb Frame for the first sense of verb ‘ɑu’ 

 

  

4.4.1 Description  

The verb description encompasses nine distinct elements, including the verb's 

name, sense ID, verb sense, English gloss, verb class, verbs within the same class, an 

example sentence, theta roles, and frame ID. This segment of the verb frame serves as a 

repository of lexico-semantic details pertaining to the specific verb. The subsequent sub-

sections offer comprehensive explanations of each individual component. 

 

4.4.1.1 Verb Name 

The verb name in Nepali is the specific identifier for a given verb. In Figure 4.1 

'ɑu' represents the verb name, and it is presented in the International Phonetic Alphabet 

(IPA) to accurately convey its pronunciation. 

 

4.4.1.2 Sense ID 

The Sense ID serves as a distinctive identifier for a specific sense of a verb. It 

comprises the verb name, verb type, and sense number, separated by the '%' symbol. In 
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Figure 4.1, the Sense ID for the first sense of the verb 'ɑu' is represented as 'ɑu%VI%S1,' 

where 'ɑu' denotes the verb name, 'VT' signifies a 'transitive verb,' and 'S1' indicates 

'Sense 1' of the verb. Our verb frame categorizes verbs into three types: Transitive (VT), 

Di-transitive (VDT), and Causative (VCAUS). Distinct verb senses are identified using 

the convention of S1, S2, S3, and so forth, corresponding to the number of senses a verb 

may possess. 

 

4.4.1.3 Verb Sense 

The verb sense signifies the synonymous meaning of a particular verb in Nepali. 

In Figure 4.1, the verb sense for 'ɑu' is 'ɑgʌmʌn_hu' ('come'), and it is denoted as 

'Verb_Sense' within the verb frame. 

 

4.4.1.4 English Gloss 

The English gloss corresponds to the meaning of a verb in the English language. 

Within the verb frame, it is designated as 'Eng_Gloss.' In Figure 4.1, 'come' serves as the 

English gloss for the specific sense of the verb 'ɑu.' 

 

4.4.1.5 Verb Class 

The verb class represents a semantic categorization of the verb based on Levin 

(1993). In Figure 4.1, 'come' is classified as 'Verb of Motion.' This inclusion of 

information in the study is valuable as it contributes to the disambiguation task of Nepali 

verbs. Verbs belonging to the same semantic class tend to exhibit similar behavior and 

share comparable argument structures. Moreover, it aids in the categorization of Nepali 

verbs into specific semantic classes, enhancing our understanding of their usage patterns 

and meaning distinctions. 

 

4.4.1.6 Verb in Same Class 

This information pertains to synonymous verb frames within the database. 

Specifically, it signifies that several verb frames with similar senses are considered 

synonymous, either because they share the same sense or belong to the same verb class. 

Verbs within the same class are identified by their unique frame ID. This data regarding 
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the same class is essential for assessing whether verbs within the same class exhibit 

similar behaviour. 

Figures 4.2 and 4.3, provided below, serve as illustrations of instances where 

verbs belong to the same class. For instance, the second sense of the verb 'ɑu' 

(ɑu%VT%S2%FID2) and the second sense of the verb 'dʒɑn' (dʒɑn%VT%S1%FID1) not 

only share the same sense but also exhibit identical argument structures, semantic roles, 

dependency relations, and ontological features of the arguments. This type of information 

facilitates the grouping of verbs into specific semantic categories, enhancing our 

understanding of their shared characteristics and usage patterns. 

Figure 4.2: Verb Frame for the verb second sense of verb ‘ɑu’
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Figure 4.3 Verb Frame for the second sense of verb ‘dʒɑn’ 

 

4.4.1.7 Example 

This part of the verb frame comprises an example sentence for each sense of a 

verb, transcribed in IPA. The glossing for each example sentence follows the interlinear 

morpheme-by-morpheme glossing guidelines established by the Leipzig Glossing Rules 

(2015). For instance, the following example is provided for the verb 'ɑu' in Figure 4.1: 

u        ghᴧr       ɑ-jo 

he.NOM   home.LOC   come-3.SG.PST 

‘He came home’ 

 

4.4.1.8 Semantic Roles 

Semantic roles denote the specific functions carried out by each argument within 

a predicate, defined with respect to a limited but universal set of thematic functions 

(Crystal, 2003, p. 463). In our verb frame, we provide precise definitions for each of 

these semantic roles, which are as follows: 

a. Actor: Used in communication classes like verbs of social interaction and meeting 

when both arguments are symmetrical. 
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b. Agent: Typically represents a human or animate subject and is primarily 

associated with volitional agents but can also be used for internally controlled 

subjects, such as forces. 

c. Asset: Employed in verb classes related to financial transactions, such as building 

and obtaining verbs, with 'currency' as a selectional restriction. 

d. Attribute: Refers to a quality of something being changed, as observed in verbs 

like 'price.' 

e. Beneficiary: Denotes the entity that benefits from a particular action, often used in 

the context of building, obtaining, and performance verbs. 

f. Cause: Primarily used in classes involving psychological states and verbs related 

to the body. 

g. Destination: Indicates the endpoint of motion or the direction toward which 

motion is directed. Applied in verb classes related to motion, sending, and carrying. 

h. Source: Represents the starting point of motion, commonly used in verbs of 

motion. 

i. Location: Refers to an underspecified destination, source, or place, often 

introduced by locative or path prepositional phrases. 

j. Experiencer: Applied to a participant who is aware of or experiencing something, 

commonly found in classes involving psychological states, verbs of perception, and 

verbs related to the body. 

k. Instrument: Used for objects or forces that come into contact with an object and 

cause a change in them. 

l. Material and Product: Employed in the context of building and growing classes to 

capture critical semantic components of arguments. Found in classes of verbs related 

to creation and transformation that allow for material/product alternation. 

m. Patient: Used for participants undergoing a process or those affected in some 

way. Commonly associated with verbs that explicitly or implicitly express state 

changes, often serving as the direct object. 

n. Predicate: Reserved for classes with a predicative complement. 

o. Recipient: Refers to the target of a transfer, often found in classes related to 

changes of possession, communication, and verbs involving the body. 
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p. Stimulus: Employed by verbs of perception to describe events or objects that elicit 

a response from an experiencer. 

q. Theme: Represents participants in a location or changing location. 

r. Time: Refers to the class-specific role used in the 'begin' class to express time. 

s. Topic: Used in communication verbs to handle the theme or topic of conversation 

or message transfer. 

These semantic roles provide a structured framework for understanding the 

functions of arguments within different verb predicates and contribute to the 

thorough analysis of verb behavior in Nepali. 

 

4.4.1.9 Frame ID 

The Frame ID serves the purpose of providing a distinctive name and unique 

identifier to each verb frame associated with each sense of a specific verb. In Figure 4.1, 

'ɑu%VI%S1%FID1' represents the Frame ID for the first sense of the verb 'ɑu.' This 

Frame ID comprises two components: the Sense ID (e.g., 'ɑu%VI%S1') and the Frame 

Number (e.g., 'FID1'), which are separated by a percentage sign. This identifier is 

essential for distinguishing and pinpointing a particular frame corresponding to a specific 

sense of a verb. 

 

4.4.2 Verb Frame 

In this study, the term 'verb frame' is employed in two distinct senses. In a broad 

sense, it encompasses the entirety of the data, which includes the 'verb entry' comprising 

both the 'description of the verb' and the 'verb frame.' In a specific sense, it refers to the 

tabular representation of a verb's argument structure, capturing information regarding 

dependency relations, necessity, vibhakti, lextype, and ontology of arguments. To clarify, 

the verb frame, as defined by Begum (2017, p. 99), consists of six pieces of information 

about the argument structure of each sense of a verb. However, in our version of the verb 

frame, we have omitted two pieces of information, 'position' and 'relation,' while adding 

details about 'ontology.' Consequently, our verb frames encapsulate a total of five pieces 

of information, which are as follows: 
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4.4.2.1 Arc Label 

The dependency relation, also known as the karaka relation, is represented in the 

first field of the verb frame, denoted as 'arc label.' This field serves to capture and signify 

the specific relationship between the verb and its associated arguments, providing crucial 

information about the syntactic and semantic structure of the sentence. The ‘karaka’ is a 

term used in Panini’s Grammar Astadhyayi to denote ‘the special relations of nouns, 

adjectives, and pronouns with the words expressing action’ (Bhatta, 1998-99: 15). It is 

similar to thematic relation. However, they differ as ‘one of the key features of the karaka 

relation is that they are verb centric’ (Gorthi et al, 2014). It means karaka relation 

depends on the sentence's main verb. The karaka relations are expressed through case 

markers or post-nominal suffixes in Indian languages. There are mainly six types of 

karakas according to the karaka theory. They are - karta (Agentive), karma (Objective), 

karana (Instrumental), sampradana (Dative), apadana (ablative) and adhikarana 

(locative). In our verb frames, the annotation of each type and subtype of karaka is 

carried out in accordance with the “AnnCorra: TreeBanks for Indian Languages 

Guidelines for Annotating Hindi Tree Bank”, as developed by IIIT Hyderabad (Bharati et 

al., 2012). Table 4.1 provides a comprehensive description of the various types and 

subtypes of karakas incorporated into our verb frames. This annotation methodology 

ensures consistency and adherence to established guidelines in the representation of 

linguistic information. 

Table 4.1 karakas and other dependency relations 

S. No. karaka Convention Description 

1 karta k1 doer/agent/subject 

 pk1, jk1, mk1 causer, causee, mediator-causer 

2 karma k2 object/patient 

k2p Goal, Destination 

k2g Secondary karma 

3 karana k3 Instrument 

4 sampradana k4 Recipient 

anubhava karta k4a Experiencer 

5 apadana k5 Source 

prakruti apadana k5prk source material 

6 vishayadhikarana k7 location elsewhere 

kala adhikarana k7t location in time 
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deshadhikarana k7p location in space 

7 sambandha r6 genitive/possessive 

8 kriyavishesana adv adverbs (only manner adverbs) 

9 Relation (prati) rd Direction 

10 hetu rh Reason 

 

Table 4.1 illustrates the approach for representing karaka information within the 

verb frame. The sentence provided in Figure 4.1 exhibits two dependencies: k1 'u' and 

k2p 'ghᴧr,' which correspond to the karaka roles associated with 'u' and 'ghᴧr.' These 

dependencies are documented in the first field of the verb frame, denoted as the 'arc 

label,' offering a structured and organized representation of the syntactic and semantic 

relationships within the sentence. 

 

4.4.2.2 Necessity of the argument 

The second field in the verb frame, labeled as 'necessity,' conveys information 

regarding the requirement of arguments within a sentence. Arguments, in this context, are 

defined as "the participants that help a predicate express a certain proposition in a 

sentence" (Aarts, 2001, p. 91). In simpler terms, expressions with specific semantic roles 

are considered arguments. In the example sentence provided in Figure 4.1, 'u' ('he') and 

'ghᴧr' ('home') are two arguments of the predicate 'ɑ-jo' ('came'), and they assume the 

semantic roles of 'agent' and 'location,' respectively. 

Arguments can be classified as either 'mandatory' or 'desirable' based on the 

proposition conveyed by the predicate. The Nepali verb 'ɑu-nu' ('to come') is a diadic 

predicate, meaning it requires both arguments in the sentence 'u ghʌr ɑ-jo' ('he came 

home'). However, some arguments can be classified as 'desirable,' meaning they are 

needed for the verb's semantics but are comparatively less essential. In other words, “they 

can be omitted without significantly affecting communication and can generally be 

inferred from the context” (Begum, 2017, p. 99). 

For instance, consider the sentences 'the door is opened' versus 'the door is opened 

by me.' In the latter sentence, 'me' is a desirable argument that can be omitted without 

causing a breakdown in communication. Therefore, the 'necessity' field in the verb frame 

includes conventions such as 'm' to denote mandatory arguments and 'd' to signify 



53 
 

desirable arguments, thereby capturing the essential information about the argument's 

necessity in a sentence. 

For instance, consider the sentences 'the door is opened' versus 'the door is opened 

by me.' In the latter sentence, 'me' is a desirable argument that can be omitted without 

causing a breakdown in communication. Therefore, the 'necessity' field in the verb frame 

includes conventions such as 'm' to denote mandatory arguments and 'd' to signify 

desirable arguments, thereby capturing the essential information about the argument's 

necessity in a sentence. 

 

4.4.2.3 vibhakti  

The third field in the verb frame, labeled as 'vibhakti,' serves to convey 

information about the type of case marker or any other postpositional element associated 

with a particular argument. In the example sentences provided in Figure 4.4, there are 

three different vibhakti markers: '–le' (ergative), '-bɑʈʌ' (ablative), and '-lɑi' (dative), each 

attached to their respective arguments ('us,' 'ʤel,' 'ʌpʌrɑdhi'). In Indian languages like 

Nepali, vibhakti information provides valuable insights into the morpho-syntactic 

functions of a given argument within a proposition. It helps elucidate the role and 

relationship of each argument in the sentence, contributing to a more comprehensive 

understanding of sentence structure and meaning 

Figure 4.4: Verb Frame for the third sense of the verb ‘ukɑs’
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4.4.2.4 Lexical Category 

The information about the grammatical categories of an argument is represented 

in the 'lextype’ field, which is the short form of 'lexical type' or 'lexical category.' In the 

example sentence, as depicted in Figure 4.4, all three arguments have lexical categories 

classified as nouns, and they are represented as 'n' in the verb frame. This lexical category 

information indicates that the arguments in the sentence are all nouns, providing valuable 

insights into the grammatical structure of the sentence. However, arguments of the verb 

‘ukɑs’ can be pronouns also, that is why ‘p’ is written as an optional lextype of the 

arguments. 

 

4.4.2.5 Ontology 

The term ‘ontology’ refers to the hierarchical collection of concepts and the 

relationship among those concepts. In other words, it is a knowledge base that provides 

information about the concepts existing in the world, their properties, and their relation to 

each other. King and Reinold (2008) assume that three kinds of concepts are represented 

in ontology. They are-  

a) Classes (general things) in the many domains of interest; 

b) The relationship that can exist among things; and, 

c) The properties (or attributes) those things may have.  

Studying concepts based on ontology is necessary because it provides 

comprehensive, precise, consistent, and meaningful distinctions about the classes, 

properties, and relations of concepts. In this context, we have used the term 'ontology' in 

a particular sense that refers “to the collection of concepts arranged in a hierarchy of 

categories combined with the relationships between those concepts”.  

Indeed, ontology serves as a knowledge base that captures information about the 

semantic properties of concepts and their relationships with one another. It plays a crucial 

role in determining a verb's selectional restrictions, aiding in the disambiguation of words 

with multiple senses. This approach has been recognized as a practical method for word 

sense disambiguation by researchers such as Kang (2003; 2004) and Hung et al. (2009). 

Consequently, in this study, a field that provides information about the ontological 

attributes of arguments has been introduced. 
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The tag set devised for the 'Shared Task cum Workshop on OntoLex in Indian 

Languages,' organized by the Center for Applied Linguistics and Translation Studies at 

the University of Hyderabad in 2017, has been employed for the annotation of ontology 

within our verb frames. This standardized tagging system ensures consistency and 

compatibility in capturing ontological information, enhancing the study's effectiveness in 

analyzing verb semantics and disambiguating word senses. 

Figure 4.5 demonstrates the hierarchical tag set used to annotate ontological 

features. 

Figure 4.5 Tag Set for Ontology 

 
1. Concrete [+con] 

 +Living, +Natural [+liv, +nat] 

  +Animate [+ani] 

   +Human [+hum] 

 (+Infant [+inf], +Child [+chi], +Adolescence [+ado], +Adult  [+adu], 

+Old Age [+old) 

    (+Kinship [+kins {+adr, -adr}) 

   -Human [-hum] 

 +Animal [+anm], +Reptile [+rep], +Bird [+brd], +Micro  Organism 

[+mic_org]  

   -Animate [-ani] 

    +Flora [+flo], (+Shrub [+shrb], +Plant [+plnt], +Climber [+clmb], +Tree    

    [+tree]) 

  -Living [-liv] 

   -Artifact, +Natural [-artf, +nat]  

    +Solid [+sol] 

     +Place [+plc], +Object [+obj] 

    -Solid [-Sol] 

     +Liquid [+liq], +Gas [+gas] 

   +Artifact [+artf] 

    +Object [+artfobj] 

    +Place [+artfplc] 

2. –Concrete [-con] or +Abstract [+abs] 

 +Cognition [+cog] 

 +State [+sta] 

 +Disease [+dis], +Biological State [+biosta], +Mental State [+mensta],  +Social 

State [+sosta] 

   +Skill [+ski] 

   +Event [+evnt] 

 +Natural Event [+natevnt], +Historical Event [+hisevnt], +Planned Event 

 [+plndevnt], +Social Event [+Soevnt], +Fateful Event [+ftflevnt], +Fatal 

 [+fatevnt]   

 +Action [+act] 

  +Physical Action [+phyact], +Communication [+com] 

 +Quality [+qual] 

 +Measurement [+msmt] 

 +Time [+tme] 

 +Period [+prd], +Season [+sea], +Historical Age [+hisage] 

 +Direction [+dir] 

 +Onomatopoeic Sound [+ona] 

 +Terminologies [+ter] 

 +Miscelleneous [+misc] 
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The ontology assigned to the arguments in the example sentence presented in 

Figure 4.4 is as follows: '+ani/+hum' (+animate/+human) for 'u' ('he'), '+plc' (+place) for 

'jail,' and '+ani/+hum' for 'ᴧpᴧrɑdhi' ('culprit'). This ontological information about the 

arguments proves invaluable in disambiguating a verb with multiple senses, such as 

'ukɑs' in Nepali, which has three distinct senses: 'pull out,' 'bail out,' and 'provoke.' Figure 

4.6 serves as an illustration of how an argument with different ontological features plays 

a pivotal role in determining the meaning of a specific verb, like 'ukɑs.' This highlights 

the significance of ontological attributes in disambiguating word senses and enhancing 

our understanding of verb semantics in Nepali. 

Figure 4.6 Verb Frames for the verb ‘ukɑs’ having two different senses 
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Figure 4.4 and 4.6 above, represented the verb frames for three senses of verb 

‘ukɑs’ in Nepali: 'bailout,' 'pull out,' and 'provoke,' respectively which have three 

different argument structures and ontologies as shown in Table 4.2 below. 

Table 4.2 Argument Structure and Ontology for different senses of ‘ukɑs’ 

 

 

  

 

 

 

 

 

As shown in Table 4.2 above, the example sentences for three different senses of 

verb ‘ukɑs’ has three different argument structures with different theta roles and 

ontology. This kind of information about an ambiguous verb can provide a significant cue 

for the disambiguation task. 

Begum (2017) has incorporated two more pieces of information in her verb 

frames for Hindi. They are – Position and Relations. The position of a particular 

argument to the verb is captured in the 'posn' field which can be left or right.  

Similarly, the relation of a verb to an argument is captured in the ‘reln’ field. 

However, the Paninian dependency grammar treats arguments as children of the verb, and 

the verb is considered a parent to them. Therefore, the relationship between the verb and 

its arguments is represented through a parent-child relation, indicated by 'p' and 'c' within 

her verb frame. This parent-child relationship helps establish the syntactic and semantic 

connections between the verb and its associated arguments, providing a structured and 

organized representation of the sentence's structure and meaning. For example, if we see 

in Figure 4.4 above, the example sentence given has three arguments ‘us’, ‘ʤel’ and 

‘ʌpʌrɑdhi’ respectively, and they can be considered as the children of verb ‘ukɑs-jo’. We 

have remove those two pieces of information from the verb frame since both 'position' 

and 'relation' remain the same in all verb frames. Because Indian languages like Nepali 

are SOV dominant phrase order languages, arguments' position to their predicate remains 

Example Argument Structure Ontology 

 
us-le        ʤel-bɑʈʌ  ʌpʌrɑdhi-lɑi  ukɑs-jo 

He-ERG  jail-ABL culprit-DAT  bail-3.SG.M.PST 

'He bailed out the culprit from the jail' 

{1<NP (AGENT>, 

2 <NP  (SOURCE)>, 

3<NP (PATIENT>} 

1 <NP> = [+ani/+hum] 

2 <NP> = [+plc] 

3 <NP> = [+ani/+hum] 

us-le        khɑɖʌl-bɑʈʌ  ɖhuŋgo        ukɑs-jo 

He-ERG  pit-ABL        stone-ACC  pull-3.SG.PST 

'He pulled out the stone from the pit' 

{1<NP (AGENT)>, 

2<NP (SOURCE)>, 

3<NP (THEME)>} 

1 <NP> = [+ani/+hum] 

2 <NP> = [+plc] 

3 <NP> = [+con] 

us-le        tjʌs   keʈɑ-lɑi     ukɑs-jo 

He-ERG  that   boy-DAT  provoke-3.SG.PST 

'He provoked that boy' 

{1<NP(AGENT)>, 

2<NP(PATIENT>} 

1 <NP> = [+ani/+hum] 

2 <NP> = [+ani/+hum] 
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left in almost all cases. Likewise, since the dependency grammar treats arguments as 

children of a verb, their relation also remains constant.  

 

4.5 Statistics of Verb Frames 

In this study, a total of 482 verb frames are created for 200 ambiguous Nepali 

verbs. The verb entries were selected, looking at their frequency of occurrences and the 

apparent ambiguity. The verbs having two to fifteen senses were taken for developing 

verb frames, and different verb frames were created for every sense of the verb since each 

sense shows differences in their semantic and syntactic structure. Table 4.3 demonstrates 

the number of verbs having a different number of senses:  

 

Table 4.3 above shows that the verbs having two ambiguous senses are most common in 

Nepali. Out of 200 verbs, 166 verbs have two senses.  

 

4.6 Classification of Nepali Verbs Based on Verb Frames 

An attempt has been made here to classify Nepali verbs based on verb frames. In 

other words, the verbs having the same argument structure, especially the same 

dependency relation, have been grouped to see whether or not such classification pursues 

some understanding of the syntactic-semantic behavior of those verbs. The approach 

presented by Begum (2017) has been devised here for the classification.  

Table 4.4 demonstrates the number of unique verb frames with their frequency of 

occurrence. The data in the table shows that we can classify 482 verb frames into 36 

classes according to the unique pattern of dependency relations possessed by 482 senses 

of 200 Nepali verbs. It also exhibits the fact that the most frequent frames are 

‘k1+k2+verb’ (166 occurrences) and ‘k1+verb’ (103 occurrences).  

However, ‘k1+k7t+k2+verb’, ‘k7t+k1+verb’, ‘rh+k2+verb’, ‘k5+k2+verb’, 

‘k4+k3+verb’, ‘k1+k2+k3+verb’, ‘k1+k3+k2+verb’, ‘k1+k2+rd+verb’, ‘ras-k+k2+verb’, 

‘k3+k7p+verb’, ‘k4a+k3+verb’, ‘pk1+mk1+k2+verb’ are the least occurring frames with 

only one occurrence. 
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It is also observed that the most frequent verb frame with dependency relation of 

‘k1+k2+verb’ is transitive, whereas the second most frequent verb frame having 

‘k1+verb’ relation is intransitive one.  

Out of 482 verb frames 214 are having ‘k1+k2+verb’ construction and transitivity 

is their common feature.  An instance of verb having this type of construction is given 

below:   
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us-le merɑ  rᴧhᴧsjᴧ     ukel-jo 

   he-ERG    my    secret.ACC  reveal-3.SG.NPST 

   ‘He revealed all my secrets' 

The example above is for the verb ukel%VT%S2%FID2 and has ‘k1+k2+verb’ frame. It 

has following attributes: 

  --------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1   m    le/0   p/n  [+ani/+hum] 

k2         m         0         n        [+top] 

--------------------------------------------------- 

 

It is also observed that several verbs share same semantic class and same karaka 

relation. Those verbs with their verb frames are given below: 

A. Verb of Removing 

i. ukhel%VT%S%FID1 

 

  --------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1         m        le/0      p/n  [+ani/+hum] 

k2         m        0         n         [+con]  

--------------------------------------------------- 

 

ii. muɽ%VT%S2%FID2 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1       m        le/0  n/p  [+ani/+hum] 

k2         m        0         n         [+bdp] 

--------------------------------------------------- 

 

B. Verb of Obtaining 

i. hʌrɑu%VT%S2%FID2 

------------------------------------------------------ 

arc-label necessity  vibhakti  lextype ontology 

------------------------------------------------------ 

k1    m    le/0    n  [+ani/+hum] 

k2          m          lɑi        n       [+ani/+hum] 

------------------------------------------------------ 
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ii. sʌmɑu%VT%S3%FID3 

----------------------------------------------------- 

arc-label necessity  vibhakti  lextype ontology 

----------------------------------------------------- 

k1        m         le/0       n      [+ani/+hum] 

k2           m          0          n      [+ani/+hum]  

----------------------------------------------------- 

The verbs above not only share the same semantic classes and dependency 

relations, but most of the arguments of those verbs share the same ontological features as 

well. Thus, we can assume that verbs with the same semantic class behave similarly, 

resulting in similar dependency structures.  

The second class of verb-frame has ‘k1 + verb’ structure which is 103 in number. 

An example of such kind of verb is given below:   

ɖhokɑ  ughri-jo 

   Door.NOM  open-3.SG.PST 

  'The door opened' 

   
 ughri%VI%S1%FID1 

-----------------------------------------------------

arc-label    necessity  vibhakti  lextype   ontology 

----------------------------------------------------- 

k1     m           0       n     [+con] 

     ----------------------------------------------------- 

 The example given above is for the verb ughri%VI%S1, which is intransitive and 

has one place argument; ɖhokɑ ‘door' is k1, which is in an agentive role but has zero 

vibhakti . It means the karta here has a nominative case. It shows that the verb having 

‘k1+verb’ construction has zero vibhakti. The following verb frames having the same 

construction support the same fact: 

i) Verb: uɽ%VI%S1%FID1 

 

Example: cᴧro    uɽ-jo 

       Bird-NOM    fly-3.SG.PST 

'The bird flew away 

  Verb Frame: 

  ----------------------------------------------------- 

arc-label  necessity   vibhakti  lextype ontology  

  ----------------------------------------------------- 

  k1          m           0           n  [+anm] 
      ------------------------------------------------------------------------- 
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ii) Verb: udɑu%VI%S1%FID1 

 

Example : ghɑm  udɑ-jo 

    sun.NOM rise-3.SG.PST 

    'The sun rose' 

  Verb Frame: 

  ------------------------------------------------------ 

arc-label   necessity  vibhakti   lextype    ontology  

  ------------------------------------------------------ 

  k1      m  0      n         [+cels] 

  ------------------------------------------------------ 

 

However, the verbs given below share same semantic classes and same argument 

structure under this category: 

A. Verb of Appearance 
i. ughri%VI%S1%FID1  

----------------------------------------------------- 

arc-label   necessity vibhakt lextype ontology 

----------------------------------------------------- 

k1      m           0   n/p   [+con] 

----------------------------------------------------- 

 

ii. udɑu%VI%S1%FID1   

----------------------------------------------------- 

arc-label   necessity vibhakti  lextype ontology 

----------------------------------------------------- 

k1        m        0         n  [+cels] 

----------------------------------------------------- 

 

B. Verb of Psychological State 

 
i. sʌnki%VI%S2%FID2 

------------------------------------------------------ 

arc-label   necessity   vibhakti  lextype   ontology 

------------------------------------------------------ 

k1         m         0       n      [+ani/+hum] 

------------------------------------------------------ 

 

ii. gʌl%VI%S1%FID1 

------------------------------------------------------ 

arc-label   necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1           m             0         n     [+ani/+hum]  

------------------------------------------------------ 
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This way, we can conclude that the classification of verbs based on their frames is 

useful for understanding their syntactico-semantic behavior.
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CHAPTER 5 

VERB SENSE DISAMBIGUATION SYSTEM 

 

5.1 Introduction 

This chapter focuses on the implications of the verb frames database as a 

linguistic resource for verb sense disambiguation in Nepali. Section 5.2 introduces the 

theoretical concept of ambiguity in specific fields of linguistics and literature, while 

Section 5.3 explores the various types of ambiguity as described in previous literature. 

Section 5.4 delves into the theoretical concept of word sense disambiguation as a sub-task 

of Natural Language Processing (NLP), highlighting its approaches and implications. 

Finally, Section 5.5 outlines the system architecture of verb sense disambiguation using 

verb frames. 

  

5.2 Nature and Scope of Ambiguity 

Language is a human construct, an artifact that evolved in a social setting. It is a 

medium through which humans exchange their ideas and experiences. Under its formal 

attributes, language can be defined as a system of arbitrary verbal symbols structured 

systematically. One of the fundamental facts about a language is that it is loaded with 

ambiguous expressions, be it in a word, phrase, clause, sentence, or discourse level. 

 Ambiguity, in a literal sense, is an expression having more than one plausible 

sense of meaning when used in various contexts. It is “the state in which a word, 

statement, or any linguistic entity can be understood in more than one way” (Dixit, 2010, 

p. 51). Wasow et al. (2005) put that “meanings are regions in space, remaining agnostic 

as to its dimensionality, the metaphysical status of the points in it, and exactly how 

linguistic expressions get associated with regions”. They have used the term “denotation” 

to associate expressions and regions. They further state that “an expression is ambiguous 

if it has two or more distinct denotations - that is if it is associated with more than one 

region of the meaning space”. The word 'bank' in English is a common example of such 

ambiguity, which is interpreted as 'an edge of the river' or 'a financial institution' 

depending upon the context in which it is used.  
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Every concept is perceived differently in different areas of investigation, and it is 

very true to the concept of ambiguity as well. Researchers in literature and linguistics 

have different understandings of the concept of ambiguity. Literary texts are the 

storehouse of linguistic data, providing every possible attribute of language usage. So is 

the case with data on ambiguity as well. There is a long tradition of study of ambiguity in 

literature. Empson (1930) is a phenomenal work that has paved the way for research on 

ambiguity in literature in the West.  

In Eastern literary philosophy, ambiguity has been frequently discussed since 

Acharya Bharatmuni’s era under the alankara and shabda shakti theory. For example, 

Alesha alankara, lakshana, vyanjanaa shabda shakti, etc., resemble the concept of 

ambiguity in various ways.  

However, in literary criticism, 'ambiguity’ is considered an obligatory element of 

a literary text, whether in the East or the West. It is considered a literary device that helps 

create suspense, humor, satire, metaphor, or style of literary texts.  

However, in linguistics, ambiguity is discussed and studied in Semantics, 

Psycholinguistics, Translation Studies, and Computational Linguistics. In Semantics, it is 

considered as ‘meaningful properties of sense relations that hold between two or more 

expressions' (Allan, 1986, p. 140). While on the other hand, the concern of 

Psycholinguistics is more with the processes involved in the human brain while 

determining the meaning of an ambiguous expression. On the other hand, ambiguity is 

treated as one of the greatest hindrances in Translation Studies and Computational 

Linguistics. Their main concern is to find the resolution of such ambiguity.  

  

5.3 Types of Ambiguity  

Several classifications of ambiguity are found in various literatures of different 

disciplines. Since this study’s main goal is to discuss and analyze ambiguity from a 

linguistic perspective, focusing more on the classification of ambiguity found in 

linguistics is legitimate. There are broadly four types of ambiguity found in any natural 

language. They are Lexical, Syntactic, Semantic, and Pragmatic ambiguity. The 

subsections below discuss the types of ambiguity in detail. 
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 5.3.1 Lexical Ambiguity 

The lexical ambiguity occurs when a lexical item or a word possesses more than 

one interpretation of meaning equally feasible in different contexts. English words like 

'bank,' 'head,' 'chair,' 'book,' etc., are obvious instances of this ambiguity. Similarly, the 

words like cʌngɑ, kherʌ, ʤun, colɑ, etc., in Nepali have two completely different 

meanings equally plausible in different contexts, as in the sentences below:  

 Sense 1: cʌngɑ (n.) - ‘Kite’  

  mʌkʌr     sʌnkrɑnti-mɑ       cʌngɑ   ud-ɑ-in-chʌ 

  makar      sankraanti-LOC  kite.ACC  fly-PASS-NPST 

  ‘Kite will be flown during makar sankraanti’ 

 Sense 2: cʌngɑ (n.) - ‘Fit’  

  vjɑjɑm      gʌre-rʌ     sʌrir-lɑi       cʌngɑ    rɑkh-nʌ   sʌk-in-chʌ 

  Exercise  do-CONJ  body-DAT   fit        keep-INF  do-PASS-NPST 

  'One can keep the body fit by doing an exercise' 

In the instances above, we see the word cʌngɑ has two different senses: ' kite' and 

'fit.' The word can be taken as an example of lexical ambiguity in Nepali.  

Similarly, the word tirʌ is another example of lexical ambiguity in Nepali. It has 

two meanings depending upon the context: 'towards' and 'bank of the river.' The 

sentences given below exemplify the case: 

 Sense 1: tirʌ - ‘Towards’ 

  ti  keʈi        iskul-bɑtʌ    soʤhʌi   ghʌr-tirʌ     lɑg-i 

  that  girl.NOM  school-ABL  direct    home-towards  go-3.SG.F.PST 

  'That girl went to her home directly after school'  
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 Sense 2: tirʌ - 'Bank of the river 

  kholɑ-ko     tirʌ-mɑ        mɑʤhi        bʌs-chʌ 

  River-GEN  bank-LOC  fisherman.NOM  live-3.SG.M.NPST 

  'The fisherman lives at the bank of the river' 

Likewise, the words like kherʌ, ʤun, and colɑ have two senses in two different 

contexts in Nepali. kherʌ is 'waste' as well as a ‘moment,' ʤun is ‘moon’ and 

‘interrogative pronoun,' and colɑ is interpreted sometimes as ‘blouse' and sometimes as 

'life.' In this way, lexical ambiguity occurs when a lexical entity shows two completely 

different senses when used in two different contexts. 

 

5.3.2 Syntactic Ambiguity 

Syntactic ambiguity arises when a sentence is interpreted in more than one way, 

which is equally viable. Leech (1987), in this context, correctly puts that “ambiguity is a 

one-to-many relation between syntax and sense”. This type of ambiguity occurs when a 

phrase or sentence has multiple underlying structures. It arises because of” the 

relationship between the words and clauses of a sentence and the sentence structure 

underlying the word order they are in”. In another way, a sentence is considered 

syntactically ambiguous when a hearer or a reader perceives a sentence as having two 

different underlying structures and interpreted in two different senses. In English 

sentences like 'flying planes can be dangerous,' the word 'flying' can be interpreted as an 

adjective or a verb, resulting in two different understandings of its meaning. “The same 

thing is with the sentence ‘visiting relatives can be boring” (Palmer, 1977, p. 108), which 

means that either 'relatives can be boring' or 'visits can be boring.' Likewise, the sentence 

given below in Nepali can be perceived as having two different structures, which results 

in two different senses as follows:  
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Sense 1:   

  mʌile   bɑtɑ-mɑ  khel-dɑ  keʈɑ-hʌru-lɑi  dekh-ẽ  

  I-ERG   street-LOC play-CONJ boy-PL-ACC see-1.SG.PST 

  'I saw boys when I was playing on the street' 

 Sense 2:  

  mʌi-le    bɑtɑ-mɑ  khel-dɑ  keʈɑ-hʌru-lɑi  dekh-ẽ  

  I-ERG   street-LOC play-MOD boy-PL-ACC see-1.SG.PST 

  'I saw the playing boys on the street.' 

 In the instances above, the word kheldɑ is realized as two different grammatical 

elements in Nepali, i.e., a verb in the ‘sense 1’ sentence and a modifier in the ‘sense 2’ 

sentences, respectively. The realization of the same linguistic element, i.e., kheldɑ in two 

different grammatical categories has resulted in an ambiguous interpretation of meaning. 

Hence, it is an instance that can be considered a case of structural ambiguity in Nepali.  

  

5.3.3 Semantic Ambiguity 

Human language is an output of an arbitrary relationship system between verbal 

signs and their referent, popularly known as the 'signifier' and 'signified' relation in 

Saussure's (1914) terminology. We often fail to describe the exact relationship between a 

language's signifier and signified elements. In this context, semantic ambiguity results 

from the relationship between an utterance and the object it entails. An expression with 

two or more plausible meanings in two different contexts is considered a case of semantic 

ambiguity. It incorporates the lexical and syntactic level ambiguities. It is due to 'the 

polyvalency (Polysemy and Homonymy) or  matters related to referents.' For example, in 

a sentence like 'She cannot bear the children,' one has to determine whether the sentence 

means 'she cannot endure children' or ‘she cannot go with children’ depending upon the 

context.     
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5.3.4 Pragmatic Ambiguity 

Pragmatic ambiguity, conversely, occurs at the contextual level and depends 

totally upon the hearer's perception of an expression. It is considered a non-linguistic 

ambiguity and often overlaps with semantic ambiguity. It is also known as situational 

ambiguity since the meaning of an expression greatly depends on the situation where a 

hearer stands. This kind of ambiguity is often used as a device of style in a literary text. 

An instance of such ambiguity in English is “John wants to marry a girl with green eyes” 

(Lyons, 1977, pp. 190-1). The sentence has two readings- ‘”there is a particular girl with 

green eyes that John wants to marry” and “he has no specific girl in mind but merely 

requires that his future wife has green eyes”. 

 

5.4 Word Sense Disambiguation and its Approaches 

As discussed in section 5.2, a natural language is filled with vast occurrences of 

ambiguous expressions at lexical, syntactic, semantic, or pragmatic levels. Human brain 

is the storehouse of real-world knowledge, with the best equipped with mechanism to 

handle and resolve any ambiguity within a fraction of a second. However, the same task 

proved to be very difficult in the case of automatic language processing in a computer. 

With limited knowledge about the vast array of linguistic and non-linguistic behavior of 

the human community, computers often fail to determine the accurate sense of an 

ambiguous expression. Hence, Word Sense Disambiguation (WSD) is a computational 

task that tries to pick up an appropriate meaning of a word having multiple meanings. In 

other words, word sense disambiguation is the automated process of identifying the 

precise sense or meaning of a word when it has multiple possible interpretations. WSD is 

closely related to lexical semantics, whose main concern is to understand the relationship 

between 'word,' 'meaning,' and 'context.' In WSD, “meanings are called senses or 

concepts obtained from the sense inventory. The ambiguous word is referred to as the 

target word. The context in which the target word is used is called an instance” (Yesuf, 

2015, p.3). It serves as a catalyst for various NLP tasks and applications, including 

machine translation, semantic interpretation, information retrieval, question answering, 

text mining, and parsing, rather than being a standalone goal. 
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  Yesuf (2015) assumes that “in order to associate an occurrence of an 

 ambiguous word with one of its senses, the WSD must have the following components”:  

i) “an inventory of the senses associated with each word to be disambiguated 

must be available”;  

ii) “a mechanism to associate word senses in context to individual senses 

must be developed”;  

iii) “an evaluation procedure must be adopted to measure how well this 

disambiguation mechanism performs”.  

WSD considers ambiguity a natural classification problem, and it attempts to 

classify an occurrence of the word in a context into one or more of its sense classes with 

the help of knowledge bases such as a dictionary, thesaurus, WordNet, etc. Classification 

is done by using the context of the target word. ‘Determine the possible senses of each 

word and assigning the most appropriate sense to a word with high accuracy are two 

main tasks of WSD’ (Rajini, 2019: 7). There are primarily two approaches to Word Sense 

Disambiguation (WSD): the Knowledge-Based Approach and the Corpus-Based 

Approach. 

i) Knowledge-Based Approach depends on the utilization of lexical resources 

such as machine-readable dictionaries, thesauri, WordNet, ontologies, and so on. These 

knowledge bases consist of pre-existing information about entities and concepts, usually 

created manually. This approach utilizes resources like machine-readable dictionaries, 

thesauri, and computational lexicons as part of its knowledge bases. Techniques 

employed in the Knowledge-Based Approach include semantic similarity assessment, 

selection restriction analysis, heuristic-based WSD, and overlap-based methods. 

ii) Corpus-based approach, on the other hand, uses a large-scale corpus to 

extract contextual information about an ambiguous word which helps machines to learn 

disambiguation rules. ‘This approach applies statistical and machine learning methods for 

extracting the knowledge for disambiguation’ (Rajini, 2019: 8). This approach uses three 

techniques to extract information: Supervised, Semi-Supervised, and Unsupervised. 

a) The supervised technique relies upon manually annotated training data to 

identify the proper sense of an ambiguous word. “The instances in the 
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training data are annotated manually with their appropriate concepts from a 

sense inventory” (Yesuf, 2015, p. 24). Its concern is making disambiguation 

rules based on machine learning of certain “features associated with a 

particular word sense in the training data”. Decision List, Decision Trees, 

Naive Bayes, Genetic Algorithms, Neural Networks, Convolution Neural 

Networks, Exemplar/Memory Based Learning, Support Vector Machines, 

Ensemble Methods, Majority Voting, and AdaBoost are some of the 

techniques used for supervised methods (Rajini, 2019, pp. 15-17). 

b) The semi-supervised technique is a hybrid technique that makes some 

linguistic rules to carry out disambiguation tasks. Bootstrapping and 

Monosemous Relatives are two main types of semi-supervised techniques.  

c) The unsupervised technique is developed due to the limitations of 

supervised and semi-supervised techniques since they depend upon the 

availability of large amounts of annotated data which is time and effort-

consuming. Hence, the unsupervised technique uses raw data in order to 

overcome difficulties faced by earlier techniques. This technique classifies 

words into clusters based on similar features of those words. “Unsupervised 

approaches map one of the labels to senses, rather than finding the actual 

sense of a word” (Rajini, 2019, p.21). Context Clustering Algorithms, Word 

Clustering Approaches, and Co-occurrence Graphs are some examples of 

unsupervised techniques. 

 

 5.5 Verb Sense Disambiguation System 

Given that verbs have a limited number compared to other word categories, they 

tend to be more ambiguous in language. Each verb possesses a specific argument 

structure and exhibits distinct behavior during various alternation processes. Moreover, a 

verb's meaning can change depending on the alternations it undergoes, resulting in 

different morphological forms. Therefore, verbs are the most complex in terms of both 

their structure and meaning in a language.  

In this context, Verb Sense Disambiguation (VSD) is a computational task that 

automatically selects the appropriate sense of a verb within a given context. Context 
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plays a pivotal role in determining the accurate sense of a word during sense 

disambiguation, and in the case of verbs, corresponding nouns and other elements 

provide this context. Additionally, the argument structure of a verb furnishes valuable 

contextual information. To elaborate, “the context and contextual information are defined 

in relation to the target word and the syntactic and semantic properties of the verb” 

(Murthy, 2003, p.83).  

In another approach, corresponding nouns and other elements within a sentence 

need to be identified and annotated with their semantic features to discern the specific 

sense of the verb in the context.  

Chapter 4 of this thesis delves into the idea that our verb frame captures both 

lexico-syntactic and semantic information about a verb. Specifically, it offers insights 

into the semantic attributes of each argument, which is crucial for the sense identification 

task. The subsequent sections outline the design of a knowledge-based VSD system that 

we have constructed using verb frames as a foundational knowledge resource. 

 

5.5.1 System Architecture 

The architecture of the Nepali VSD system using verb frames has three main 

components: pre-processing, conversion of text into VSD system format, and verb sense 

disambiguation. Our system receives sentences having ambiguous verbs as input. In pre-

processing stage, the corpus is annotated with three levels of linguistic knowledge: 

lexical (POS tagging), phrase (Chunking), and syntactic (Parsing).  

The conversion of text into VSD system format takes parser output as an input and 

converts them into the VSD-compatible format. Finally, the verb sense disambiguation 

takes verb frames as input and identifies different senses of a verb then it undergoes the 

processes like match with the karaka label, match with verb class, and match with 

ontology. In this stage, the system retrieves sense ID to assign a proper meaning to a 

particular verb in the context. The flowchart in Figure 5.1 demonstrates a step-by-step 

architecture of the VSD system using verb frames. 

 

 

 



73 
 

Figure 5.1: System Architecture 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

5.5.2 Input Sentence 

The input sentence is the term used in NLP to refer to the textual data or sentences 

used for analysis, processing, and other NLP tasks. The input sentences vary in form, 

length, and content, which can be extracted from different domains of language use like 

literature, tourism, entertainment, health, sports, science and technology, and so on. Input 

sentences in our system are extracted from a monolingual Nepali corpus of 200K 

sentences. A total of 1000 sentences having ambiguous sense relations have been taken as 

input here. Only simple sentences with simple verb forms are considered here to avoid 

the complex nature of subordinate clauses and compound verb forms. 
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5.5.3 Pre-Processing 

The processing of the text refers to the automation, creation, and manipulation of 

electronic text. It involves different techniques and algorithms to understand, interpret 

and extract meaningful information from the text. The first component of our VSD 

system is pre-processing of the text. It takes sentences as input and makes them suitable 

for further processing. This stage is, in fact, the data preparation stage that occurs before 

the processing of text for other system components. Our system performs three tasks in 

the pre-processing phase: POS tagging, Chunking, and Parsing.  

The pre-processing of the text for our system has been carried out using a Nepali 

parser developed by Pradhan et al. (2020). The parser is developed using the Conceptual 

Graph Approach and Paninian Grammatical Framework. The parser takes sentences as 

input and provides POS, Chunk, and Parsing level information about a sentence. It also 

provides information about sentence types such as affirmative, declarative, interrogative, 

non-interrogative, etc., and tense information about a verb, like past and non-past tense, 

which are irrelevant for our system. The subsections below elaborate on each task in 

detail. Figure 5.2 presents a sketch of the parser output, including all the information 

provided by it.   

Figure 5.2: Parser Output 
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5.5.3.1 Parts of Speech Tagging 

Part-of-speech tagging (POS tagging) is a fundamental NLP task involving the 

assignment of specific parts of speech to individual words within a given text. According 

to Georgiev et al. (2012), it can be described as the process of "assigning each word in a 

given piece of text a contextually suitable grammatical category." This task serves as a 

foundational and indispensable tool in natural language processing, constituting the most 

fundamental level of syntactic analysis. 

The parts of speech or grammatical categories in a language are divided into 

certain types like noun, pronoun, verb, adjective, adverb, conjunction, preposition or 

postposition, and so on. The number and types of parts of speech differ from language to 

language.  

The parts of speech tagging for our system is done using the Bureau of Indian 

Standard (BIS) tag set (2010) which is a hierarchical tag set having “a total of 38 

annotation level tags and are common to all the Indian languages” (BIS Tag Set, 2010:1). 

Table 5.1 presents each tag with the convention used by BIS.  

 

Table 5.1: BIS Tag Set for Indian Languages (2010) 

S. No.                        Category Label Convention 

 Top Level 

Subtype 

(Level 1) 

Subtype 

Level 2   

    1 Noun   N N 

   1.1  Common  NN N_NN 

   1.2  Proper  NNP N_NNP 

   1.3  Verbal  NNV N_NNV 

   1.4  NLoc  NST N_NST 

   2 Pronoun   PR PR 

  Personal  PRP PR__PRP 

  Reflexive  PRF PR__PRF 

  Relative  PRL PR__PRL 

  Reciprocal  PRC PR__PRC 

  Wh-word  PRQ PR__PRQ 

  Indefinite  PRI PR__PRI 

  3 Demonstrative   DM DM 

  Deictic  DMD DM__DMD 

  Relative  DMR DM__DMR 

  Wh-word  DMQ DM__DMQ 

  Indefinite  DMI DM__DMI 
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  4 Verb   V V 

4.1  Main  VM V__VM 

   Finite VF V__VM__VF 

   Non-

finite VNF V__VM__VNF 

   Infinitive VINF V__VM__VINF 

   Gerund VNG V__VM__VNG 

4.2  Auxiliary  VAUX V__VAUX 

5 Adjective   JJ  

6 Adverb   RB  

7 Postposition   PSP  

8 Conjunction   CC CC 

8.1  Coordinator  CCD CC__CCD 

8.2  Subordinator  CCS CC__CCS 

8.3  Quotative  UT CC__CCS__UT 

9 Particles   RP RP 

9.1  Default  RPD RP__RPD 

9.2  Classifier  CL RP__CL 

9.3  Interjection  INJ RP__INJ 

9.4  Intensifier  INTF RP__INTF 

9.5  Negation  NEG RP__NEG 

10 Quantifiers   QT QT 

10.1  General  QTF QT__QTF 

10.2  Cardinals  QTC QT__QTC 

10.3  Ordinals  QTO QT__QTO 

 11 Residuals   RD RD 

 11.1  

Foreign 

word  RDF RD__RDF 

11.2  Symbol  SYM RD__SYM 

11.3  Punctuation  PUNC RD__PUNC 

11.4  Unknown  UNK RD__UNK 

11.5  Echowords  ECH RD__ECH 

     

 

5.5.3.2 Chunking 

Chunking is the process of grouping words within a sentence that are syntactically 

related into chunks based on their grammatical structure and relationships. This task 

represents the second level of syntactic analysis following part-of-speech tagging. Abney 

(1991) provides a definition of a 'chunk' as "a single content word surrounded by a 

constellation of function words." In simpler terms, a chunk can be understood as "a 

minimal (non-recursive) phrase or partial structure comprised of closely related and 

inseparable words or entities, with no disruption to the dependencies within the chunk" 



77 
 

(Bharati et al., p. 2006). There are certain types of chunks based on the head of a phrase 

or chunk, like noun chunk, verb chunk, adjective chunk, adverb chunk, etc. The parser 

has followed the tag set prepared by Bharati et al. (2006) for the task of chunking. Table 

5.2 below represents the chunk tag set prepared by Bharati et al. (2006) to consistently 

annotate Indian languages.  

Table 5.2: Chunk Tag Set for Indian Languages 

S. No. Chunk Type Tag Name 

     1 Noun Chunk NP 

     2.1 Finite Verb Chunk VGF 

     2.2 Non-finite Verb Chunk VGNF 

    2.3 Infinitival Verb Chunk VGINF 

    2.4 Verb Chunk (Gerund) VGNN 

    3 Adjectival Chunk JJP 

    4 Adverb Chunk RBP 

    5 Chunk for Negatives NEGP 

    6 Conjuncts CCP 

    7 Chunk Fragments FRAGP 

    8 Miscellaneous BLK 

 

5.5.3.3 Parsing 

Analyzing the grammatical structure of a sentence or a piece of text is known as 

parsing. It helps to identify each constituent part of a sentence and its grammatical roles. 

It also provides insight into how those constituents are related to each other and how they 

function together to make a sentence meaningful. There are mainly two types of parsing:  

i. Dependency Parsing; and, 

ii. Constituency Parsing.  

In our system, we have used the dependency approach for parsing, and in 

dependency parsing, the relationship between words is perceived as dependencies or 

directed links. Dependencies are represented through a hierarchical structure called a 

dependency tree or a syntactic parse tree. The dependency parsing assigns each word in a 

sentence with a specific role or grammatical function such as subject, object, modifier, 

etc. The roles are represented through arc labels where the head of the arc is considered 

the governing word, and the dependent is the word governed. The two most common 
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grammatical frameworks for dependency parsing are Paninian Grammar and Universal 

Dependency Grammar. Among these two, our verb frames represent the argument 

structure of a verb based on the Paninian Grammatical Framework that treats a verb as 

the head of the arc and other arguments as their dependencies.  

 

5.5.4 Conversion of Text into VSD System Format 

In Figure 5.2, we observed that the parser developed by Pradhan et al. (2020) has 

a specific output format which is incompatible with our system. It contains irrelevant 

information such as sentence type, TAM information, etc. To address this, we have 

transformed the output into another format and cleaned irrelevant information for our 

purpose. Additionally, due to the ongoing development of the parser, sentence annotation 

at each level needs to be fully refined. To rectify this, we have manually made 

corrections during this stage. These corrections include editing information about POS, 

Chunk, and Dependency Relation. Notably, each verb has been annotated with its root 

form in IPA and its corresponding semantic class. Figure 5.3 represents the converted 

text format as per our system requirement.  

Figure 5.3: Conversion of Text Format
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5.5.5 Verb Frames Database 

We have developed a comprehensive database comprising verb frames for 200 

ambiguous Nepali verbs. Within our database, there is a total of 482 frames available, 

each associated with one of these 200 ambiguous verbs. The verb frames included in our 

study provide two essential pieces of linguistic information about each verb: a 

Description and a Frame.  

The Description of each verb encompasses key details such as the verb's name, 

sense ID, verb sense, English gloss, verb class, and other verbs within the same class, 

offering valuable context and classification.  

On the other hand, the Frame section of our database consists of example 

sentences for each sense of a verb. These examples are designed to illustrate the verb's 

usage in various contexts and provide a detailed breakdown of its argument structure. 

This includes a specific focus on theta roles, dependency relations, vibhakti (a 

grammatical case system in Sanskrit and related languages), lexical type, and the 

ontology of arguments. 

For more extensive information and a deeper understanding of our verb frame 

database, you can refer to Chapter 4 of this thesis, where we offer a detailed description 

and analysis of our database's content and structure.  

The verb frames in our study are created to be used as resource for verb 

disambiguation tasks. The information furnished by our verb frames, such as the semantic 

class of the verb, dependency relation and ontology, is useful for identifying an 

appropriate sense of a particular verb. Figure 5.2 represents the overall schema of 

components of our verb frames. 
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Figure 5.4 Schema of Nepali Verb Frame 

 

Our VSD system takes verb frames as a source of linguistic knowledge for each 

sense of a particular ambiguous verb and supplies disambiguation cues to the system at 

different levels.  

 

5.5.6 Verb Sense Disambiguation 

The verb sense disambiguation task in our system goes through four stages of data 

processing: Sense Identification, Match with Karaka label, Match with Verb Class, and 

Match with Ontology. The following subsections describe them in detail. 

 5.5.6.1 Sense Identification 

The process of determining the most suitable sense of a word within a particular 

context is referred to as sense identification. In the context of Verb Sense Disambiguation 

(VSD), sense identification employs various approaches, including supervised, 

unsupervised, and knowledge-based methods, among others, to achieve its goal. Among 

these, we have used a knowledge-based method since we have extracted senses of verbs 

from the database of verb frames. In our verb frame database, each sense of a specific 

verb is associated with a unique sense ID, which comprises the verb's name, its type, and 

a sense number. Therefore, the process of identifying the sense of a verb corresponds to 

the identification of its corresponding sense ID, as these sense IDs are designed to 

uniquely represent and distinguish between different senses of the verb.  
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5.5.6.2 Match with Karaka Label 

After the identifying the senses of the verb, our system undergoes the next stage 

called 'match with karaka label.' In this stage, information about the karaka or 

dependency relation of the arguments in a sentence is compared with the information 

about other senses of the same verb. While observing the system output, it is found that in 

many cases, the karaka labels for different verb senses are matched. If they are matched, 

they need to be refined through two additional filters: verb class and ontology. This is 

because when two senses of a verb have the same karaka relation, it indicates that they 

still need to be disambiguated using other cues. Figure 5.5 (a) and Figure 5.5 (b) below 

demonstrate the output for the verb ‘ukel’ having same karaka relation.  

Figure 5.5 (a): System output for first sense of the verb ‘ukel’ 
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Figure 5.5 (b): System output for second sense of the verb ‘ukel’ 

 

As we can see in the provided figures, the karaka relations of both sentences, each 

having different sense for the verb ‘ukel’, are same i.e. k1+k2+verb. With this 

information, our system proceeded to the next two filters: verb class and ontology, which 

are distinct for both sentences. Consequently, the information about the verb class and 

ontology has provided the disambiguation cue for the verb.  

5.5.6.3 Match with Ontology 

Our verb frame provides additional semantic information about a verb, namely 

ontology. The ontology of a verb categorizes its various senses based on the roles they 

play in sentences. It also represents the semantic relationships they establish with other 

words in a sentence in a structured way. This type of structured representation can aid in 

disambiguating the different senses of a verb by offering a clear framework for 

understanding how the verb operates in different contexts. In the stage of match with 

ontology, our system compares the ontological information carried by the arguments of a 

particular verb. The sentences having different senses of a verb sometimes carry same 

ontology and sometimes different. In the case of same ontology, it again goes for another 

filter called verb class. Figure 5.6 demonstrates the system output for the verb ‘mʌrkɑu’ 

whose arguments are matched based on ontology. 
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Figure 5.6: System output for the two senses of the verb ‘mʌrkɑu’ 

 

As we observe in Figure 5.6, the two senses of the verb ‘mʌrkɑu’ have same 

argument structure based on karaka relation and ontology. The verb class is the only 

feature which provides disambiguation cue in this case. 

 

 5.5.6.4 Match with Verb Class 

 The verb class refers to the categorization of verbs based on their shared semantic 

properties. Verbs within the same semantic class often exhibit similar syntactic and 

semantic characteristics, and they behave almost in same way. In our verb frame, it 

represents the “semantic class of the verb based on Levin (1993)”, and it offers 

significant disambiguation cue for an ambiguous verb.  

 In this stage, our system compares the semantic classes of the arguments which a 

verb having more than one sense possessed. This is the third and final filter of our system 

which provides a significant clue for disambiguation task. Figure 5.7 demonstrates the 

system output for the two senses of the verb ‘ukhel’, which hold the same verb class, 

differing only on the basis of ontological feature. 
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Figure 5.7 System output for the two senses of the verb ‘ukhel’ 

 

In the data represented in Figure 5.7, we can observe that the features like karaka 

relation and verb class are matched in both senses of the verb ‘ukhel’. Therefore, it is 

necessary for it to undergo through the filter of ontology for its disambiguation.  
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CHAPTER 6 

EVALUATION AND ERROR ANALYSIS 
 

6.1 Introduction 

This chapter is dedicated to the evaluation and analysis of errors in the verb sense 

disambiguation (VSD) system that we have developed in this research. Section 6.2 

provides an overview of the evaluation methodology, encompassing the techniques and 

the corpus employed to assess the system's performance. Section 6.3 goes on to delineate 

the errors that were observed in the system's output. Furthermore, this section conducts a 

thorough analysis of the types of errors that occurred and delves into the underlying 

reasons for these errors. 

 

6.2 Evaluation 

As evaluating the performance is a crucial aspect of this study, we have conducted 

a series of experiments to assess the effectiveness of the proposed approach for verb 

sense disambiguation. These experiments serve as a fundamental part of our research, 

allowing us to gauge how well the approach performs in disambiguating verb senses and 

providing valuable insights into its overall effectiveness. We have evaluated the proposed 

knowledge-based VSD system using the rule-based method. As discussed in the previous 

chapters, our system is developed using a knowledge-based approach, i.e., our system 

utilizes information provided by a verb frames database to assign senses to verbs. Our 

database contains 482 verb frames for 200 ambiguous Nepali verbs, (See Appendix I).  

We have evaluated our system using a test dataset of 1,000 sentences containing 

ambiguous verbs. The sentences were sourced from ILCI, TDIL, Samakalinsahitya.com, 

and https://github.com/sharad461/nepali-translator, as demonstrated in Table 2.2.  

The system’s performance was evaluated using two measures: Precision and 

Recall. Precision refers to the number of verbs taken for testing, while Recall is the 

number of disambiguated verb senses or correctly retrieved verb frames. The 

performance evaluation criteria for our system can be formulated as follows: 

 

 

https://github.com/sharad461/nepali-translator
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Precision =     No. of Relevant retrieved verb frames  

            No. of all retrieved verb frames 

  

  Recall =   No. of relevant retrieved verb frames 

No. of all relevant verb frames 

  
 Table 6.1 presents the precise test results, indicating that our system successfully 

retrieved 442 verb frames out of the 482 verb frames available in our database. With the 

guidance provided by these verb frames, our system was able to disambiguate 844 out of 

the 1000 test sentences. However, 156 sentences remained undistinguished due to various 

errors, as elaborated upon in Section 6.3 of this chapter. 

Table 6.1: Test Result 

 

Relevant Retrieved Verb Frames Disambiguated 

Sentences 

Non-Disambiguated 

Sentences 

442 844 156 

Total No. of Verb Frames = 482 Total Number of Sentences = 1000 

 

  
Hence, the precision and recall for our system are 91.7% and 84.4%, respectively as 

formulated below:  

 

i) Precision =      442/482 x 100 = 91.7%   

  

ii) Recall =   844/100x100 = 84.4% 

         

6.3 Error Analysis 

Error Analysis involves identifying, categorizing, and understanding the types of 

errors that occur and their underlying causes or patterns of occurrence. It provides 

valuable insights into the strength and weakness of the system that would guide 

improvement and refinement. In our study, error analysis involves examining the cases 

where our VSD system failed to assign senses to verbs correctly and determining the 

reasons behind these failures. While evaluating the system, we found five types of errors 

that occurred in our system as follows: 
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i. Preprocessing Error 

ii. Out of Verb Frame Database 

iii. Out of Ontological Lexicon 

iv. Out of Verb Class Lexicon 

v. Errors due to multiple matches in each level of information 

Sub-sections below analyze each type of error with examples.  

  

6.3.1 Pre-processing Error 

The pre-processing error has occurred in our system during the conversion of text. 

In this stage, we have cleaned and edited parser output manually. This was necessary 

because the parser we employed in our research is still in its developmental stage which 

needs manual validation at each annotation step, such as POS tagging, Chunking and 

Parsing.  

There are three types of preprocessing error found in our system, occurred due to 

three different reasons. They are exemplified in Figure 6.1 below. The first type of 

preprocessing error has occurred due to the incomplete information about the verb class 

like in the sentence ID 46, there is a missed phrase ‘Verb of’ in the information given. It 

is written as ‘oɽh: root > dressing’ instead of ‘oɽh: root > Verb of dressing’ due to which 

it has caused no matching information on verb class basis.  

The second type of preprocessing error as given in Figure 6.1 is due to the 

misspelling of the verb root. For example in sentence ID 62, the verb root is written as 

‘kɑɽ’ instead of ‘kɑɽh’.  

Likewise, the third type of preprocessing error is occurred due to the wrong 

parenthesis information as in sentence ID 99, the bracket symbol ‘(’ is missing after ‘{मा 

, PSP }’.  

These types of errors can be fixed with revised validation of the input sentences 

prior to the processing of the text for programming. 
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Figure 6.1: Preprocessing Error 

         

 

6.3.2 Out of Verb Frame Database 

Our VSD system depends on a database of verb frames to obtain information 

about how a verb behaves in a particular context or sense. We have a database of 482 

verb frames corresponding to the 200 ambiguous Nepali verbs, with each frame 

associated with a particular sense of these verbs. As seen in the system architecture in 

Figure 5.1, our system goes through four stages of verb sense disambiguation: sense 

identification, match with karaka label, match with verb class, and match with ontology. 

These four stages rely entirely on the knowledge provided by the verb frame database. 

With the help of this database, the system first identifies the different senses of a verb, 

and then it matches the karaka, verb class, and ontological information of arguments that 

a particular sense of a verb takes with the information provided by the verb frame. 
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Throughout the evaluation process, it's important to acknowledge that errors may arise 

due to the absence of a verb frame for a particular sense of a verb. This highlights the 

significance of having a comprehensive and well-structured verb frame database to 

support accurate sense disambiguation. In cases where a specific sense lacks adequate 

representation in the database, the system may struggle to make the correct sense 

identification, resulting in errors. This underscores the importance of continually 

expanding and refining the database to enhance the overall performance of the verb sense 

disambiguation system. Figure 6.2 exemplifies such errors as follows:  

Figure 6.2: Error due to lack of Verb Frame Database 

                       
 

In sentences IDs 491 and 487, the verb roots are 'hu' and 'gɑ', which are not 

present in our verb frames database. In other words, our database does not contain any 

frames for these verbs. Therefore, our system is unable to retrieve 'match' information for 

these verbs, which has resulted in errors. 
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6.3.3 Out of Verb Class Lexicon 

The semantic class of a verb provides an important clue for determining the 

correct sense of a verb in a particular context. Verb class information, based on Levin 

(1993), constitutes one of the main components of our verb frame. The VSD system we 

have developed incorporates this information in the disambiguation process through the 

stage of ‘match with verb class’. Out of the 51 classes of verbs provided by Levin (1993), 

we have utilized 38 classes in our verb frames. Given the relatively small size of our verb 

frame database, which encompasses only 482 verb frames, it's important to recognize that 

our lexicon of verb classes is also limited in number. Consequently, our Verb Sense 

Disambiguation (VSD) system may occasionally encounter errors stemming from the 

absence of verb class information. This limitation highlights the need for ongoing efforts 

to expand and enrich both the verb frame database and the lexicon of verb classes, as a 

more comprehensive resource can significantly enhance the accuracy and reliability of 

the VSD system. Figure 6.3 exemplifies such type of errors. 

Figure 6.3: Error due to lack of Verb Class Information 

                  



91 
 

In Figure 6.3 above, the sentence IDs 58 and 67 contain verb roots 'kɑʈ' ('cross') 

and 'kɑɽh' ('hatch'), respectively. These verbs lack verb class information in the input 

sentences because they are not present in our verb class lexicon entries.  

 

6.3.4 Out of Ontological Lexicon 

The ontological features of arguments provide another crucial clue for 

disambiguating verbs with the assistance of our verb frames. The ontology tag set, 

prepared by CALTS (2017), has been devised to depict ontological features of arguments 

within our verb frames, and we have created a small ontological dictionary for our VSD 

system. The 'match with ontology' stage in our system uses ontological information as a 

disambiguation cue. However, because our ontological dictionary contains a very limited 

number of words, it sometimes fails to cover all the words found in test sentences. As a 

result, it may encounter errors due to the lack of an ontological lexicon for some words. 

 Figure 6.4: Error due to lack of Ontological Information 
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Figure 6.4 above shows the two instances of errors that persisted due to the lack 

of ontological information for the words धान [dhɑn ‘paddy’] and आइफल [ɑiphal ‘apple’] 

as in sentence IDs 71 and 78, respectively. 

6.3.5 Error due to multiple matches in each level of information 

This type of error occurs when there is multiple sense IDs that match with each 

other for a particular verb given in the test input. The presence of multiple matches in the 

karaka relation, ontology, and verb class information indicates that our system is unable 

to disambiguate the verb based on the information provided by our verb frames database 

at these three levels. Figure 6.5 exemplifies such errors as follows: 

Figure 6.5: Error due to multiple matches in each level of information 

            

In the figure above, the sentence IDs 420 and 56 have verbs 'lɑg' and 'kɑʈ', 

respectively, which have multiple matches at each level of disambiguation information, 

including karaka, ontology, and verb class. Errors of this nature require specific treatment 

to identify additional disambiguation cues. 
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CHAPTER 7 

SUMMARY AND CONCLUSION 

 7.1 Summary 

 There is a dire need to build different kinds of linguistic resources in order to 

enhance language technologies for low-resourced languages like Nepali. The fact that 

natural language processing without linguistic knowledge is next to impossible 

encourages researchers to pursue linguistics computationally. We see tremendous efforts 

being carried out on personal and institutional levels to create linguistic knowledge bases 

for different languages worldwide. In the same scenario, the Nepali language is at the 

primary stage of natural language processing, which has various thrust areas where we 

can make efforts and do more research. In this context, this study is an effort to build a 

knowledge base of ambiguous Nepali verbs for enhancing NLP tasks and applications. 

As we see in Chapter 1 of this thesis, ambiguity in any natural language has proved to be 

a great barrier to getting desirable accuracy in every NLP application, such as Machine 

Translation, Semantic Interpretation, Information Retrieval and Extraction, etc. It is, in 

fact, an ‘AI-complete problem’ which seeks strategies to handle it in more specific ways. 

Verb Sense Disambiguation is an NLP task that resolves verbal ambiguities through 

different methods and approaches. The knowledge-based approach finds resolution 

strategies in language resources such as dictionaries, thesaurus, WordNet, etc. This study 

proposes disambiguating Nepali verbs using verb frames, a knowledge base enriched 

with lexical, syntactic, and semantic information about a particular verb.  

Chapter 2 of this thesis has provided a comprehensive overview of the 

methodological aspects of the study, encompassing two main sections: Collection of Data 

and Theoretical Framework. In the first section, the study described the extensive process 

of gathering data to build verb frames for Nepali. A total of 482 verb frames were 

meticulously developed, covering each sense of 200 ambiguous verbs. The accuracy and 

reliability of these verb senses were confirmed through the meticulous examination of a 

corpus comprising 200,000 sentences and cross-referenced with four reputable Nepali 

dictionaries in print form. The chapter elucidated the sources and nature of the data 

collection, highlighting the diverse domains and rich linguistic resources employed for 
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this purpose. The second section of this chapter is about the theoretical framework 

delved into the foundational underpinnings of the research, divided into two sub-sections. 

The first sub-section, introduced the concept of a Verb Frame as a comprehensive 

knowledge repository that encapsulates lexico-syntactic and semantic knowledge about 

individual verbs. Drawing inspiration from the work of Begum (2017), the study adapted 

and modified the structure of verb frames to serve the specific purpose of sense 

disambiguation in Nepali verbs. The modifications included the incorporation of 

additional information such as 'verb class' and 'ontology' to enhance the accuracy of sense 

disambiguation. Notably, certain elements like 'position' and 'relation' were omitted from 

the verb frame, as they remained constant in Nepali sentences due to language-specific 

characteristics. The chapter provided a detailed breakdown of the components of the verb 

frame, distinguishing between the Description of the verb and the Verb Frame itself. Key 

components included information about the verb's name, sense ID, verb sense, English 

gloss, verb class, verbs in the same class, example sentences, theta roles, and frame ID. 

Additionally, it outlined the tabular representation of the argument structure of a verb, 

detailing elements like arc-label, necessity, vibhakti, lextype, and ontology. The second 

sub-section delved into the Knowledge-Based Approach for Verb Sense Disambiguation 

(VSD). The study highlighted the categorization of VSD approaches, including 

Supervised Machine Learning, Unsupervised, Semi-Supervised, and Knowledge-Based 

methods. In this research, a Knowledge-Based Approach was adopted, leveraging 

external linguistic resources such as dictionaries, thesauri, and WordNet. This approach 

relied on the comprehensive verb frames constructed earlier, which contained a wealth of 

linguistic knowledge encompassing verb senses and their associated attributes. These 

attributes, including karaka relations, verb class, and ontology, were identified as 

valuable assets for enhancing the accuracy of verb sense disambiguation.  

Chapter 3 of this thesis presents a preliminary introduction to Nepali verb 

morphology. Morphologically, Nepali is an agglutinating language that exhibits SOV 

phrase order in its syntax. The Nepali language has a nominal and verbal system rich in 

subject-verb or subject-object-verb agreement patterns. Particularly, the Nepali verbs 

inflect for gender, number, person, honorific status, tense, aspect, and mood, and for their 

alternation processes like passivization, negativization, and causativization. The transitive 
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verb in Nepali takes up to three objects in a sentence. Thus, the transitive verbs in Nepali 

are mono-transitive, di-transitive, or tri-transitive. The process of causativization 

increases the valence of a verb, resulting in the formation of tri-transitive construction in 

Nepali. The formal structure of finite verbs in Nepali is ‘root+copula’ as they end in 

[chu/chʌu͠/chʌs/chʌu/chʌ/chʌn] or [ho/thiyo] copular suffixes. The non-finite verbs in 

Nepali have [dʌi/dɑ/i/erʌ] endings. Based on morphological structure, verbs in Nepali can 

be divided into simple and compound verbs. Simple verbs refer to those that are made out 

of only one root, whereas compound verbs are the result of a combination of more than 

one root and copula. The auxiliaries in Nepali are suffixed to the verb root in order to 

make a verb stem. The suffixes like [-chʌ,-jo], and [ho] are auxiliaries in Nepali that 

exhibit various morphological forms according to tense, aspect, mood, and other 

inflections. Nepali has two grammatical genders based on inflectional markers that 

subject and verb take in a sentence. They are feminine and non-feminine. The linguistic 

entity that denotes other than human does not show grammatical gender distinction in 

Nepali. The human masculine entities and non-human entities, including non-living 

things, fall under the non-feminine gender in this language. First, second, and third 

persons with no inclusive and exclusive distinctions in second person pronouns are found 

in Nepali. For the first-person singular and plural forms and second and third-person 

plural forms, the verb does not show any variations in cases of gender and honorific 

status. However, the Nepali verb shows variations for number and person for each unit. 

The auxiliary verb carries tense, aspect, and mood information in Nepali. The two-fold 

distinctions for tense are found in Nepali: past and non-past. The aspects in Nepali are 

simple, continuous, perfect, habitual, and unknown. 

Among these aspects, habitual and unknown aspects are for past tense only. There 

are five types of grammatical moods in Nepali. They are: assertive, imperative, 

interrogative, indicative and presumptive. In order to make a sentence with passive voice, 

the –ijo morpheme is suffixed to a verb stem. There are five methods of causative 

formation in Nepali: by -ɑ suffix, by -ɑ/ɑl suffix, by changing [ʌ]into[ɑ], by changing 

[u]into[o], and by -ɑ insertion. In Nepali, -nʌ is a negative marker. It is either prefixed or 

suffixed to a verb stem to make a negative sentence.    
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Chapter 4 of the thesis discusses the procedures and methodology of building verb 

frames for Nepali. A total of 482 verb frames have been created for 200 ambiguous 

Nepali verbs. The verbs having two to fifteen senses have been taken for verb frames, 

and a corpus analysis has made the extraction and selection of verbs of 2 lac sentences. 

The verbs are selected based on their frequency of occurrence and their obvious 

ambiguity. The senses of each verb have been verified using IndoWordNet and some of 

the standard dictionaries of Nepali. Verb frames are created following the theoretical 

framework provided by Begum (2017). They comprise two parts of information: 

Description and Verb frame. The description refers to the lexico-semantic features of a 

particular verb with special reference to its name, sense, sense ID, gloss, and semantic 

class and verbs in the same class. Verb frame, on the other hand, refers to the specific 

table representing syntactic information such as example sentences, theta roles, 

dependency relations, and the necessity of the arguments, vibhatktis, lexical type, and 

ontology. The example sentences for each sense of a particular verb have been extracted 

from the corpus and transcribed in IPA using interlinear morpheme-by-morpheme 

glossing provided by Leipzig Glossing Rules (2015). The verbs in the example sentences 

are converted into simple past tense form to avoid the complexity of verbal inflections a 

verb can hold due to TAM and other inflections. Theta roles of the arguments are 

depicted using the tagging module provided by VerbNet (2006). At the same time, 

dependency relations are represented with the help of the Paninian Grammatical 

Framework. The necessity of the arguments is captured either as desirable or mandatory 

while the type of vibhaktis are given based on AnnCora Guidelines annotating Hindi 

Treebank (2014). Detailed information about the ontologies of arguments is also 

represented in verb frames, which are tagged based on the tagset provided by CALTS, 

University of  Hyderabad (2017). The fourth chapter of this thesis also tries to capture 

unique verb frames for classifying Nepali verbs. The classification proposes 35 types of 

verbs having unique frames.  

In chapter 5 of this thesis, we have delved into the intricate world of ambiguity in 

language and its various manifestations. From the fundamental concept of ambiguity to 

its different types, we have explored how language can be a rich source of multiple 

meanings. This exploration has underscored the need for effective tools and techniques to 
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disambiguate these ambiguous expressions, especially in the realm of natural language 

processing (NLP). Ambiguity, as we have seen, can manifest at various levels, including 

lexical, syntactic, semantic, and pragmatic. Each type of ambiguity presents unique 

challenges, and resolving them is crucial for enhancing the accuracy of NLP applications. 

Word Sense Disambiguation (WSD) emerges as a critical task in this context, as it aims 

to automatically determine the correct sense of a word in a given context. We have 

discussed the two main approaches to WSD: the knowledge-based approach and the 

corpus-based approach. The knowledge-based approach relies on predefined lexical 

resources and expert knowledge, while the corpus-based approach utilizes large-scale 

textual data and statistical methods. Both approaches have their strengths and limitations, 

and the choice between them depends on the availability of resources and specific 

application requirements. To illustrate the practical application of WSD, the chapter also 

presents the system architecture of Verb Sense Disambiguation using verb frames.  

Verb Sense Disambiguation (VSD) is a computational task that aims to 

automatically select the appropriate sense of a verb within a given context. Contextual 

information, including corresponding nouns, and the argument structure of the verb, is 

crucial for accurate sense disambiguation. The Nepali VSD system using verb frames 

consists of three main components: pre-processing, conversion of text into VSD system 

format, and verb sense disambiguation. Each stage plays a vital role in preparing the data 

and applying linguistic knowledge to disambiguate verb senses. Input sentences for the 

system are extracted from a monolingual Nepali corpus and are carefully selected to 

avoid complex structures. Simple sentences with straightforward verb forms are chosen 

to facilitate the disambiguation process. Pre-processing involves three tasks: Part-of-

Speech (POS) tagging, chunking, and parsing. These tasks help in analyzing the 

grammatical structure of sentences and preparing the data for subsequent stages. The 

output from the parser is transformed into a format compatible with the VSD system. 

Irrelevant information is removed, and corrections are made to ensure the data aligns with 

the system's requirements. A database of verb frames is created, containing information 

about 200 ambiguous Nepali verbs and their various senses. These frames provide 

valuable semantic and syntactic information for disambiguation. The core task of the 

system involves four stages: Sense Identification, Match with Karaka Label, Match with 
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Verb Class, and Match with Ontology. These stages employ different cues, such as sense 

IDs, karaka labels, verb classes, and ontological information, to disambiguate verb senses 

effectively. The final step involves retrieving sense IDs and matching them with 

corresponding verb senses, resulting in the selection of the appropriate sense for a given 

verb in context. Overall, this chapter has outlined the comprehensive process of 

disambiguating verb senses using verb frames in the Nepali language. It highlights the 

importance of linguistic knowledge and context in tackling the ambiguity inherent in 

verbs and demonstrates the systematic approach employed in the VSD system. 

In chapter 6, we have delved into the evaluation and analysis of the verb sense 

disambiguation system developed in the course of our research. Our system, which relies 

on a knowledge-based approach utilizing a verb frames database, was subjected to 

rigorous evaluation using a test dataset of 1,000 sentences containing ambiguous verbs. 

The evaluation was carried out using precision and recall as performance metrics, 

yielding precision of 91.7% and recall of 84.4%. These figures demonstrate the system's 

effectiveness in disambiguating verb senses in a Nepali language context. However, our 

analysis also uncovered various types of errors, each with its own distinct characteristics. 

These errors include preprocessing errors, instances where the system is unable to find 

verb frames in its database, absence of verb class information, lack of ontological lexicon 

coverage, and errors arising from multiple matches in the disambiguation process. Each 

type of error was examined in detail, providing insights into areas where the system can 

be refined and improved. Overall, this chapter has provided a comprehensive overview of 

the performance and limitations of our verb sense disambiguation system, setting the 

stage for future enhancements and refinements to address these identified errors and 

further improve the system's accuracy and reliability. 

 7.2 Conclusion 

In conclusion, this research highlights the significant challenges and opportunities 

in the field of natural language processing for low-resourced languages like Nepali. The 

study underscores the critical need to develop linguistic resources to enhance language 

technologies for such languages. 
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The research has shown that computational linguistics can play a pivotal role in 

addressing linguistic complexities and ambiguities. It has demonstrated the importance of 

linguistic knowledge in achieving accurate results in various natural language processing 

applications. 

The creation of a comprehensive knowledge base of ambiguous Nepali verbs, 

consisting of 482 verb frames for 200 ambiguous verbs, is a significant contribution to 

the field. These verb frames, enriched with lexical, syntactic, and semantic information, 

serve as valuable assets for enhancing natural language processing tasks and applications. 

Ambiguity, a prevalent challenge in natural language, has been identified as a 

major barrier to achieving desirable accuracy in NLP applications. The study recognizes 

ambiguity as an 'AI-complete problem' and focuses on strategies to handle it effectively. 

The adoption of a knowledge-based approach for Verb Sense Disambiguation 

using verb frames has been demonstrated as a promising method. The incorporation of 

linguistic resources such as dictionaries, thesauri, and ontological information has proven 

to be effective in enhancing the accuracy of sense disambiguation. 

Throughout the research, a thorough understanding of Nepali verb morphology 

and its intricacies has been presented. This knowledge is fundamental in developing 

accurate verb frames and, by extension, improving NLP applications for the Nepali 

language. 

The evaluation of the VSD system has provided valuable insights into its 

strengths and weaknesses. The identified errors, ranging from preprocessing issues to 

database limitations and multiple matches, serve as guidance for future refinements and 

improvements. 

In essence, this research represents a significant step towards advancing natural 

language processing capabilities for Nepali and similar low-resourced languages. It 

highlights the importance of linguistic resources, context, and systematic approaches in 

addressing linguistic complexities and achieving accurate results in NLP applications. 
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The journey continues, with opportunities for further research and enhancement in the 

field of computational linguistics for underrepresented languages. 
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APPENDIX – I 
 

List of Ambiguous Verbs taken for building Verb Frames 

S.N Verb No. of 

Sense 

S.N. Verb No. of 

Sense 

S. 

N. 

Verb No. of 

Sense 

S.N. Verb No. of 

Sense 

1 ɑu 2 51 chuʈ 3 101 pirol 2 151 mic 2 

2 ɑ̃k 2 52 ʤᴧnmᴧ 2 102 pug 2 152 mil 5 

3 ukɑs 3 53 ʤᴧm 2 103 puch 2 153 mʌl 2 

4 uker 2 54 ʤʌl 2 104 purjɑu 2 154 muɽ 2 

5 ukel 2 55 ʤɑn 2 105 pokh 2 155 much 2 

6 uksi 2 56 ʤɑg 2 106 phᴧl 2 156 munʈi 2 

7 ukhel 2 57 ʤogɑu 2 107 phɑ̃ɽ 2 157 meʈ 2 

8 ughri 2 58 ʤoɽ 3 108 phuk 2 158 rʌc 2 

9 ughɑr 2 59 ʤhᴧr 2 109 phuʈ 2 159 rʌsɑu 2 

10 ucɑl 2 60 ʤhik 2 110 phul 2 160 rʌhʌ 3 

11 uʈh 6 61 ʤhos 2 111 pher 2 161  reʈ 2 

12 uɽ 2 62 ʈɑ̃g 2 112 phjɑ̃k 2 162 rʌnki 3 

13 utɑr 2 63 ʈɑ̃s 2 113 bᴧg 2 163 rɑkh 2 

14 utri 2 64 ʈip 2 114 bᴧʤ 2 164 rɑ̃ki 3 

15 udɑu 2 65 ʈek 2 115 bʌɽh 4 165 rɑpi 2 

16 uphri 3 66    ʈok 2 116 bʌn 2 166 rũg 2 

17 ubʤi 2 67 ʈhʌg 2 117 bᴧs 2 167   ruc 2 

18 ubhi 2 68 ʈhuŋ 2 118 bᴧtɑu 2 168   rop 2 

19 umri 2 69 ʈhel 2   119 bᴧsɑu 2 169 lᴧgɑu 4 

20 oɽh 2 70 ʈhok 3 120 bɑ̃dh 3 170 lʌchɑr 2 

21 kʌmɑu 3 71 ɖʌɽh 2   121 bigrʌ 2 171 lʌɽ 2 

22 kᴧrɑu 2 72 ɖhʌl 2 122 bit 3 172 lʌʈhɑr 2 

23 kᴧs 2 73 ᶑhɑk 2 123 bisɑu 2 173 lʌnɖi 2 

24 kɑʈ 6 74 tʌp 2 124 bhᴧn 2 174 lʌmmi 2 
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25 kɑɽh 7 75 tʌr 2 125 bhᴧr 2 175 lɑg 15 

26 kiʈ 2 76 tʌrkʌ 2 126 bhɑg 2 176 li 2 

27 kuʈ 2 77 tɑn 2 127 bhiʤ 2 177 ljɑu 2 

28 ker 2 78 tok 4 128 bhᴧkur 2 178 sʌk 3 

29 khᴧp 2 79 thɑk 2 129 bhʌɽkʌ 2 179 sʌnki 2 

30 khʌs 2 80 thɑm 2 130 bhɑsi 2 180 sʌpri 2 

31 khɑ 2 81 thun 2 131 bhɑ̃ɽ 2 181 sʌmɑu 3 

32 khijɑu 2 82 dᴧbɑu 2 132 bhᴧtkᴧ 2 182 sʌ̃bhɑl 2 

33 khul 6 83 dɑg 3 133 bhᴧnki 2 183 sʌlki 2 

34 khel 4 84 di 2 134 bhir 2 184 sʌr 3 

35 khoʤ 2 85 dekh 2 135 bhuʈ 2 185 sʌrki 2 

36 khol 4 86 nɑg 2 136 bhul 2 186 suk 2 

37 gʌl 2 87 nɑp 2 137 bheʈ 2 187 sulki 2 

38 gʌr 2 88 nikɑl 2 138 bhog 2 188 hᴧlli 2 

39 ghᴧʈ 2 89 niski 2 139 bhjɑu 2 189 hʌrɑu 2 

40 ghum 2 90 nihuri 2 140 mʌcci 2 190 hʌʈ 2 

41 cʌɽh 2 91 pᴧkrᴧ 2 141 mʌnɑu 2 191 hɑ̃k 3 

42 cᴧmkᴧ 2 92 pᴧkɑu 2 142 mʌth 2 192 hɑl 4 

43 cᴧrkᴧ 2 93 pᴧglᴧ 2 143 mʌr 4 193 hᴧʈ 2 

44 cʌl 6 94  pʌcɑu 2 144 mʌrkᴧ 2 194 her 6 

45 cjɑt 2 95 pʌr 4 145 mᴧski 2 195 hɑn 4 

46 cjɑp 2 96 pᴧs 2 146 mɑʤh 2 196 hu 2 

47 chʌ̃ʈɑu 2 97 pʌsɑu 2 147 mɑn 2 197 hᴧkɑr 2 

48 chᴧr 2 98 pɑu 2 148 mɑt 2 198 hɑr 2 

49 chɑɽ 2 99 pɑk 2 149 mɑr 2 199 hᴧmkᴧ 2 

50 chɑn 2 100 pɑl 2 150 mɑs 2 200 hũɽʌl 2 
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APPENDIX - II 

Semantic Classification of Verbs based on Levin (1993) 

 
 1 Verbs of Putting 

1.1 Put Verbs 

 Class Members: milɑunu, ʤuraunu ‘arrange’; ɖubɑnu, gɑɽnu, bhiʤɑunu ‘immerse’; 

 ʤʌɽnu ‘install’; rɑkhnu, ᴧɽnu ‘lodge’; chᴧɽnu, uklᴧnu, bᴧɽnu ‘mount’; rɑkhnu, milɑunu, 

 thᴧkjɑunu ‘place/put’;  ʈɑŋnu ‘sling’; lukɑunu ‘stash’ etc. 

 

 1.2 Verbs of Putting in a Spatial Configuration 

 Class Members: ʤhunɖinu, lʌʈkᴧnu ‘dangle’; ʤhulɑunu, ʈɑŋnu ‘hang’; bisɑunu, 

 bichjɑunu, lʌɖɑunu ‘lay’; ʌɖes lɑgnu, ɖhessinu ‘lean’, bʌsnu, sthit hunu ‘sit’; sustɑunu, 

 leʈnu, ɖhʌlkʌnu ‘rest’, ubhinu, ʌglo hunu, ʈhʌɖjæunu ‘stand’; ʌɖjæunu ‘suspend’, etc. 

 

 1.3 Funnel Verbs 

 Class Members: bʌʤɑrnu ‘bang’; chopnu, ɖubki lɑunu, ʤhʌrnu ‘dip’; thupɑrnu, khɑ̃dnu, 

 phjɑ̃knu ‘dump’; khʌnjɑunu ‘ladle’; hɑlnu ‘pound’; push ‘ʈhelnu’; tɑnnu, khicnu ‘rake’; 

 piʈnu, sʌmmʌ pɑrnu ‘ram’; ubhɑunu, uʤæunu, uʤhelnu, uʈhɑunu ‘scoop’; khurkʌnu, 

 kornu, kotʌrnu ‘scrape’; hʌllɑunu, ghʌcghʌcæunu, ʤhʌʈkɑrnu, hũɖʌlnu ‘shake’; 

 nimoʈhnu, nicornu, ʈhosnu, hulnu ‘squeeze’; bʌɖɑlnu ‘sweep’; dobrjɑunu, khumcjɑunu 

 ‘tuck’; ʈɑlnu ‘wad’; puchnu ‘wipe’, etc. 

 

 1.4 Verbs of Putting with a Specified Direction 

Class Members: khʌsɑlnu, cuhɑunu ‘drop’; uʈhɑunu ‘hoist’; ucɑlnu, boknu ‘lift’; 

ohrɑlnu, utɑrnu, khʌsɑlnu, ʤhɑrnu ‘lower’, uʤjɑunu, ʌgljɑunu ‘raise, etc. 

 

 1.5 Pour Verbs 

 Class Members: nithrʌnu, nikhrʌnu, turkɑunu, cuhɑunu, cuhunu ‘dribble’; tʌrkʌnu, 

 ʈʌpkʌnu, tʌpkʌnu ‘drip’; pokhnu, khʌnjɑunu, ghopʈjɑunu ‘pour’; piʈnu, ʈhoknu ‘slosh’; 

 vɑntɑ gʌrnu ‘spew’; chirkjɑunu ‘spurt’, etc. 

 

 1.6 Coil Verbs 

 Class Members: bʌʈɑrinu, bɑʈinu ‘coil’; ghumrinu, ghũgurinu ‘curl’; gɑ̃ʈho pʌrnu ‘loop’; 

 ghumnu ‘spin’; ghumnu, phʌnkinu ‘twirl’; riŋnu ‘whirl’etc. 

 

 1.7 Spray/Load Verbs 

Class Members: kocnu, bhʌrnu ‘cram’; ʤhjɑmminu ‘crowd’; thicnu ‘dab’, potnu ‘daub’, 

ɖhɑknu, ʈɑŋgnu ‘drape’; simsim pɑni pʌrnu ‘drizzle’; ʤhunɖinu, ʤholinu, lʌrkʌnu 

‘hang’; thopnu, culinu ‘heap’; hɑlnu ‘inject’; rokinu, ʌɖkinu ‘jam’; lɑdnu, bokɑunu, 

bhʌrnu ‘load’; ropnu ‘plant’; lep lɑunu ‘plaster’; ghocnu, khopnu ‘prick’; ghoʈnu, 

rᴧgʌɽnu, mɑɽnu, dʌlnu, ghʌsnu ‘rub’; chʌrnu ‘scatter’; bʌsnu, thɑminu, ʌɽinu ‘settle’; 

siunu ‘sew’; dʌrkᴧnu, bʌrsᴧnu ‘shower’; lᴧtpᴧtinu ‘smear’; chʌrnu ‘sow’; chjɑpnu 

‘spatter’; chʌrkʌnu, sirkɑunu ‘spray’; pʌsɑrnu, phĩʤɑrnu, phʌilɑunu ‘spread’; 
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chʌmkʌnu ‘sprinkle’; thɑk pɑrnu ‘stack’; ʈɑ̃sinu, ʈɑsnu ‘stick’; gũthnu, gɑ̃snu, unnu 

‘string’; thicnu, koccinu, lʌtɑrnu ‘stuff’; sosnu ‘swab’; dhunu, pᴧkhɑlnu ‘wash’; bernu, 
lʌpeʈnu, guʈmuʈjɑunu ‘wrap’, etc. 

  

 1.8 Fill Verbs 

Class Members: sʌʤɑunu ‘adorn’; bɑ̃dhnu ‘bind’; cheknu, roknu, buʤjɑunu ‘block’; 

sosnu, lʌtpʌtinu ‘blot’; sʌrkinu, nissɑsinu ‘choke’; lukɑunu ‘cloak’; thunnu, thuninu 

‘clog’; mʌilinu ‘contaminate’; chopnu, ɖhɑknu, oɽhnu, khɑpnu ‘cover’, bɑ̃dhnu, roknu 

‘dam’, sĩgɑrnu, ᴧʤɑunu ‘decorate’; nibhɑunu, bhiʤhɑunu ‘douse’; bhiʤnu ‘drench’; 
ghernu ‘encircle’; posnu ‘enrich’; phʌ̃snu, lʌʈhɑrinu, ʤelinu, gɑ̃sinu ‘entangle’; bhʌrnu, 

purnu ‘fill’; urlʌnu ‘flood’; bhʌrinu, rʌ̃ŋgɑunu ‘imbue’; ʤʌɖnu ‘inlay’,  misnu 

‘interlard’;  khɑ̃dnu ‘pad’; bʌʤnu ‘ring’; kũdnu, khopnu ‘stipple’; gɑɖnu ‘stud’; 

ghernu ‘surround’;  bernu ‘swaddle’; lᴧpeʈnu ‘swathe’; chɑpnu ‘tile’; chɑ̃ʈnu ‘trim’; 

chopnu ‘veil’, etc. 

 

 1.9 Butter Verbs 

 Class Members: lobhjɑunu ‘bait’; chepre pɑrnu, lolopoto gᴧrnu, chiplo lɑunu ‘butter’; 

 birko lɑunu ‘cap’; lukɑunu ‘cloak’, lᴧʈʈinu, mɑtnu ‘drug’; cheknu ‘fence’; buʤo lɑunu 

 ‘gag’; cipljɑunu, cillo pɑrnu ‘grease’; kᴧpnu ‘groove’; kᴧsnu ‘harness’; tel lɑunu ‘oil’; 

 ʈɑlnu ‘patch’; ʈᴧlkɑunu ‘polish’;  sĩcnu, chiʈnu ‘water’; potnu, chunɑ lɑunu ‘whitewash’, 

 etc. 

 1.10 Pocket Verbs 

Class Members: phelɑ pɑrnu ‘bag’; kᴧid gᴧrnu ‘cage’; thunnu ‘coop’; pᴧkrinu ‘corral’; 

cᴧrɑunu ‘pasture’; ot lɑgnu ‘shelter’; thᴧnkɑunu ‘shelve’; k̃ɑdh hɑlnu ‘shoulder’; 

ʤhirmɑ unnu ‘skewer’; ʤɑlmɑ pɑrnu ‘snare’; thuknu ‘spit’; pɑsomɑ pɑrnu ‘trap’, etc. 

  

 2 Verbs of Removing 

 2.1 Remove Verbs 

Class Members: ʤhiknu, nikɑlnu ‘abstract’; ʈipnu ‘cull’; meʈɑunu ‘delete’; choɽnu,  
hᴧʈɑunu, phjɑ̃knu ‘discharge’; phᴧrkɑunu ‘disgorge’; ukhelnu, phukɑlnu ‘dislodge’; 

khɑriʤ gᴧrnu ‘dismiss’; chuʈnu, muktᴧ gᴧrnu ‘disengage’; tɑnnu ‘draw’; nikɑsnu, 
kɑɽhnu ‘eject’; hᴧʈɑunu ‘eliminate’; ukhelnu ‘eradicate’; nikɑlnu ‘evict’; kɑʈnu ‘excise’; 

nikɑlnu, uchiʈjɑunu, milkɑunu, gᴧlhᴧtjɑunu ‘expel’; ʤhiknu, phukɑlnu, thutnu, ukhelnu 

‘extract’; ʈhelnu, ghᴧceʈnu ‘extrude’; chimᴧlnu ‘lop’; meʈɑnu ‘omit’; bɑ̃dhnu, vibhɑʤʌn 

gʌrnu,  bɑrnu, cheknu ‘partition’; cijɑunu ‘pry’; kɑʈnu ‘reap’; hᴧʈɑunu, pᴧnchɑunu 

‘remove’; chuʈʈjɑunu, ᴧlᴧg gᴧrnu ‘separate’; lᴧghɑrnu ‘shoo’; ghᴧʈɑunu ‘substract’; 

ukhelnu ‘uproot’; phirtɑ linu, pᴧnchɑunu, khicnu ‘withdraw’; tɑnnu, bᴧrɑlnu, khosnu 

‘wrench’, etc. 

  

 2.2 Banish Verbs 

 Class Members: nikɑlnu, pɑbᴧndi lɑunu ‘banish’; khɑli gᴧrnu, phernu, hᴧʈnu ‘evacuate’; 

 nikɑlnu, gᴧlhᴧtjɑunu, uchiʈjɑunu, milkɑunu ‘expel’; sumpᴧnu ‘extradite’; sᴧmzhᴧnu 

 ‘recall’; hᴧʈɑunu ‘remove’, etc. 
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2.3 Clear Verbs 

 Class Members: phɑ̃ɖnu, ughɑrnu, kholnu ‘clear’; sᴧphɑ gᴧrnu, mɑʤhnu, lipnu ‘clean’; 

 bᴧhɑunu, nithɑrnu, nikhɑrnu, tᴧrkinu, tᴧhᴧrinu ‘drain’; rittinu, ritjɑunu, sᴧkinu, siddhinu, 

 khɑli gᴧrnu ‘empty’, etc. 

 2.4 Wipe Verbs 

 Manner Subclass 

Class Members: hɑnnu, thicnu ‘dab’; tᴧpkjɑunu ‘distill’; kernu, meʈnu ‘erase’; kɑʈnu, 

hᴧʈɑunu ‘expunge’; pᴧkhɑlnu ‘flush’; ritjɑunu ‘leach’; cɑʈnu ‘lick’; ʈipnu ‘pluck’; 

ʈᴧlkɑunu ‘polish’; chimᴧlnu, chɑ̃ʈnu, kɑʈnu ‘prune’; khɑrnu ‘purge’; dhunu, chuʈhnu, 

chopᴧlnu ‘rinse’; ghoʈnu, ghᴧsnu, rᴧgeʈnu, rᴧgᴧɽnu, mɑɽnu ‘rub’; mᴧskɑunu, mɑʤhnu 

‘scour’; khurkᴧnu, tɑchnu, kornu ‘scrape’; mɑʤhnu, mᴧlnu ‘scrub’; khourᴧnu ‘shave’; 

tᴧr kɑɽhnu ‘skim’; cilljɑunu ‘smooth’; bhiʤɑunu, sosnu, ɖhʌɖjɑunu ‘soak’; nicornu, 

nimoʈhnu ‘squeeze’; chɑnnu, cɑlnu ‘strain’; nʌŋgjɑunu ‘strip’; chusnu, tɑnnu ‘suck’; 

sosnu ‘swab’;  bᴧɽɑrnu ‘sweep’; milɑunu ‘trim’; dhunu, pᴧkhɑlnu ‘wash’; pᴧhirinu, 

lɑunu ‘wear’, goɽnu ‘weed’; ʤhɑrnu, uɖɑunu ‘whisk’; niphᴧnnu, kelɑunu ‘winnow’; 

puchnu ‘wipe’, etc. 

 Instrument Subclass 

Class Members: burus lɑunu ‘brush’; kornu, bɑʈnu ‘comb’; retnu, kũdnu, reʈnu ‘file’; 

chɑnnu, cɑlnu ‘filter’; istri lɑunu ‘iron’; puchnu ‘mop’; sohᴧrnu ‘rake’; kɑʈnu ‘shear’; 

khᴧnjɑunu, uʈhɑunu ‘shovel’; meʈɑunu ‘sponge’; sosnu, puchnu ‘towel’; cusnu 

‘vacuum’, etc. 

  

 2.5 Verbs of Possessional Deprivation: Steal Verbs 

Class Members: hᴧrnu, bhᴧgɑunu ‘abduct’; mɑgnu ‘cadge’; pᴧkrᴧnu ‘capture’; khosnu, 

ʤʌpht gʌrnu ‘confiscate’; pᴧkrᴧnu ‘cop’; muktᴧ gᴧrnu ‘emancipate’; mɑsnu, mɑrnu 

‘embezzle’; mᴧnsɑunu, phuknu, ʤhɑrnu ‘exorcise’; dhutnu, ʈhᴧgnu ‘extort’; ʤhiknu, 

phukɑlnu, thutnu, ʤhɑrnu, kɑɖhnu ‘extract’;, cornu, bheʈʈɑunu, phutkɑunu ‘filch’; korrɑ 

ʈhoknu ‘flog’; luchnu, khosnu ‘grab’; thunnu ‘impound’; hᴧrnu, lukɑunu, ᴧpᴧhᴧrᴧn gᴧrnu 

‘kidnap’; muktᴧ gᴧrnu, choɽnu ‘liberate’; ucɑlnu, boknu ‘lift’; sᴧmɑtnu ‘nab’; cᴧpkɑunu 

‘pilfer’; cimoʈnu ‘pinch’; luʈnu ‘pirate’; bhɑvᴧhᴧrᴧn gᴧrnu ‘plagiarize’; cornu, uɽɑunu 

‘purloin’; phᴧrkɑunu ‘recover’; nikhᴧnnu, cukɑunu, phirtɑ gᴧrnu ‘redeem’; rᴧkshɑ 

gᴧrnu,  uddɑr gᴧrnu, bᴧchɑunu ‘rescue’; ʤʌpht gʌrnu ‘seize’; tᴧskᴧri gᴧrnu ‘smuggle’; 

khosnu, thutnu, ʤhʌmʈinu ‘snatch’; linu ‘take’, etc. 

  

 2.6 Verbs of Possessional Deprivation: Cheat Verbs 

Class Members: choɽnu, mɑph gᴧrnu ‘absolve’; chuʈkɑrɑ pɑunu ‘acquit’; nᴧpɑunu, nirɑs 

pɑrnu ‘balk’; Dᴧlljɑunu, luʈnu, khosnu ‘bereave’; ʈhᴧgnu, chᴧlnu ‘bilk’; cornu ‘burgle’; 

Dhɑʈnu, chᴧlnu, dhokɑ dinu, ghɑt gᴧrnu, chᴧkɑunu ‘cheat’; ʈipnu ‘cull’; niko pɑrnu, 

ʤɑti pɑrnu ‘cure’; dhutnu, pᴧc pɑrnu, chᴧlkᴧpᴧʈ gᴧrnu ‘defraud’; nɑngo pɑrnu, utɑrnu 

‘denude’; ritjɑunu, siddhjɑunu ‘deplete’, etc. 

  

 2.7 Pit Verbs 

 Class Members: bhuknu ‘bark’; choDjɑunu ‘hull’; kuʈnu, dᴧlnu, nᴧngjɑunu ‘husk’; louse, 

 milk, tɑchnu, upkɑunu, choDɑunu, koʈjɑunu, bungjɑunu, bokjrɑ ukkɑunu ‘peel’; pᴧkheʈɑ 

 kɑʈnu, hɑt bɑ̃dhnu, ʤᴧkᴧɽjɑunu ‘pinion’, khɑɽᴧlmɑ hɑlnu ‘pit’; kosɑ lɑgnu ‘pod’; 

 kᴧpɑl/kes kɑʈnu, kotᴧrnu, ʈuppo kɑʈnu ‘poll’, etc.  
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 2.8 Debone Verbs 

Class Members: bᴧhiskɑr gᴧrnu ‘debark’; uDus mɑrnu/dhᴧpɑunu ‘debug’; ʤᴧngᴧl 

phɑ̃ɽnu ‘deforest’; pᴧgɑlnu ‘defrost’, etc. 

   

 2.9 Mine Verbs 

 Class Members: mine, quarry 

  

 3 Verbs of Sending and Carrying 

 3.1 Send Verbs 

Class Members: ʤᴧnɑunu, osɑrnu, purjɑunu, lᴧiʤɑnu ‘convey’; pᴧʈhɑunu, bᴧɽhɑunu, 

presit gᴧrnu, cᴧlɑn gᴧrnu ‘forward’; sᴧghɑunu, dinu ‘hand’; pɑr gᴧrnu, pɑrit hunu, 

cᴧlnu,  bitnu, ʈᴧrnu ‘pass’; phᴧrkɑunu ‘return’; pᴧʈhɑunu ‘send’; sɑrnu ‘shift’; ciplᴧnu, 

rᴧɽkᴧnu ‘slip’; tᴧskᴧri gᴧrnu ‘smuggle’; sᴧrnu, sɑrnu ‘transfer’; Dhuvɑni gᴧrnu, 

lᴧiʤɑnu, osɑrnu ‘transport’, etc. 

  

 3.2 Slide Verbs 

 Class Members: uphrᴧnu, uphɑrnu ‘bounce’; bᴧgnu, tᴧirinu, tᴧhᴧrinu, utrᴧnu ‘float’; 

 cᴧlnu, sᴧrnu ‘move’; gu˜Dulkinu, guDnu ‘roll’; ciplᴧnu ‘slide’, etc. 

  

 3.3 Bring and Take 

 Class Members: ljɑunu ‘bring’; linu, sᴧmɑtnu, pᴧkrᴧnu, pɑunu, prɑptᴧ gᴧrnu, lᴧiʤɑnu, 

 khosnu ‘take’, etc. 

  

 3.4 Carry Verbs 

 Class Members: vᴧhᴧn gᴧrnu, bhirnu, lᴧiʤɑnu, boknu ‘carry’; tɑnnu, ghissjɑunu, 

 ghicjɑunu, ghisɑrnu, lᴧchɑrnu ‘drag’; ucɑlnu, uʈhɑunu ‘heave/heft/hoist’; lɑt hɑnnu, 

 bhᴧkunDjɑunu ‘kick’; tɑnnu ‘pull’; ʈhelnu, dhᴧkelnu, ghᴧceʈnu, ʈhosnu, hulnu, hutjɑunu 

 ‘push’, etc. 

  

 3.5 Drive Verbs 

Class Members:  hɑ̃knu, kudɑunu ‘drive’; uDnu, uDɑunu ‘fly’; khijɑunu ‘row’; 

guDɑunu ‘wheel’, etc. 

  

 4 Verbs of Exerting Force: Push/Pull Verbs 

 Class Members: tɑnnu ‘draw’; ghᴧccjɑunu, uphɑrnu ‘jerk’; thicnu ‘press’; tɑnnu ‘pull’; 

 ʈhelnu, dhᴧkelnu, ghᴧceʈnu, ghokrjɑunu ‘push’, thutnu ‘yank’, etc. 

  

 5 Verbs of Change of Possession 

 5.1 Give Verbs 

 Class Members: khuvɑunu, pɑlnu, hercɑh gᴧrnu ‘feed’; dinu ‘give’; kutmɑ dinu ‘lease’; 
 pᴧi˜co dinu, sɑpᴧʈ dinu ‘lend’; rin kɑɽhnu ‘loan’; tirnu, cukɑunu ‘pay’; phᴧrkɑunu, phirtɑ 

 dinu ‘refund’; buʤhɑunu, sumpᴧnu ‘render’; bhɑɽɑmɑ dinu ‘rent’; becnu ‘sell’; pᴧskᴧnu 

 ‘serve’, etc. 
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5.2 Contribute Verbs 

 Class Members: jogdɑn dinu ‘contribute’; behornu, khᴧrcᴧ gᴧrnu, ‘disburse’; bɑ̃Dnu, 

 vitʌrʌn gʌrnu ‘distribute’; cʌndɑ/dɑn dinu ‘donate’; ʌrpʌn gʌrnu, cʌDɑunu ‘proffer’; 

 bhʌrnu ‘reimburse’; tjɑg/utsʌrgʌ dinu ‘relinquish/sacrifice’; chʌmɑ/mɑph gʌrnu ‘remit’; 

 phʌrkɑunu ‘return’;  buʤhɑunu, prʌstut gʌrnu ‘submit’; ɑtmʌsʌmʌrpʌn gʌrnu 

 ‘surrender’, etc. 

 5.3 Verbs of Future Having 

 Class Members: bʌDnu, briddhi hunu, ʌghi sʌrnu, ʌgrʌsʌr hunu ‘advance’; bɑ̃Dnu, bhɑg 

 lɑunu ‘allocate’; toknu ‘allot’; sumpʌnu ‘assign’; purʌskɑr dinu ‘award’; mɑnnu 

 ‘concede’; bʌɽhɑunu ‘extend’; svikɑr gʌrnu ‘grant’; ʤɑri gʌrnu, dinu, ‘issue’; choDnu 

 ‘leave’; cʌɽhɑunu, ʈʌkrjɑunu ‘offer’; vʌcʌn dinu, kʌsʌm khɑnu ‘promise’; mʌtʌdɑn dinu 

 ‘vote’; utpɑdʌn gʌrnu ‘yield’, etc. 

  

 5.4 Verbs of Fulfilling 

Class Members: pʌtjɑunu, bisvɑs gʌrnu ‘trust/entrust’; upʌsthit hunu, hɑʤir hunu, 

prʌstut gʌrnu, upʌhɑr dinu ‘present’; upʌlʌbdhʌ gʌrɑunu ‘provide’; sevɑ gʌrnu ‘serve’; 
purjɑunu, ɑpurti gʌrnu, ʤuʈɑunu ‘supply’, etc 

  

 5.5 Equip Verbs 

Class Members: boʤh hunu ‘burden’; chʌtipurti gʌrnu ‘compensate’; vjʌjʌ gʌrnu 

‘invest’;  inɑm dinu ‘reward’; bhɑri bokɑunu, boʤh lɑdnu ‘saddle’, etc. 

  

 5.6 Verbs of Obtaining 

 Get Verbs 

Class Members: kɑʈnu, kinnu ‘book’; kinnu ‘buy’; bolɑunu ‘call’; pʌkrʌnu ‘catch’; 

chɑnnu, roʤnu ‘choose’; kʌmɑunu ‘earn’; ljɑunu, tɑnnu ‘fetch’; pɑunu, phelɑ pɑrnu 

‘find’; nɑphɑ hunu, ʤitnu ‘gain’; bhelɑ gʌrnu ‘gather’; pɑunu, bheʈʈɑunu ‘get’; bhɑɽɑmɑ 

linu ‘hire’; rɑkhnu ‘keep’; kutmɑ linu ‘lease’;  ɑgjɑ/ɑdes/hukum dinu ‘order’, phulnu 

‘flower’; phul ʈipnu ‘pluck flower’; pugnu ‘reach’; bhɑɽɑmɑ linu ‘rent’; ɑrʌkshʌn gʌrnu 

‘reserve’; ʤogɑunu ‘save’; surʌkchit gʌrɑunu ‘secure’; kɑʈnu, mɑrnu, cʌpkɑnu ‘ 

slaughter animal’; cornu ‘steal’; ʤitnu ‘win’, etc. 

 Obtain Verbs 

Class Members: svikɑr gʌrnu, svikɑrnu ‘accept’; ɑrʤʌn gʌrnu, pɑunu ‘acquire’; 

pʌico/sɑpʌʈi linu ‘borrow’; mɑgnu ‘cadge’; bhelɑ gʌrnu, sʌnkʌlʌn gʌrnu ‘collect’; 

sʌmɑtnu, pʌkrʌnu ‘grab’;  prɑptʌ gʌrnu, pɑunu ‘obtain’; kinnu ‘purchase’; chɑnnu, 

roʤnu  ‘select’; khosnu, thutnu ‘snatch’, etc. 

 

 5.7 Verbs of Exchange 

 Class Members: sɑʈnu, sɑʈpher gʌrnu ‘barter’; bʌdlinu, phernu ‘change’; sɑʈnu 

 ‘exchange/substitute/swap’, etc. 

  

 5.8 Berry Verbs 

 Class Members:  mɑchɑ mɑrnu ‘fish’, cʌrɑ sʌmɑunu/mɑrnu ‘fowl’, etc. 
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6 Learn Verbs 

Class Members: ɑrʤʌn gʌrnu ‘acquire’; rʌʈnu, ghoknu, kʌnʈhʌ gʌrnu ‘cram’; siknu 

‘learn’; ghoknu, kʌnʈhʌsthʌ gʌrnu ‘memorize’; pʌɽhnu ‘read’; ʌdhjʌjʌn gʌrnu ‘study’, 

etc. 

  

 7 Hold and Keep Verbs 

 7.1 Hold Verbs 

 Class Members: cjɑpnu ‘clasp’; ʌʈhjɑunu ‘clutch’; muʈhjɑunu ‘grasp’; pʌkrinu ‘grip’; 

 sʌmɑtnu, thɑmnu, rɑkhnu, roknu ‘hold’, etc. 

 7.2 Keep Verbs 

 Class Members: sʌngeʈnu, zʌmmɑ gʌrnu ‘hoard’; rɑkhnu, sʌ̃gɑlnu, thɑnko lɑunu, thunnu 

 ‘keep’; bɑ̃ki choɽnu ‘leave’;  thʌnkjɑunu, sɑ̃cnu, zʌgerɑ gʌrnu ‘store’, etc. 

  

 8 Verbs of Concealment 

Class Members: roknu, bʌndhʌ gᴧrnu ‘block’; thunnu ‘cloister’; dᴧbɑunu ‘conceal’; 

pᴧrdɑ  lɑunu, cheknu ‘curtain/screen’; luknu, lukɑunu ‘hide’; chuʈjɑunu, ᴧlᴧgjɑunu 

‘isolate/quarantine sequester’; pᴧnchinu, pᴧnchjɑunu ‘seclude’; ɑsrᴧjᴧ dinu, ot lɑgnu 

‘shelter’, etc. 

  

 9 Verbs of Throwing 

 9.1 Throw Verbs 

Class Members: phjɑ̃knu, ɖhɑlnu ‘cast’; guleli/ghujẽtro hɑnnu ‘catapult’; chuck, 

rᴧnkᴧnu, phᴧnkᴧnu, sᴧlkᴧnu ‘fire’; pjɑʈʈᴧ hɑnnu ‘flick’; ʤhᴧʈkɑrnu ‘fling’; hɑnnu ‘hit 

ball’;  hutjɑunu ‘hurl’; ʈhoknu ‘knock’; dhᴧkelnu ‘shove’; cᴧɽkɑunu, thᴧppᴧɽ hɑnnu 

‘slap’;  zhᴧʈɑro hɑnnu ‘sling’; toɽnu, kicnu ‘ smash’; phjɑ̃knu ‘throw’, etc. 

  

 9.2 Pelt Verbs 

 Class Members: hɑnnu, kuʈnu, piʈu, cuʈnu, ʈhʌʈʈɑunu ‘buffet’; dʌrkjɑunu ‘shower’; 

 ɖhungjɑunu ‘stone’, etc. 

  

 10 Verbs of Contact by Impact 

 10.1 Hit Verbs 

 Class Members: bʌʤɑrnu ‘bang’; toɽnu ‘batter’; hirkɑunu ‘beat’; thʌccinu, thʌcɑrnu 

 ‘bump’;  dash, drum, hammer, hɑnnu, ʈhoknu, hirkɑunu ‘hit’; lɑt hɑnnu ‘kick,’ etc. 

  

 10.2 Swat Verbs 

 Class Members: cʌbɑunu, ʈoknu, ɖʌsnu, cilnu ‘bite’; cithʌrnu, cjɑtnu, nʌŋrjɑunu ‘claw’; 

 ʈhuŋnu ‘peck’; ghussi hɑnnu, muɽkile hɑnnu ‘punch’; kornu ‘scratch’; ghocnu ‘slug’; 

 ghopnu, ceɽnu ‘stab’; kicnu ‘swat’, etc. 

  

 10.3 Spank Verbs 

 Class Members: piʈnu, ʈhoknu ‘birch’; ʈɑuko phornu ‘brain’; golmoljɑunu, thupɑrnu 

 ‘clobber’; ʌɽnu ‘conk’; kɑʈnu ‘knife’; khijɑunu ‘paddle’; cʌpeʈnu ‘spank’, etc. 
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10.4 Non-Agentive Verbs of Contact by Impact 

 Class Members: bʌʤɑrnu ‘bang’; thʌcɑrnu ‘bump’; ʈʌkrɑunu, munʈjɑunu ‘crash’; hɑnnu, 

 hirkɑunu ‘hit’, etc. 

 11 Poke Verbs 

 Class Members: khʌnnu, khosrinu, khotʌlnu ‘dig’; ghocnu ‘jab/prick’; ceɽnu ‘pierce’; 

 ghocnu, ʈhosnu, ghʌceʈnu ‘poke’;  ʈɑ̃sinu ‘stick’, etc. 

  

 12 Verbs of Contact: Touch Verbs 

 Class Members: sumsumjɑunu, chɑmnu ‘caress’; khosrinu, kornu ‘graze’; mvɑĩ khɑnu 

 ‘kiss’; cɑʈnu ‘lick’; koʈʈjɑunu ‘nudge'; ʈhũŋnu ‘peck’; cimoʈnu ‘pinch’; ghocnu ‘prod'; 

 cilnu, ʈhũŋnu ‘sting’; kutkujɑunu, kɑukuti lɑunu ‘tickle’; chunu ‘touch’, etc. 

  

 13 Verbs of Cutting 

 13.1 Cut Verbs 

 Class Members: kɑʈnu, phornu ‘chip’; kotrʌnu ‘clip’; kɑʈnu ‘cut’; reʈnu, sernu, chimʌlnu 

 ‘hack’; cheɽnu ‘hew’; ɑrɑ kɑʈnu ‘saw’; khurkʌnu, tɑchnu ‘scrape’; kornu ‘scratch’, etc. 

  

 13.2 Carve Verbs 

Class Members: khosrinu, pɑchnu ‘bruise’; kũdnu 'carve’; ʈukrjɑunu ‘chop’; kicnu, 

micnu, pelnu, dʌlnu ‘crush’; kuccjɑunu, thepcɑunu ‘dent’; khopnu  ‘drill’; retnu ‘file’; 

ghʌsnu  ‘grate’; pĩdhnu, pisnu, pinnu 'grind’; mucnu ‘mash’; guɽnu, kuɽkjɑunu 

‘mince’; notch;  cheɽnu ‘perforate’; chimʌlnu ‘prune’; cjɑtnu ‘shred’; ʈukrjɑunu 

‘slice’; etc. 

  

 14 Verbs of Combining and Attaching 

 14.1 Mix Verbs 

 Class Members: misɑunu ‘blend’; milnu, misinu ‘combine/mingle/mix’; ʤoɽinu 

 ‘concatenate/connect/ join/ link’; gɑbhinu ‘merge’; etc. 

  

 14.2 Amalgamate Verbs 

 Class Members: with: gɑbhnu ‘affiliate’; ʤoɽinu, misrit hunu ‘amalgamate’; sᴧŋglʌgnʌ 

 hunu ‘associate’; ʤuʈnu ‘coalesce’; sʌnjog bʌnnu ‘coincide’; tulʌnɑ gʌrnu  ‘compare’; 

 ʌlmʌlinu ‘confuse’;  ʤʌmmɑ gʌrnu ‘consolidate’; dɑ̃ʤnu ‘contrast’; berinu, bɑʈnu 

 ‘entwine’; phʌ̃snu, ʤelinu ‘entangle’;  etc. 

  

 14.3 Shake Verbs 

Class Members: poko pɑrnu ‘bundle’; ʤhumminu, ʤhuttinu ‘cluster’; bhelɑ gʌrnu 

‘gather’; ɖʌllinu ‘lump’; package; hʌllɑunu ‘shake’; phiʈnu ‘shuffle’;  cʌlɑunu ‘stir’; 

bhelɑ  gʌrnu, sʌnkʌlʌn gʌrnu ‘collect’; gɑ̃snu ‘attach’; bɑ̃dhnu ‘bind’; kʌsnu ‘fasten’; 

siurʌnu  ‘graft’; moor; siunu ‘sew’; etc. 

  

 14.4 Tape Verbs 

 Class Members: ʌgljɑunu ‘bolt’; ʈɑ̃k lɑunu ‘button’; kʌsnu ‘clamp’; cjɑpnu ‘clasp’; nel 

 hɑlnu ‘fetter’; ʌnkus lɑunu ‘hook’; gɑ̃ʈho pɑrnu ‘knot’; tɑlɑ lɑunu ‘lock’; loop; ʈɑ̃snu 

 ‘paste’; etc. 
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 14.5 Cling Verbs 

 Class Members: gɑ̃sinu, ʈɑ̃sinu, ulʤhinu ‘adhere’; lipsᴧnu ‘cleave’; ᴧ̃gɑlo hɑlnu ‘cling’; 

 etc. 

 

 15 Verbs of Separating and Disassembling 

 15.1 Separate Verbs 

Class Members: chuʈʈjɑunu, bhed gᴧrnu ‘differentiate/distinguish’; kɑʈnu, vicched gᴧrnu 

‘disconnect’; bhɑg gᴧrnu, bɑ̃ɽnu ‘divide’; pɑrpɑcuke gᴧrnu, chuʈʈinu ‘divorce’; 

ᴧlᴧgjɑunu ‘segregate’; chuʈʈjɑunu ‘separate’; etc. 

  

 15.2 Split Verbs 

Class Members: phuknu ‘blow’; toɽnu, bhɑ̃cnu, ʈuʈnu, cũɽnu ‘break’; kɑʈnu ‘cut’; kholnu, 

phukɑlnu ‘pry’; tɑnnu ‘pull’; ʈhelnu, ghᴧceʈnu ‘push’; ciplᴧnu ‘slip’; cirinu ‘split’;  

cjɑtnu  ‘tear’; etc. 

  

 15.3 Disassemble Verbs 

 Class Members: chuʈʈjɑunu ‘detach’; phukɑlnu ‘disassemble’; kɑtnu ‘disconnect’; bɑrnu, 

 cheknu ‘partition’; etc. 

  

 15.4 Differ Verbs 

 Class Members: ᴧlᴧgginu ‘differ’; chuʈʈinu ‘diverge’; etc. 

  

 16 Verbs of Coloring 

 Class Members: rᴧŋgjɑunu ‘color/dye/paint’; ʈᴧlkinu ‘glaze’; dɑg lɑgnu ‘stain’; etc. 

  

 17 Image Creation Verbs 

 17.1 Verbs of Image Impression 

 Class Members: khodnu, kũdnu ‘engrave’; chɑpnu ‘imprint’; cheɽnu ‘incise’; kũdnu 

 'inscribe’; chinhᴧ/chɑp lɑunu ‘mark’; raŋgaunu ‘paint’; milaɑunu ‘set’; sᴧhi gᴧrnu, 

 hᴧstɑkchᴧr gᴧrnu ‘sign’; chɑp lɑunu ‘stamp’; khopnu ‘tattoo’; etc. 

  

 17.2 Scribble Verbs 

Class Members: kũdnu 'carve’; sɑrnu ‘copy’; kornu ‘doodle/draw’; mᴧsi lɑunu ‘ink’; 

raŋgaunu ‘paint’; chɑpnu ‘print’; kornu ‘scratch’; ʈᴧnkᴧn gᴧrnu ‘type’; lekhnu ‘write’; 

etc. 

  

 17.3 Illustrate Verbs 

 Class Members: sᴧmbodhᴧn gᴧrnu ‘address’; sᴧʤɑunu ‘adorn/decorate/embellish’; 

 ᴧnumodᴧn gᴧrnu ‘endorse’; uʤjɑlo pɑrnu ‘illuminate’; vjɑkhyɑ gᴧrnu ‘illustrate’; sᴧhi 

 gᴧrnu ‘initial’; nɑmᴧkᴧrᴧn gᴧrnu ‘label’; etc. 

 

 17.4 Transcribe Verbs 

 Class Members: sɑrnu ‘copy’; photo kicnu ‘photograph’; lekhnu, rekᴧrɖ gᴧrnu ‘record’;  

 lipjᴧŋkᴧn gᴧrnu ‘transcribe’; etc. 
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 18 Verbs of Creation and Transformation 

 18.1 Build Verbs 

 Class Members: milɑunu ‘arrange’; ʤoɽnu ‘assemble’; bᴧnɑunu ‘build/make’; kũdnu 

 'carve’; ɖhɑlnu ‘cast’; gholnu ‘churn’; sᴧnkᴧlᴧn/ sᴧŋgrᴧhᴧ gᴧrnu ‘compile’; pᴧkɑunu 

 ‘cook’; bunnu ‘crochet/knit; kɑʈnu ‘cut’; vistɑr gᴧrnu ‘develop’; pᴧʈʈjɑunu ‘fold’; pisnu, 

 pĩdhnu ‘grind’; bᴧɽnu, pᴧlɑunu ‘grow’; silɑunu ‘stitch’; tunnu, bɑʈnu ‘weave’; tɑchnu 

 ‘whittle’; etc. 

  

 18.2 Grow Verbs 

 Class Members: vikɑs gᴧrnu ‘develop/evolve’; bᴧɽnu, pᴧlɑunu ‘grow’; korᴧlnu, othrɑ 

 kɑɽhnu ‘hatch’; chippinu, pɑknu ‘mature’; etc. 

  

 18.2 Verbs of Preparing 

Class Members: khɑnɑ pᴧkɑunu ‘cook meal’; ᴧnɖɑ tɑrnu ‘fry egg’; seknu, pilsɑunu, 

polnu ‘grill’; ɑgo bɑlnu ‘light fire’; dhunu ‘wash’; etc. 

  

 18.3 Create Verbs 

Class Members: bᴧnɑunu, nirmɑn gᴧrnu ‘coin/construct/form’; rᴧcnu, sirʤᴧnɑ gᴧrnu 

‘create’; rᴧcnu ‘compose’; utpᴧtti gᴧrnu ‘derive’; ɖhɑ̃cɑ bᴧnɑunu ‘design’; khᴧnnu ‘dig’; 

gᴧɽhnu, kᴧthnu ‘fabricate’; ɑviskɑr gᴧrnu ‘invent’; utpɑdᴧn gᴧrnu ‘manufacture’; 

ɑjoʤᴧn gᴧrnu ‘organize’; ubʤɑunu ‘produce’; etc. 

  

 18.4 Knead Verbs 

Class Members: kuʈnu ‘beat’; nihurinu ‘bend’; bᴧʈɑrnu ‘coil’; ʤᴧmmɑ/sᴧnkᴧlᴧn gᴧrnu 

‘collect’; khɑ̃dnu ‘compress’; pᴧʈʈjɑunu ‘fold’; muchnu ‘knead’; pᴧgɑlnu ‘melt’; 

hᴧllɑunu ‘shake’; kicnu ‘squash’; nicornu ‘squeeze’; etc. 

  

 18.5 Turn Verbs 

Class Members: sɑʈnu, phernu ‘alter/change’; bᴧdlinu ‘convert/transform’; rupɑntᴧr 

gᴧrnu ‘metamorphose’; ghumnu, phirnu, ulʈjɑunu, phᴧrkɑunu ‘Turn’; etc. 

  

 18.6 Performance Verbs 

 Class Members: prɑrthᴧnɑ gᴧrnu ‘chant prayer’; nɑcnᴧ sikɑunu ‘choreograph dance’; 

 khelnu ‘play’; chitrᴧ kornu ‘draw picture’; git bᴧʤɑunu ‘play music’; khelnu ‘game’; 

 ɑbritti gᴧrnu ‘recite poem’; git gɑunu ‘sing song’; phoʈo kicnu ‘take picture’; suselnu 

 ‘whistle tune’; kitɑb lekhnu ‘write book’; etc. 

  

 19 Engender Verbs 

 Class Members: pɑunu, utpᴧnnᴧ gᴧrnu ‘beget/generate’; pɑrnu, mɑgnu, gᴧrɑunu ‘cause’; 

 sirʤᴧnɑ gᴧrnu, bᴧnɑunu ‘create’; ʤᴧnmᴧ dinu ‘engender’; rup/ɑkɑr dinu ‘shape’; etc. 

  

 20 Calve Verbs 

 Class Members: bjɑunu ‘calve/cub/fawn/foal/kitten/lamb/litter/pup/whelp; ʤᴧnmɑunu 

 ‘spawn/’; etc. 
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 21 Verbs with Predicative Complements 

 21.1 Appoint Verbs 

Class Members: mɑnnu, sᴧkɑrnu ‘acknowledge’; kokh linu, god linu ‘adopt’; nijuktᴧ 

gᴧrnu  ‘appoint’; ʈhᴧhᴧrɑunu ‘consider’; gunnu, ʈhɑnnu ‘deem’; toknu, kiʈnu, mᴧnonᴧjᴧn 

gᴧrnu  ‘designate’;  cunnu, cᴧjᴧn gᴧrnu ‘elect’; mɑnnu, puʤnu, ɑdᴧr gᴧrnu ‘esteem’; 

kᴧlpᴧnɑ gᴧrnu, socnu ‘imagine’; cinhit gᴧrnu, cinu lɑunu ‘mark’; mᴧnonit gᴧrnu 

‘nominate’; dᴧr toknu ‘rate’; gᴧnnu ‘reckon’; chɑhᴧnu ‘want’; etc. 

  

 21.2 Characterize Verbs 

Class Members: svikɑr gᴧrnu ‘accept’; sᴧmbodhᴧn gᴧrnu ‘address’;  prᴧsᴧnsɑ gᴧrnu, 

kᴧdᴧr gᴧrnu ‘appreciate’; prᴧmɑnit gᴧrnu ‘certify’; cunnu ‘choose’; ullekh gᴧrnu ‘cite’; 

bɑ̃ɽnu, vᴧrgikᴧrᴧn gᴧrnu ‘classify’; pusʈi gᴧrnu ‘confirm’; gᴧnnu ‘count’; pᴧribhɑsit 

gᴧrnu  ‘define’; vjɑkhjɑ gᴧrnu ‘describe’; khuʈʈjɑunu ‘diagnose’; nijuktᴧ gᴧrnu 

‘employ’; pᴧsnu, bhitrinu ‘enter’; sɑmᴧnɑ gᴧrnu ‘envisage’; isthɑpit gᴧrnu ‘establish’; 

ghosᴧnɑ gᴧrnu ‘herald’; bhɑɽɑmɑ linu ‘hire’; sᴧmmɑn gᴧrnu ‘honor’; cinnu ‘identify’; 

kᴧlpᴧnɑ gᴧrnu ‘imagine’; sᴧmɑves gᴧrnu ‘incorporate’; citɑunu ‘intend’; cᴧɽhɑunu, 

ʈᴧkrjɑunu ‘offer’; virodh gᴧrnu ‘oppose’; prᴧsᴧnsɑ gᴧrnu ‘praise’; etc.  

 

 21.3 Dub Verbs 

Class Members: ᴧbhisek gᴧrnu ‘anoint’; bᴧptismɑ linu ‘baptize’; bolɑunu ‘call’; 

prᴧtisʈhɑ gᴧrnu ‘consecrate’; tɑz/mukuʈ pᴧhirjɑunu ‘crown’; ɑgjɑ dinu ‘decree’; mɑn 

dinu ‘dub’; nɑm dinu ‘label’; bᴧnɑunu ‘make’; nɑm dinu ‘name’; upᴧnɑm dinu 

‘nickname’; uccɑrᴧn  gᴧrnu ‘pronounce’; sɑsᴧn gᴧrnu ‘rule’; chɑp lɑunu ‘stamp’; etc. 

  

 3.4.21.4. Declare Verbs 

 Class Members: ᴧnumɑn gᴧrnu ‘assume/judge’; svikɑr gᴧrnu ‘avow’; bisvɑs gᴧrnu 

 ‘believe’; sᴧkɑrnu ‘confess’; ghosᴧnɑ gᴧrnu ‘declare’; bheʈnu, phelɑ pɑrnu, pᴧtto lɑunu 

 ‘find’; ʈhɑnnu ‘presume’; prᴧtigjɑ gᴧrnu ‘profess’; prᴧmɑnit gᴧrnu ‘prove’; ᴧɽkᴧl lɑunu 

 ‘suppose’; socnu ‘think’; etc. 

  

 21.5 Conjecture Verbs 

Class Members: svikɑr gᴧrnu ‘admit’; mɑnnu, ɑgjɑ dinu ‘allow’; kiʈnu ‘assert’; ᴧnumɑn 

lɑunu ‘conjecture’; asvikɑr gᴧrnu, rᴧddᴧ gᴧrnu, nᴧmɑnnu ‘deny’; ɑviskɑr gᴧrnu 

‘discover’; anubhᴧv/bodh gᴧrnu ‘feel’; ʈhᴧmjɑunu ‘figure’; mᴧnʤur gᴧrnu ‘grant’; ɑ̃knu, 

ᴧɽkᴧl kɑʈnu ‘guess’; mɑnnu  ‘hold’; zɑnnu, thɑhᴧ pɑunu ‘know’; rɑkhnu, pɑlnu 

‘maintain’; ᴧrthjɑunu ‘mean’; dekhnu, ᴧvᴧlokᴧn gᴧrnu ‘observe’; cinnu, ʈhᴧmjɑunu 

‘recognize’; gᴧnnu ‘repute’; dekhɑunu ‘show’; sᴧnkɑ gᴧrnu ‘suspect’; etc. 

  

 21.6 Masquerade Verbs 

 Class Members: kɑm gᴧrnu ‘act’; vjᴧvᴧhɑr gᴧrnu ‘behave’; bhes bᴧdᴧlnu ‘camouflage’; 

 gᴧnnu ‘count’; svɑng pɑrnu ‘masquerade’; rup linu, bᴧnnu ‘pose’; etc. 

  

 21.7 Orphan Verbs 

Class Members: lᴧngᴧɽɑunu ‘cripple’; sᴧhid hunu ‘martyr’; ʈuhuro hunu ‘orphan’; 

vidhᴧvɑ hunu  ‘widow’; etc. 
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 21.8 Captain Verbs 

 Class Members: hᴧikᴧm cᴧlɑunu ‘boss’; sᴧtɑunu ‘bully’; chᴧpkɑunu ‘butcher’; kᴧptɑn 

 hunu ‘captain’; rᴧkshɑ gᴧrnu ‘guard’; goʈhɑlɑ gᴧrnu ‘shepherd’; gᴧvɑhi dinu ‘witness’; 

 etc. 

  

 22 Verbs of Perception 

 22.1 See Verbs 

 Class Members: pᴧtto lɑunu ‘detect’; dekhnu, buʤhnu ‘discern’; bodh/anubhᴧv gᴧrnu 

 ‘feel’; sunnu ‘hear’; dekhnu ‘notice’; dekhnu, hernu ‘see’; ʤɑnnu, thɑhᴧ pɑunu ‘sense’; 

 smell; cɑkhnu, svɑd linu ‘taste’; etc. 

  

 22.2 Sight Verbs 

 Class Members: dekhnu ‘descry’; pᴧtto lɑunu ‘discover’; ʤɑ̃cnu 

 ‘examine/inspect/investigate’; hernu ‘eye’; ʈipnu ‘note’; ᴧvᴧlokᴧn gᴧrnu ‘observe’; 

 ʈhᴧmjɑunu, bujhnu ‘perceive’; cinnu ‘recognize’; mɑnnu ‘regard’; svɑd dinu ‘savor’; 

 nihɑrnu, ʤɑ̃cnu ‘scrutinize’; dekhnu ‘sight’; ʤɑsusi gᴧrnu, pᴧhiljɑunu ‘spy’; pᴧɽhnu, 

 ᴧdhjᴧjᴧn gᴧrnu ‘study’; sᴧrvekshᴧn gᴧrnu ‘survey’; hernu ‘view’; hernu ‘watch’; gᴧvɑhi 

 bᴧnnu ‘witness’; etc. 

  

 22.3 Peer Verbs 

 Class Members: ʤɑ̃cnu ‘check on’;  ʈolɑunu ‘gape’;  nijɑlnu ‘gaze’; ʤhᴧlᴧkkᴧ hernu 

 ‘glance’;  ɑ ̃khɑ tᴧrnu ‘glare’; lolɑunu ‘goggle’; kᴧrke ɑ ̃nkhɑ lɑunu ‘leer’; sunnu ‘listen 

 to’; hernu ‘look’; ɑ ̃nkhɑ lɑunu ‘ogle’; cijɑunu ‘peek/peep/snoop’; nijɑlnu ‘peer’; sungnu 

 ‘sniff’; ʈuluʈulu hernu ‘stare’; etc. 

  

 22.4 Stimulus Subject Perception Verbs 

 Class Members: anubhᴧv/bodh gᴧrnu ‘feel’; hernu ‘look’; suŋnu ‘smell’; sunnu ‘sound’; 

 cɑkhnu ‘taste’; etc. 

  

 23 Psych-Verbs Verbs of Psychological State 

 23.1 Amuse Verbs 

Class Members: lᴧʤɑunu ‘abash’; prᴧbhɑv pɑrnu ‘affect’; dukhᴧ dinu ‘afflict’; ᴧpᴧmɑn 

gᴧrnu ‘affront’; cɑpnu ‘aggravate’; birodh gᴧrnu ‘agitate’; dukhᴧ dinu ‘agonize’; 

cheʈɑvni dinu ‘alarm’; chᴧkkᴧ pᴧrnu ‘amaze’; rᴧmɑunu ‘amuse’; risɑunu ‘anger’; 

ʤiskjɑunu ‘annoy’; tᴧrsɑunu ‘appall’; phuljɑunu ‘appease’; ʤᴧgɑunu ‘arouse’; sɑntᴧ 

gᴧrnu  ‘assuage’; cᴧkit pɑrnu ‘astonish’; bismit pɑrnu ‘astound’; hᴧrɑunu ‘baffle’; 

bᴧhᴧkɑnu, phusljɑunu ‘beguile’; ʤillᴧ pɑrnu ‘bewilder’; mukdhᴧ/mᴧkkhᴧ pɑrnu 

‘bewitch’; ʤhᴧskᴧnu, tᴧrsᴧnu ‘boggle’; ᴧlchi lɑgnu, ‘bore’; ʤhizho mɑnnu ‘bother’; 

hᴧirɑn pɑrnu ‘bug’; sɑmjᴧ/sɑntᴧ pɑrnu ‘calm’; lobhjɑunu, mohit pɑrnu ‘captivat/charm’; 

prernɑ/hᴧusᴧlɑ dinu ‘cheer’; sɑntᴧvᴧnɑ dinu ‘comfort/console’; lᴧgɑu hunu ‘concern’; 

ᴧkᴧmᴧkkᴧ pɑrnu ‘confound’; ᴧlmᴧlinu ‘confuse’; cittᴧ buʤhɑunu ‘content’; pᴧtjɑr 

pɑrnu  ‘convince’; lᴧʈʈhᴧ pᴧrnu ‘daze’; tirmirɑunu ‘dazzle’; dikkᴧ mɑnnu ‘deject’; nirɑs 

pɑrnu  ‘disappoint’; etc. 
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 23.2 Admire Verbs 

Class Members: PoSITIVE VERBS: ɑdᴧr gᴧrnu ‘admire’; upɑsᴧnɑ gᴧrnu ‘adore’; 

prᴧsᴧnsɑ gᴧrnu ‘appreciate’; kᴧdᴧr gᴧrnu ‘cherish’; rᴧmɑunu ‘enjoy’; mɑnnu ‘esteem’; 

vibhor hunu ‘exalt’; lᴧhᴧsinu ‘fancy’; kripɑ gᴧrnu ‘favor’; puʤɑ gᴧrnu ‘idolize’; mᴧn 

pᴧrɑunu ‘like’; mɑjɑ/prem gᴧrnu ‘love’; sᴧmʤhᴧnu, jɑd gᴧrnu ‘miss’; inɑm dinu ‘prize’; 

ɑdᴧr/sᴧmmɑn gᴧrnu ‘respect’; sᴧmᴧrthᴧn gᴧrnu, sᴧghɑunu ‘support’; sᴧhᴧnu ‘tolerate’; 

sɑ ̃cnu ‘treasure’; pᴧtjɑunu, bisvɑs gᴧrnu ‘trust’; mᴧhᴧtvᴧ dinu ‘value’; puʤnu 

‘worship’; etc. 

 NEGATIVE VERBS: ghinɑunu, ghrinɑ gᴧrnu ‘abhor/detest’; vilɑp gᴧrnu ‘deplore’; helɑ 

 gᴧrnu ‘despise/disdain’; mᴧn nᴧpᴧrɑunu ‘dislike’; nᴧpᴧtjɑunu, bisvɑs nᴧgᴧrnu ‘distrust’; 

 tᴧrsᴧnu, ɖᴧrɑunu ‘dread’; ɖɑhᴧ gᴧrnu ‘envy’; sᴧrɑpnu ‘execrate’; ɖᴧrɑunu ‘fear’; ghrinɑ 

 gᴧrnu ‘hate’; vilɑp gᴧrnu ‘lament’; sok gᴧrnu ‘mourn’; dᴧjɑ gᴧrnu ‘pity’; 

 pᴧchuto/pᴧscᴧtɑp gᴧrnu ‘regret’; etc. 

  

 23.3 Marvel Verbs 

Class Members: ʤhiʤho lɑunu ‘bother’; khjɑl rɑkhnu ‘care’; hercɑh gᴧrnu, rekhdekh 

gᴧrnu, hos gᴧrnu ‘mind’; rᴧnkᴧnu ‘rage’; khusi hunu ‘rejoice’; bhᴧʈʈjɑunu ‘rhapsodize’; 

surtɑunu ‘worry’;  tᴧmsᴧnu ‘enthuse’; rɑ ̃kinu ‘fume’; khusi pɑrnu ‘gladden’; pɑgᴧl 

bᴧnɑunu ‘madden’; cᴧkit hunu ‘marvel’; dukhi hunu ‘sadden’; bimɑr hunu ‘sicken’; 

murchɑ pᴧrnu ‘swoon’; pulᴧkit hunu ‘thrill’; chᴧkkᴧ pᴧrnu ‘wonder’; runu ‘cry’; 

ɖᴧrɑunu ‘fear’; bodh gᴧrnu ‘feel’; sok gᴧrnu ‘grieve/mourn’; runu ‘weep’; dukhnu ‘hurt’; 

bhognu ‘suffer’; ɑnᴧndᴧ mɑnnu ‘glory’; moʤ gᴧrnu ‘luxuriate’; rᴧmɑunu ‘revel’; svikɑr 

gᴧrnu  ‘approve’;  sᴧcet hunu ‘beware’; thɑknu ‘tire’;  risɑunu ‘anger’; bhokɑunu 

‘hunger’; ʤhukkjɑunu ‘puzzle’; thuk ɑunu, rɑl kɑɽhnu ‘salivate’; surtɑunu ‘sorrow’; 

prᴧtikrijɑ dekhɑunu ‘react’; etc. 

  

 23.4 Appeal Verbs 

Class Members: ɑbhɑri/kritᴧgjᴧ hunu ‘grate’; bɑzhnu ‘jar’; prɑrthᴧnɑ gᴧrnu ‘appeal’; 

etc. 

  

 24 Verbs of Desire 

 24.1 Want Verbs 

 Class Members: lobh gᴧrnu ‘covet’; mɑgnu ‘crave’; icchɑ gᴧrnu ‘desire’; rᴧhᴧr gᴧrnu 

 ‘fancy’; khɑ ̃co/jᴧruri/ɑvᴧsjᴧk hunu ‘need; chɑhᴧnu ‘want’; etc. 

  

 24.2 Long Verbs 

 Class Members: lobhinu ‘dangle’; cukcukɑunu ‘hanker’; vɑsᴧnɑ zɑgnu ‘lust’; tirkhɑunu 

 ‘thirst’; rᴧhᴧr gᴧrnu ‘yearn’; etc. 

  

 25 Judgment Verbs 

 Class Members: PosiTIVE VERBS: sᴧnjog pᴧrnu ‘acclaim’; prᴧsᴧnsɑ gᴧrnu 

 ‘applaud/commend/compliment/praise’; ɑsis/ɑsirvɑd dinu ‘bless’; utsᴧv mᴧnɑunu 

 ‘celebrate’; chᴧtipurti gᴧrnu ‘compensate’; bᴧdhɑi dinu ‘congratulate’; bᴧhɑnɑ/nihu ̃ 

 bᴧnɑunu ‘excuse’; ᴧbhinᴧndᴧn gᴧrnu ‘felicitate’; chᴧmɑ/mɑph gᴧrnu ‘forgive/pardon’; 

 ᴧbhivɑdᴧn gᴧrnu ‘greet’; sᴧmmɑn gᴧrnu ‘honor’; sᴧhrɑunu, sᴧrɑhᴧnɑ gᴧrnu ‘laud’; 
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 cukɑunu ‘remunerate’; bᴧksis/inɑm dinu ‘reward’; sᴧlɑm gᴧrnu ‘salute’; dhᴧnjᴧvɑd dinu 

 ‘thank’; svɑgᴧt gᴧrnu ‘welcome’; etc. 

 NEGATIVE VERBS: gɑli gᴧrnu ‘abuse’; kurɑ kɑʈnu ‘backbite’; nindɑ gᴧrnu 

 ‘calumniate’; hᴧpkɑunu ‘castigate’; ʤhᴧrkᴧnu ‘censure’; khɑrnu ‘chasten’; dᴧnɖᴧ dinu 

 ‘chastise’; uʤur gᴧrnu ‘chide’; nindɑ gᴧrnu ‘condemn’; khisi gᴧrnu ‘criticize’; hocjɑunu 

 ‘decry’; bᴧdnɑm gᴧrnu ‘defame’; hijɑunu ‘denigrate’; bᴧdkhvɑi ̃ gᴧrnu ‘denounce’; khilli 

 uɖɑunu ‘deride’; dos dinu ‘fault’; ɖɑ ̃ɽnu, ʤᴧrimɑnɑ tirɑunu ‘fine’; ᴧbhijog/bɑt lɑunu 

 ‘impeach’;  ᴧpᴧmɑn gᴧrnu ‘insult’;  malign; gizjɑunu ‘mock’; sɑsti dinu ‘persecute’; 

 muddɑ hɑlnu ‘prosecute’; sᴧzɑjᴧ dinu ‘punish’; ʤhᴧpɑrnu ‘rebuke’; bhᴧtsᴧrnɑ gᴧrnu 

 ‘reproach’; gɑli gᴧrnu ‘scold’; helɑ/upekchɑ/tirᴧskɑr gᴧrnu ‘scorn’; sᴧrᴧm/lɑʤ pɑrnu 

 ‘shame’; hepnu ‘snub’; sikɑr bᴧnɑunu ‘victimize’; hocjɑunu ‘vilify’; etc. 

  

 26 Verbs of Assessment 

 Class Members: vislesᴧn gᴧrnu ‘analyze’; nirupᴧn gᴧrnu ‘assess/review’; lekhɑʤokhɑ 

 gᴧrnu/ ʤɑ ̃ch gᴧrnu ‘audit’; muljɑŋkᴧn gᴧrnu ‘evaluate’; ʤɑ ̃cnu ‘scrutinize’; ᴧdhjᴧjᴧn 

 gᴧrnu ‘study’; etc. 

  

 27 Verbs of Searching 

 27.1 Hunt Verbs 

 Class Members: khᴧnnu ‘dig’; mɑchɑ mɑrnu ‘fish’; sikɑr gᴧrnu ‘hunt’; ghusnu ‘poach’; 

 mɑgnu ‘scrounge’; etc. 

  

 27.2 Search Verbs 

 Class Members: vigjɑpᴧn gᴧrnu ‘advertise’; ʤɑ ̃cnu ‘check’; tɑnnu, ghisjɑunu ‘drag’; 

 sohornu ‘dredge’; utkhᴧnᴧn gᴧrnu ‘excavate’; khoʤnu ‘prospect’; ɖulnu ‘scour’; cijo 

 gᴧrnu ‘scout’; khoʤnu ‘search’; kinmel gᴧrnu ‘shop’; kelɑunu ‘sift’; hernu ‘watch’; etc. 

  

 27.3 Stalk Verbs 

 Class Members: su ̃ghnu ‘smell’; pᴧchjɑunu ‘stalk’; cɑkhnu ‘taste’; pᴧtto lɑunu ‘track’; 

 etc. 

  

 27.4 Investigate Verbs 

 Class Members: chᴧlphᴧl gᴧrnu ‘canvass’; khoʤnu, ᴧnvesᴧn gᴧrnu ‘explore’; ʤɑ̃cnu 

 ‘examine’; khelnu ‘frisk’; nirikchᴧn gᴧrnu ‘inspect/investigate’; ᴧvᴧlokᴧn gᴧrnu, hernu 

 ‘observe’; chɑpɑ mɑrnu ‘raid’; dhui ̃pᴧttɑ lɑunu ‘ransack’; etc. 

  

 27.5 Rummage Verbs 

 Class Members: ʤhᴧrko mɑnnu ‘bore’; pʌĩco linu ‘burrow’; ʤᴧmmɑ gᴧrnu ‘forage’; 

 lᴧʈpᴧʈjɑunu ‘fumble’; chɑmnu ‘grope’; sunnu ‘listen’; hernu ‘look’; ghõcnu ‘poke’; 

 khotᴧlnu ‘rummage’; kornu, tɑchnu ‘scrabble’; kᴧnjɑunu ‘scratch’; cijɑunu ‘snoop’; etc. 

  

 27.6 Ferret Verbs 

Class Members: sikɑr khelnu ‘ferret’; sũnghnu ‘nose’; khoʤnu ‘seek’; pᴧchi lɑgnu 

‘tease’; etc. 
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 28 Verbs of Social Interaction 

 28.1 Correspond Verbs 

Class Members: mɑnnu, sᴧhᴧmᴧt hunu ‘agree’; tᴧrkᴧ gᴧrnu ‘argue’; upᴧhɑs gᴧrnu 

‘banter’; mol gᴧrnu ‘bargain’; mukh lɑgnu ‘bicker’; bɑ ʤhnu ‘brawl’; bhiɽnu ‘clash’; 

sɑth  dinu ‘collaborate’; ʈᴧkkrɑunu ‘collide’; dᴧjɑ gᴧrnu ‘commiserate’; khᴧbᴧr dinu 

‘communicate’; ispᴧrdhɑ gᴧrnu ‘compete’; sᴧhᴧmᴧt hunu ‘concur’; kurɑkɑni gᴧrnu 

‘confabulate’; ʤhᴧgᴧɽɑ gᴧrnu ‘conflict’; sᴧhᴧjog gᴧrnu ‘cooperate’; pᴧtrɑchɑr gᴧrnu 

‘correspond’; bhinnᴧ hunu ‘differ’; ᴧsᴧhᴧmᴧt hunu ‘disagree’; virodh gᴧrnu ‘dispute’; 

poilᴧ zɑnu ‘elope’; ʈhᴧʈʈɑ gᴧrnu ‘joke’; ʤudhnu ‘joust’; ʤoɽɑ milɑunu ‘mate’; misinu 

‘mingle/mix’; ʌ̃gɑlo hɑlnu ‘neck’; milɑunu ‘negotiate’; ʤoɽɑ milɑunu ‘pair’; sᴧŋghᴧrsᴧ 

gᴧrnu ‘struggle’; etc. 

  

 28.2. Marry Verbs 

Class Members: prem gᴧrnu ‘court’; luʈupuʈu hunu, pjɑro gᴧrnu ‘cuddle’; pɑrpɑcuke 

gᴧrnu  ‘divorce’; ʌ̃gɑlo hɑlnu ‘embrace/hug’; mvɑĩ khɑnu ‘kiss’; vivɑh gᴧrnu ‘marry’; 

guʈumuʈu hunu ‘nuzzle’; etc. 

  

 28.3 Meet Verbs 

 Class Members: ʤudhnu ‘battle’; mukkɑ khelnu ‘box’; sᴧllɑhᴧ gᴧrnu ‘consult’; tᴧrkᴧ 

 gᴧrnu ‘debate’; lᴧɽɑĩ gᴧrnu ‘fight’; bheʈnu ‘meet’; khelnu ‘play’; etc. 

  

 29 Verbs of Communication 

 29.1 Verbs of Transfer of a Message 

Class Members: sodhnu ‘ask’; ullekh gʌrnu ‘cite’; dʌrsɑunu ‘demonstrate’; lekhɑunu 

‘dictate’; vjɑkhjɑ gʌrnu ‘explain’; vistɑr gʌrnu ‘explicate’; bhʌnnu, vʌrnʌn gʌrnu 

‘narrate’; upʌdes dinu ‘preach’; uddhrit gʌrnu ‘quote’; pʌɽhnu ‘read’; ɑbritti gʌrnu 

‘recite’; dekhɑunu ‘show’; pʌɽhɑunu ‘teach’; bhʌnnu ‘tell’; lekhnu ‘write’; etc. 

  

 29.2 Tell Verb 

            Class Members: bhʌnnu, ʤᴧnɑunu, bᴧtɑunu ‘tell’,   

  

 29.3 Verbs of Manner of Speaking 

Class Members:bʌrbʌrɑunu ‘babble’; bhuknu ‘bark’; kʌrɑunu, hʌkɑrnu, ʤhɑ̃pnu, cjɑʈinu 

‘bawl’; kurlʌnu, kʌɽkʌnu ‘bellow/roar’; bolɑunu, pukɑrnu, ɖɑknu ‘call’; phʌlɑknu 

‘chant’; phʌtphʌtɑunu ‘chatter/grumble’; bɑsnu ‘cluck’; gungunɑunu ‘croon’; runu ‘cry’; 

legro tɑnnu ‘drawl’; bhunbhunɑunu ‘drone’; groan; ʤhʌrkʌnu, huŋkɑr gʌrnu ‘growl’; 

sitkɑr gʌrnu ‘hiss’; cicjɑunu ‘holler’; dhikkɑrnu ‘hoot’; tote bolnu ‘lisp’; kʌnnu ‘moan’; 

murmurinu ‘murmur’; gʌngʌn gʌrnu ‘mutter’; ghurnu ‘purr’; rʌnkʌnu ‘rage’; cicjɑunu, 

citkɑr gʌrnu ‘scream’; kʌrɑunu ‘shout’; gɑunu ‘sing’; ʤhʌmʈʌnu ‘snap’; bhʌkbhʌkɑunu 

‘stammer’; sɑuti/kɑnekhusi gʌrnu ‘whisper’; suselnu ‘whistle’; etc. 

  

 29.4 Verbs of Instrument of Communication 

 Class Members: mel gʌrnu ‘e-mail’; phon gʌrnu ‘phone’; etc. 

  

 29.5 Talk Verbs 

 Class Members: bolnu ‘speak’; kurɑ gʌrnu, bɑt mɑrnu ‘talk’; etc. 
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 29.6 Chitchat Verbs 

 Class Members: bɑʤhnu ‘argue’; gʌph gʌrnu ‘chat’; chatter; bʌkbʌk gʌrnu ‘chitchat’; 

 vɑrtɑlɑp gʌrnu ‘converse’; gʌph cuʈnu ‘gossip’; etc. 

  

 29.7 Say Verbs 

Class Members: ghosʌnɑ gʌrnu ‘announce/declare’; uccɑrʌn gʌrnu ‘articulate’; pvɑkkʌ 

bolnu ‘blurt’; dɑbi gʌrnu ‘claim’; sʌkɑrnu ‘confess’; ullekh gʌrnu ‘mention’; ʈipnu 

‘note’;  prʌstɑv rɑkhnu ‘propose’; bʌkhɑn gʌrnu ‘recount’; dohorjɑunu ‘reiterate/repeat’; 

vʌrnʌn gʌrnu ‘relate’; hernu ‘remark’; prʌkʌʈ gʌrnu ‘reveal’; bhʌnnu ‘say/state’; suzhɑv 

dinu ‘suggest’; etc. 

  

 29.8 Complain Verbs 

 Class Members: sʌrkʌnu ‘boast’; uʤur/gunɑso gʌrnu ‘complain’; ʈhuskinu ‘grouch’; 

 phʌʈphʌʈɑunu ‘grouse’; ɑpʌtti ʤʌnɑunu, virodh gʌrnu ‘object’; etc. 

  

 29.9 Advise Verbs 

 Class Members: cetɑuni dinu ‘admonish’; sujhɑu dinu ‘advise’; sʌcet gʌrɑunu ‘alert’; 

 sɑvdhʌn gʌrɑunu ‘caution’; pʌrɑmʌrsʌ dinu ‘counsel’; cetɑunu ‘warn’; etc.  

  

 30 Verbs of Sounds Made by Animals 

Class Members: bhuknu ‘bark’; ɖukrʌnu ‘bellow’;  cirbirɑunu ‘chirp’; bhunbhunɑunu 

‘buzz’; bɑsnu ‘cackle’; ghurnu ‘coo’; huŋkɑr gʌrnu ‘growl’; mjɑu gʌrnu ‘mew’; bɑ 

gʌrnu ‘moo’; hinhinɑunu ‘neigh’; cjɑ̃cjɑ̃ gʌrnu ‘peep’; etc. 

 

 31 Verbs of Ingesting 

 31.1 Eat Verbs 

 Class Members: khɑnu ‘drink/eat’ only 

  

 31.2 Chew Verbs 

 Class Members: cᴧpɑunu/cᴧbɑunu ‘chew/munch’; cɑʈnu ‘lick’; ʈoknu ‘nibble’; ʈipnu 

 ‘pick’; ʈhuŋnu ‘peck’; ghuʈkjɑunu ‘sip’; suruppʌ khɑnu ‘slurp’; cusnu ‘suck’; etc. 

  

 31.3 Gobble Verbs 

 Class Members: nilnu ‘gobble/swallow’; bukjɑunu ‘gulp’; etc. 

  

 31.4 Devour Verbs 

 Class Members: upʌbhog gʌrnu ‘consume’; ghicnu, hʌsurnu ‘devour’; dhoknu 

 ‘imbibe/swill’; nilnu ‘ingest’; etc. 

  

 31.5 Dine Verbs 

Class Members: khɑzɑ khɑnu ‘breakfast’; bhozʌn gʌrnu, khɑnɑ khɑnu  ‘dine/lunch’;  

bhoz  khɑnu ‘feast’; cʌrnu ‘graze’; vʌnbhoz khɑnu ‘picnic’; cuski linu ‘sup’; etc. 

  

 31.6 Gorge Verbs 

 Class Members: khuvɑunu ‘feed’; phʌsʈɑunu ‘flourish’; peʈ bhʌrnu ‘gorge’; ziunu, bɑ̃cnu 

 ‘live/survive’; sʌprinu, phɑpnu ‘prosper’; mʌulɑunu ‘thrive’; etc.  
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 31.7 Verbs of Feeding 

 Class Members: dudh khuvɑunu ‘breastfeed’; khuvɑunu ‘feed’; etc. 

  

 32 Verbs Involving the Body 

 32.1 Verbs of Bodily Processes 

 Hiccup Verbs 

 Class Members: ɖʌkɑrnu ‘belch/burp’; rɑttinu ‘blush’; hʌɽbʌɽɑunu ‘flush’; bɑɽuli lɑgnu 

 ‘hiccup’; kɑ̃pnu ‘pant’; hɑchiũ gʌrnu ‘sneeze’; sũgnu 'sniffle’; ghurnu ‘snore’; nilnu 

 ‘swallow’; hɑi kɑɽhnu ‘yawn’; etc. 

 Breathe Verbs 

Class Members: rʌgʌt ɑunu ‘bleed’; sɑs phernu ‘breathe’; khoknu ‘cough’; runu ‘cry’; 

rɑl cuhɑunu ‘dribble’; vɑntɑ gʌrnu ‘puke’; thuknu ‘spit’; pʌsinɑ ɑunu ‘sweat’; ulʈi gʌrnu 

‘vomit’; etc. 

 Exhale Verbs 

 Class Members: sɑs phernu ‘exhale/inhale’; pʌsinɑ ɑunu ‘perspire’; etc. 

  

 32.2 Verbs of Nonverbal Expression 

Class Members: muskɑunu ‘beam’; kurnu ‘cackle’; khitkɑ chɑɽnu ‘chortle’; khisikkʌ 

hɑsnu ‘chuckle’; khoknu ‘cough’; runu ‘cry’; ɑ̃khɑ tʌrnu ‘frown/glare’; dhʌkɑunu, 

ʌtɑlinu ‘gasp’; hɑ̃snu ‘giggle/laugh’’; ʤhʌrkʌnu, huŋkɑr gʌrnu ‘growl’; citkɑr gʌrnu 

‘howl’; giʤjɑunu ‘jeer’; suksukɑunu ‘moan’; oʈh lebrɑunu ‘pout’; ucchʌvɑs linu ‘sigh’; 

mʌskinu ‘simper’; muskurɑunu ‘smile’; ghurnu ‘snore’; suselnu ‘whistle’; hɑi kɑɽhnu 

‘yawn’; etc. 

  

 32.3 Verbs of Gestures/Signs Involving Body Parts 

 Wink Verbs 

 Class Members: ɑ̃nkhɑ ʤhimkjɑunu ‘wink eye/blink eye’; tɑli bʌʤɑunu ‘clap hands’; 

 ʈɑuko nihurjɑunu ‘nod head’; ʌũlɑ ʈhʌɽjɑunu ‘point finger’; kum hʌllɑunu ‘shrug 

 shoulders’; ɖẽɖhe ɑ̃nkhɑle hernu ‘squint eyes’; hɑt hʌllɑunu ‘wave hand’; etc. 

 Crane Verbs 

 Class Members: chillinu ‘arch back’; ʌ̃gɑlo hɑlnu ‘neck’; dɑ̃t dekhɑunu ‘bare teeth’; nɑk 

 phulɑunu ‘blow nose’; muʈʈhi kʌsnu ‘clench fists’; ʌ̃ulɑ dobrjɑunu ‘crook finger’; hɑt 

 bɑ̃dhnu ‘cross arms/fold arms’; pʌkheʈɑ cʌlɑunu ‘flap wings’; dɑ̃t tʌlkɑunu ‘flash teeth’; 

 cuʈki bʌʤɑunu ‘flick finger’; dɑ̃t kiʈnu ‘gnash teeth/grind teeth’; ɑ̃nkhɑ kholnu ‘open 

 eyes’; hɑt mʌlnu ‘rub hands’; ʈɑuko hʌllɑunu ‘shake head’; etc. 

 Curtsey Verbs 

 Class Members: ʤhuknu, nihurinu ‘bow’; ghũɖɑ ʈeknu ‘kneel’; sʌlɑm gʌrnu 

 ‘salaam/salute’’ etc. 

  

 32.4 Snooze Verbs 

 Class Members: ũghnu, ʤhulnu, ʤhʌkɑunu ‘doze’; lolɑunu ‘drowse’; nidɑunu, sutnu 

 ‘nap/sleep/snooze’; etc. 

  

 32.5 Flinch Verbs 

 Class Members: hissʌ/hisrikkʌ pʌrnu ‘balk’; lʌtrʌnu ‘cower’; dʌbnu ‘cringe’; hʌckʌnu 

 ‘flinch’; ʤhʌskʌnu ‘recoil’; khumcinu ‘shrink’; kʌnnu ‘wince’; etc. 
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 32.6 Verbs of Body-Internal States of Existence 

 Class Members: kɑ̃pnu, kɑmnu ‘convulse/quake/shiver’; lʌtrʌnu ‘cower’; hʌllʌnu 

 ‘quiver/shake’; cʌʈpʌʈɑunu ‘writhe’; etc. 

 32.7 Suffocate Verbs 

 Class Members: sʌrkʌnu ‘choke’; ɖubnu ‘drown’; nissɑsinu ‘suffocate’; etc. 

  

 32.8 Verbs of Bodily State and Damage to the Body 

 Pain Verbs 

 Class Members: dukhnu, piɽɑ hunu ‘ache/pain’; bother; coʈ lɑgnu, biʤhnu ‘hurt’; cilɑunu 

 ‘itch’; etc. 

 Tingle Verbs 

 Class Members: gungunɑunu ‘hum’; ghopnu ‘prickle’; riŋʈɑ lɑgnu ‘head reel’; ʈhuŋnu 

 ‘sting’; cʌskʌnu, ʈʌnkʌnu ‘throb’; ʤhʌmʤhʌmɑunu, polnu, cʌhrjɑunu, pʌrpʌrɑunu, 

 phʌrphʌrɑunu, rʌmrʌmɑunu, ʤhʌnʤhʌnɑunu ‘tingle’; etc. 

 Hurt Verbs 

Class Members: oʈh ʈoknu ‘bite lip’; thʌccinu, thʌcɑrnu ‘bump’; polnu, zʌlnu ‘burn’; 

toɽnu,  phuʈɑunu ‘break’; prʌhɑr gʌrn ‘bruise’; kɑʈnu ‘cut’; dukhɑunu, coʈ pɑrnu 

‘hurt/injure’;  phuʈnu, bhɑ̃ccinu ‘rupture’; polnu, ɖɑmnu ‘scald’; etc. 

 Verbs of Change of Bodily State 

 Class Members: kɑlonilo hunu ‘blanch’; murchɑ pʌrnu, ʌcet hunu, behos hunu 

 ‘faint/swoon’; rogɑunu ‘sicken’; etc. 

  

 33 Verbs of Grooming and Bodily Care 

 33.1 Verbs of Caring for the Whole Body 

 Dress Verbs 

 Class Members: nuhɑunu ‘bathe/shower’; phernu ‘change’; lugɑ phukɑlnu ‘disrobe’; 

 pʌhirinu, lɑunu ‘dress’; vjɑjɑm gʌrnu ‘exercise’; ʈimkinu ‘preen’; khʌurʌnu ‘shave’; 

 udhɑrnu ‘strip’; dhunu, pʌkhɑlnu ‘wash’; etc. 

 Groom Verbs 

 Class Members: tᴧjɑr pɑrnu, sĩgɑrnu, sᴧʤɑunu ‘groom’; etc. 

  

 33.2 Verbs of Caring for a Specific Body Part 

 Floss Verbs 

 Class Members: brus gʌrnu ‘brush teeth’; dɑrhi khʌurʌnu ‘shave beard’; hɑt dhunu ‘wash 

 hands’; etc. 

 Braid Verbs 

Class Members: kes bɑʈnu ‘braid hair’; kes kornu ‘comb hair’; kes kɑʈnu ‘cut hair’; kes 

dhunu/pʌkhɑlnu ‘rinse hair’; kes milɑunu ‘set hair’; mukh puchnu ‘towel face’; kes 

chɑ̃ʈnu  ‘trim hair’; etc. 

  

 33.3 Verbs of Dressing 

 Simple Verbs of Dressing 

 Class Members: lɑunu, pʌhirinu ‘don/wear’; phukɑlnu, utɑrnu ‘doff’; etc. 

 Verbs of Dressing Well 

 Class Members: sĩgɑrinu 'doll’; pʌhirinu ‘dress’; ʈhɑ̃ʈinu ‘spruce’; etc. 
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Verbs of Being Dressed 

 Class Members: pʌhirɑunu/lɑunu ‘attire/garb’; etc.  

  

34 Verbs of Killing 

 34.1 Murder Verbs 

 Class Members: hʌtjɑ gʌrnu ‘assassinate’; chʌpkɑunu ‘butcher’; etc. 

  

 34.2 Poison Verbs 

 Class Members: ɖubɑunu, copʌlnu, cobʌlnu ‘drown’; ʤhunɖjɑunu ‘hang’; kɑʈnu ‘knife’; 

 bis dinu ‘poison’; goli hɑnnu ‘shoot’; nissɑsjɑunu ‘smother/suffocate’; ghopnu, cheɽnu 

 ‘stab’; ᴧ̃ʈhjɑunu ‘strangle’; etc. 

  

 35 Verbs of Emission 

 35.1 Verbs of Light Emission 

 Class Members: prᴧkɑsit hunu ‘beam’; ʤhimkinu ‘blink’; bɑlnu ‘blaze’; ʤᴧlnu ‘flame’; 

 bᴧlnu ‘flare’; ʈᴧlkᴧnu ‘flash/glare’; pilpilɑunu ‘flicker’; ʈᴧlpᴧl gᴧrnu ‘glimmer’; cᴧmkinu 

 ‘glint/glisten’; ʈᴧlkinu ‘glitter/glow’; ʤᴧgmᴧgɑunu ‘scintillate’; ʈᴧlkᴧnu, cᴧmkᴧnu, 

 ʤhᴧlkᴧnu ‘shine/sparkle’; cᴧmcᴧmɑunu ‘twinkle’; etc.  

  

 35.2 Verbs of Sound Emission 

Class Members: bᴧrbᴧrɑunu ‘babble’; kurlᴧnu ‘bellow’; nɑd phuknu ‘blare’; visphoʈ 

hunu  ‘blast’; cᴧrkinu ‘blat’; umlinu ‘bubble’; bhᴧnkinu ‘buzz’; phᴧtphᴧtɑunu ‘chatter’; 

ʈᴧnʈᴧnɑunu ‘clang’; tɑli bᴧʤɑunu ‘clap’; pᴧɽkinu ‘crack’; kᴧɽkinu ‘crackle’; ʈᴧkkrɑunu 

‘crash’; cuĩkinu 'creak’; kᴧrɑunu ‘cry’; bhunbhunɑunu ‘hum’; cicjɑunu ‘jangle’; 

ʤhᴧnʤhᴧnɑunu ‘jingle’;  ghurnu ‘purr’; ɖhᴧkjɑunu ‘knock’; kᴧnnu ‘moan’; murmurinu 

‘murmur’; pᴧʈpᴧʈɑunu ‘patter’; ghᴧnkᴧnu ‘plunk’; guɽguɽɑunu ‘rattle’; etc.  

  

 35.3 Verbs of Smell Emission 

 Class Members: sũgnu 'smell’; gᴧnhɑunu, gᴧndhᴧ ɑunu ‘stink’; etc. 

  

 35.4 Verbs of Substance Emission 

Class Members: ɖᴧkɑrnu ‘belch’; rᴧgᴧt ɑunu ‘bleed’; umlinu ‘bubble’; cuhunu 

‘leak/dribble’; tᴧpkᴧnu ‘drip’; cuhunu ‘exude’; phĩʤ ɑunu ‘foam’; bᴧgnu ‘gush’; 

rᴧsɑunu ‘ooze’; khᴧnjɑunu ‘pour’; phulnu ‘puff’; khᴧsɑlnu, ʤhɑrnu ‘shed’; okᴧlnu, 

phᴧlɑknu ‘spout’; umrinu ‘sprout’; bhulbhulɑunu ‘spurt’; chjɑpnu ‘squirt’; bɑphinu 

‘steam’; pᴧsinɑ kɑɽhnu ‘sweat’; etc. 

  

 36 Destroy Verbs 

 Class Members: dhvᴧstᴧ pɑrnu ‘annihilate’; sottᴧr pɑrnu ‘decimate’; vidhvᴧns pɑrnu, 

 bhᴧtkɑunu, nɑs pɑrnu ‘demolish/destroy/devastate/wreck’; mɑsnu ‘exterminate’; unmul 

 pɑrnu ‘extirpate’; meʈnu ‘obliterate’; tᴧhᴧsnᴧhᴧs pɑrnu ‘ravage’; meʈɑunu, kornu ‘raze’; 

 svɑhɑ pɑrnu ‘ruin’; bigɑrnu, phuknu, hũɽelnu,uɽɑunu, sidhjɑunu, khiinu, suknu, bitnu, 

 sᴧkinu, ᴧphɑlnu, kherᴧ ʤɑnu/phɑlnu ‘waste’; etc. 
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37 Verbs of Change of State 

 37.1 Break Verbs 

Class Members: toɽnu, phornu, bhᴧtkɑunu, ʈuʈnu, bhɑ̃cnu, ʈhᴧnkinu, cũɽnu, micnu 

'break’; kɑʈnu, phᴧʈɑunu ‘chip’; cᴧrkinu, dhᴧskinu, pᴧɽkᴧnu, phuʈnu, phɑʈnu, cirinu 

‘crack’; ʈᴧkkrɑunu, munʈinu, khᴧsnu ‘crash’; kicnu, pelnu, dᴧlnu, kulcᴧnu ‘crush’; cjɑtnu 

‘rip’; bhɑ̃cnu, cᴧknɑcur pɑrnu ‘shatter’; kicnu, toɽnu ‘smash’; njɑknu, ʈoknu ‘snap’; 

cirnu,  cᴧrkinu ‘splinter’; pokhinu ‘split’; cjɑtnu, phᴧʈɑunu ‘tear’; etc. 

  

 37.2 Bend Verbs 

 Class Members: moɽinu, nihurinu, ʤhuknu, ghopʈinu, ʤholinu, lᴧtrinu ‘bend’; dobrɑunu 

 ‘crease’; nimoʈhnu, cɑurinu ‘crinkle/wrinkle’; kucjɑunu ‘crumple’; pᴧʈjɑunu ‘fold’; 

 khᴧʤmᴧʤjɑunu ‘rumple’; etc. 

  

 37.3 Cooking Verbs 

Class Members: othɑunu, gumsjɑunu ‘bake’; polnu, seknu ‘barbecue/broil/grill’; 

choɽjɑunu ‘blanch’; umɑlnu ‘boil’; seknu ‘braise’; ɖᴧɽɑunu, khᴧ̃gɑrnu, pilchɑunu 

‘brown’; pᴧkɑunu ‘cook’; tɑrnu ‘crisp/fry’; tᴧtɑunu ‘heat’; sukɑunu ‘parch’; chicolnu 

‘percolate’; polnu, ɖɑmnu ‘scald’; bᴧphjɑunu ‘steam/stew’; etc. 

  

 37.4 Verbs of Entity-Specific Change of State 

Class Members: phokɑ uʈhnu ‘blister’; phulnu, phᴧkrinu, khilnu ‘bloom/blossom’; 

ʤᴧlnu, ɖᴧɽnu, polnu ‘burn’; khiinu ‘corrode’; kuhunu ‘decay’; bigrᴧnu ‘deteriorate’; 

khɑnu, mɑsnu ‘erode’; rukhinu ‘ferment’; phulnu ‘flower’; pᴧlɑunu, ʈusɑunu 

‘germinate’; gᴧlnu ‘molt’; sᴧɽnu ‘rot’; khijɑ lɑgnu ‘rust’; umrinu ‘sprout’; ʤᴧmnu, ᴧɽnu 

‘stagnate’; suninu ‘swell’; dhᴧmilinu ‘tarnish’; murʤhɑunu ‘wilt’; suknu, oilɑunu, 

cɑurinu ‘wither’; etc. 

  

 37.5 Verbs of Calibratable Changes of State 

 Class Members: prᴧsᴧnsɑ gᴧrnu ‘appreciate’; phulnu, uksinu ‘balloon’; cᴧɽhnu , 

 uklᴧnu‘climb’; khᴧskᴧnu, ghᴧrkᴧnu ‘decline’; ghᴧʈnu ‘decrease’; hijɑunu, hocjɑunu 

 ‘depreciate’; bhinnᴧ hunu, ᴧlᴧginu ‘differ’; ghᴧʈnu ‘diminish’; khᴧsnu, ʤhᴧrnu, choɽnu 

 ‘drop’; khᴧsnu, lᴧɽnu, ʤhᴧrnu ‘fall’; pɑunu ‘gain’; bᴧɽhnu ‘grow/increase’; uphrinu 

 ‘jump’; ghᴧceʈnu ‘plunge’; udɑunu ‘rise’; uɽnu, ᴧkɑsinu, culinu ‘soar’; urlᴧnu ‘surge’; 

 khurmurinu, gulʈinu, pᴧchɑrinu ‘tumble’; bᴧdlinu ‘vary’; etc. 

  

 38 Lodge Verbs 

Class Members: bᴧsnu ‘board’; bɑs bᴧsnu ‘camp’; bᴧsnu, bɑs gᴧrnu, bᴧsobɑs gᴧrnu 

‘dwell/live/lodge/reside/settle’; ɑsrᴧjᴧ linu ‘shelter’; rokinu, ᴧɽnu, thɑminu ‘stop’; 

rᴧhᴧnu, bᴧsnu  ‘stay’; etc. 

  

 39 Verbs of Existence 

 39.1 Exist Verbs 

Class Members: nirbhᴧr rᴧhᴧnu ‘depend’; bᴧsnu ‘dwell’; thegnu, besɑunu ‘endure’; 

bɑ̃cnu,  ʤiunu, ʤivit rᴧhᴧnu ‘live/survive/exist’; phĩzɑunu, pᴧsɑrnu, thɑpnu 'extend’; 

phulnu, mᴧulɑunu, phɑpnu ‘flourish’; kᴧmzor/durbᴧl hunu ‘languish’; ᴧɽnu, thɑminu 

‘linger’; prᴧbᴧl hunu ‘predominate’; ʤitnu ‘prevail’ ; sᴧprᴧnu ‘prosper’; rᴧhᴧnu 
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‘remain’; bᴧsnu ‘reside’; mᴧulɑunu, phᴧsʈɑunu ‘thrive’; pᴧrkhᴧnu, prᴧtikchɑ gᴧrnu, 

kurnu ‘wait’; etc. 

  

 39.2 Verbs of Entity-Specific Modes of Being 

Class· Members: phᴧkrinu ‘bloom’; phulnu ‘blossom’; phuknu ‘blow’; sɑs phernu 

‘breathe’; ʤᴧrkhᴧrɑunu ‘bristle’; suninu, gɑninu ‘bulge’; khiinu ‘corrode/erode’; kuhunu 

‘decay’; mᴧkkinu ‘decompose’; umlᴧnu ‘effervesce’; pɑknu, sᴧɽnu ‘fester’; phĩz uʈhnu 

'fizz’; bᴧgnu, bᴧhᴧnu ‘flow’; phulnu ‘flower’; phokɑ uʈhnu ‘foam’; umrinu ‘germinate’; 

bᴧɽhnu ‘grow’; gᴧlnu ‘molt’; phĩzɑunu, phᴧilɑunu 'propagate’; urlᴧnu ‘rage’; dhᴧmilinu 

‘roil’; sᴧɽnu ‘rot’; khijɑ lɑgnu ‘rust’; pɑknu ‘seethe’; phᴧilᴧnu, phĩʤinu ‘spread’; 

umrinu, ʈusɑunu ‘sprout’; ʤᴧmnu ‘stagnate’; bᴧgnu ‘stream’; bᴧɽɑrnu ‘sweep’; etc. 

  

 39.3 Verbs of Modes of Being Involving Motion 

Class Members: kᴧtrᴧnu ‘bob’; nihurinu, ʤhuknu ‘bow’; sᴧrnu, ghᴧsrᴧnu ‘creep’; nɑcnu 

‘dance’; bᴧgnu, thuprinu ‘drift’; tᴧirᴧnu ‘float’; pᴧkheʈɑ cᴧlɑunu ‘flutter’; hᴧllᴧnu 

‘hover’; urlᴧnu, ɖhᴧɽkᴧnu ‘pulsate’; hᴧllᴧnu ‘quake’; kɑmnu ‘quiver’; ghumnu 

‘revolve/rotate’; hᴧllᴧnu ‘shake’; cᴧlɑunu ‘stir’; ɖᴧgmᴧgɑunu, ʤhulnu ‘sway’; 

lᴧrkhᴧrɑunu ‘teeter’;  bᴧlkᴧnu ‘throb’; ʤoɽnu ‘totter’; tᴧrᴧnginu ‘undulate’; ʤhᴧnkᴧnu, 

ghᴧnkᴧnu ‘vibrate’;  bᴧgnu ‘waft’; phᴧhᴧrɑunu, phᴧrphᴧrɑunu ‘wave’; hᴧllɑunu 

‘wiggle’; ʤhulnu ‘wobble’;  hᴧtpᴧtɑunu ‘writhe’; etc. 

  

 39.4 Verbs of Sound Existence 

 Class Members: ghᴧnkᴧnu, gunʤᴧnu ‘echo/resonate’; etc.  

 

 39.5 Verbs of Group Existence 

 Swarm Verbs 

 Class Members: umlᴧnu ‘abound’; cᴧlmᴧlinu ‘bustle’; bɑme sᴧrnu, ghᴧsrᴧnu ‘crawl’; 

 uphrᴧnu ‘hop’; kudnu ‘run’; cᴧɽhnu ‘swarm’; pᴧuɽᴧnu, tᴧirᴧnu ‘swim’; ʤhuttinu, 

 ʤhumminu ‘teem’; ʤᴧmmɑ gᴧrnu ‘throng’; etc. 

 Herd Verbs 

 Class Members: ʤoɽnu, sᴧ̃gɑlnu ‘accumulate’; ʤᴧmmɑ gᴧrnu ‘aggregate’; sᴧŋgrᴧhᴧ 

 gᴧrnu ‘amass/collect’; ʤuʈnu, ʤoɽnu ‘assemble’; ʤhumminu, ʤhuttinu ‘cluster’; 

 sᴧnjoʤᴧn gᴧrnu ‘convene’; thuprinu ‘huddle’; etc. 

 Bulge Verbs 

 Class Members: ʤᴧrkhᴧrɑunu ‘bristle’; suninu, gɑninu ‘bulge’; etc. 

  

 39.6 Verbs of Spatial Configuration 

 Class Members: tᴧulᴧnu ‘balance’; moɽinu ‘bend’; ʤhuknu, nihurinu ‘bow/crouch’; 

 ʤhulɑunu ‘dangle’; hᴧllᴧnu ‘flop’; uɽnu ‘ fly’; ʤhunɖinu ‘hang’; hᴧllᴧnu ‘hover’; ghũɽɑ 

 ʈeknu 'kneel’; ɖhessinu ‘lean’; ɖhᴧlkᴧnu ‘lie’; ghusrᴧnu ‘nestle’; khulnu ‘open’; utrᴧnu 

 ‘perch’; bisɑunu ‘rest’; udɑunu ‘rise’; bᴧsnu ‘sit’; lᴧtrinu ‘slouch’; lᴧɽnu ‘sprawl’; ubhinu 

 ‘stand’; ɖhᴧrnu ‘stoop’;  mᴧccinu ‘swing’; tersinu ‘tilt’; etc. 

 

 39.7 Meander Verbs 

Class Members: cᴧɽhnu ‘climb’; ghᴧsrᴧnu ‘crawl’; kɑʈnu ‘cut’; ʤhɑrnu ‘drop’; ʤɑnu 

‘go’;  ghumnu ‘meander’; khᴧsnu ‘plunge’; kudnu ‘run’; chᴧrinu ‘straggle’; tᴧnkᴧnu 
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‘stretch’; gulʈinu ‘tumble’; bᴧʈɑrinu ‘twist’; ɖulnu, ʈᴧhᴧlnu ‘wander’; bunnu, bɑʈnu 

‘weave’; etc.  

  

 39.8 Verbs of Contiguous Location 

Class Members: ʤoɽnu, ʤoɽinu, ʤuʈnu ‘abut/adjoin’; bɑdhnu ‘bound’; thɑmnu, ᴧ̃ʈɑunu 

‘contain’; ɖhɑknu, chopnu ‘cover’; tᴧrnu ‘cross’; kᴧ̃ʤjɑunu ‘dominate’; ghernu 

‘encircle’; cheknu ‘fence’; bhᴧrnu ‘fill’; pᴧchjɑunu ‘follow’; gᴧɽhnu ‘frame’; hɑnnu, 

ʈhoknu ‘hit’; ᴧ̃gɑlo mɑrnu ‘hug’; kɑʈnu ‘intersect’; milnu ‘meet’; ucchinnu ‘precede’; 

bᴧɽhnu ‘surmount’; ghernu ‘surround’; chunu ‘touch’; etc. 

  

 40 Verbs of Appearance; Disappearance; and Occurrence 

 40.1 Verbs of Appearance 

 Appear Verbs 

Class Members: dekhinu, dekhɑ pᴧrnu, udɑunu ‘appear’; uʈhnu, udɑunu, phurnu ‘arise’; 

uʈhnu, zɑgnu, biũʤhᴧnu ‘awake’; biũʤhɑunu, ʤᴧgɑunu ‘awaken’; toɽnu, phuʈɑunu, 

bhɑ̃cnu ‘break’; phuʈnu, pᴧɽkinu ‘burst’; ɑunu, pɑlnu ‘come’; pɑunu, utpᴧtti hunu 

‘derive’; phᴧsʈɑunu, mᴧulɑunu, vikɑs gᴧrnu ‘develop’; niskᴧnu, phuʈnu ‘erupt’; bᴧgnu, 

bᴧhᴧnu ‘flow’; bᴧnɑunu ‘form’; bᴧɽnu, sᴧprᴧnu, umrᴧnu ‘grow’; niskᴧnu ‘issue’; khulnu, 

kholnu ‘open’; phᴧilᴧnu, phĩzinu 'spread’; etc.  

 Reflexive Verbs of Appearance 

 Class Members: bhᴧnnu, kiʈnu ‘assert’; ghosᴧnɑ gᴧrnu ‘declare’; pᴧribhɑsit gᴧrnu 

 ‘define’; vjᴧktᴧ gᴧrnu ‘express’; siddhᴧ/prᴧmɑnit gᴧrnu ‘manifest’; cᴧɽhɑunu, ʈᴧkrjɑunu 

 ‘offer’; prᴧstut gᴧrnu ‘present’; ᴧrpᴧnu ‘proffer’; siphɑris gᴧrnu ‘recommend’; ɑkɑr dinu 

 ‘shape’; dekhɑunu, kholnu ‘show’; sujhɑu dinu ‘suggest’; etc. 

  

 40.2 Verbs of Disappearance 

 Class Members: mᴧrnu, khᴧsnu, pᴧrlok hunu, mritju hunu, bitnu ‘die/expire’; hᴧrɑunu, 

 ᴧlpinu, bilɑunu, lop hunu, vilin hunu, ᴧdrisjᴧ hunu ‘disappear/vanish’; khɑriz hunu, 

 guʤrᴧnu, girnu ‘lapse’; nɑs hunu ‘perish’; etc. 

  

 40.3 Verbs of Occurrence 

 Class Members: hunu, ghᴧʈnu ‘eventuate/happen’; hunu, pɑinu, rᴧhᴧnu, ghᴧʈnu, pᴧrnu 

 ‘occur’; etc. 

  

 41 Verbs of Body-Internal Motion 

 Class Members: uphrᴧnu, lᴧɽnu ‘buck’; cᴧkcᴧk gᴧrnu, cᴧʈpᴧʈɑunu, cᴧlmᴧlɑunu, cᴧlnu 

 ‘fidget’; phuknu ‘flap’; ghumnu, cᴧkkᴧr lɑgnu ‘gyrate’; lɑt hɑnnu ‘kick’; mᴧɽɑrinu 

 ‘squirm’; ɖᴧgmᴧgɑunu, hᴧllᴧnu, mᴧccinu, ʤhuknu ‘sway’; lᴧrkhᴧrɑunu ‘teeter’; tɑnnu 

 ‘twitch’; etc. 

  

 42 Verbs of Assuming a Position 

 Class Members: ʤhuknu, nihurinu ‘bend/bow’; ʤhundinu ‘hang’; ghũɖɑ ʈeknu ‘kneel’; 

 ɖhessinu ‘lean’; pᴧlʈᴧnu ‘lie’; utrᴧnu ‘perch’; khᴧsnu ‘plop’; uʈhnu, ubhinu ‘rise’; bᴧsnu 

 ‘sit’; lᴧtrinu ‘slouch’; thᴧccinu ‘slump’; lᴧɽnu, leʈnu ‘sprawl’; ʈukrukkᴧ bᴧsnu ‘squat’;  

 ubhnu, uʈhnu ‘stand’; ʤhᴧrnu, girnu ‘stoop’; etc. 
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 43 Verbs of Motion 

 43.1 Verbs of Inherently Directed Motion 

Class Members: bᴧɽhnu ‘advance’; pugnu, ɑipugnu ‘arrive’; uklᴧnu, cᴧɽhnu 

‘ascend/climb’; ɑunu ‘come’; tᴧrnu ‘cross’; ʤɑnu, hĩɽnu 'depart’; orlᴧnu, utrᴧnu, hᴧrnu 

‘descend’; bhitrinu, pᴧsnu ‘enter’; bhɑgnu, umkᴧnu, phutkᴧnu ‘escape’; niskᴧnu, 

bɑhirinu ‘exit’; ʤhᴧrnu, girnu ‘fall’; ʤɑnu ‘go’; choɽnu, tjɑgnu ‘leave’; pᴧchi hᴧʈnu 

‘recede’; phᴧrkᴧnu ‘return’; uʈhnu, udɑunu ‘rise’; khurmurinu, gulʈinu ‘tumble’; etc. 

 43.2 Leave Verbs 

 Class Members: ᴧphɑlnu, phjɑ̃knu, milkɑunu ‘abandon’; choɽnu, tjɑgnu, ʤɑnu ‘leave’; 

 etc. 

  

 43.3 Manner of Motion Verbs 

 Roll Verbs 

 Class Members: uphrᴧnu, uphɑrnu ‘bounce’; bᴧgnu, bᴧhɑunu ‘drift’; khᴧsɑlnu, ʤhɑrnu 

 ‘drop’; utrᴧnu, tᴧirᴧnu ‘float’; sulkᴧnu, ciplᴧnu ‘glide’; cᴧlnu ‘move’; guɽnu ‘roll’; 

 ciplᴧnu, sᴧrnu ‘slide’; mᴧccinu ‘swing’; etc. 

 MOTION AROUND AN AXIS: guɖulkinu ‘coil’; ghumnu ‘revolve’; cᴧkkᴧr lɑunu 

 ‘rotate’; ghumnu ‘spin’; etc. 

 Run Verbs 

Class Members: bhɑgnu ‘bolt’; uphrᴧnu ‘bounce/bound’; hutjɑunu ‘bowl’; cᴧɽhnu, 

uklᴧnu ‘climb’; bɑme sᴧrnu, ghᴧsrᴧnu ‘crawl’; kɑmnu, thᴧrthᴧrɑunu ‘dodder’; bᴧgnu 

‘drift’;  tᴧirᴧnu ‘float’; uɽnu ‘fly’; ciplᴧnu ‘glide’; hᴧtɑrinu ‘hasten’; hĩɽnu 'hike’; 

lᴧrkhᴧrɑunu ‘hobble’; huttinu ‘hurtle’; kudnu ‘jog’; uphrᴧnu ‘jump’; khocjɑunu ‘limp’; 

sᴧɽkᴧnu ‘mosey’; cimoʈnu ‘nip’;   ghissinu ‘plod’; kudnu ‘run’; hĩɽnu 'walk’; ɖulnu 

‘wander’; etc. 

  

 43.4 Verbs of Motion Using a Vehicle 

 Verbs That Are Vehicle Names 

 Under this category, Levin (1993) has given following verb forms of English as class 

 members: balloon; cycle; dogsled; ferry; gondola; helicopter; jeep; jet; kayak; moped; 

 motor; motorbike; motorcycle; parachute; punt; raft; rickshaw; rocket; skate; skateboard; 

 ski; sled; sledge; sleigh; taxi; toboggan; tram; trolley; yacht. But no such verbs are found 

 in Nepali under this category. 

 Verbs That Are Not Vehicle Names 

 Class Members:  hɑ̃knu, kudɑunu, cʌlɑunu ‘drive’; uɽnu ‘fly’; khijɑunu ‘oar/paddle/row; 

 cɑlnu ‘pedal’; cʌɽhnu ‘ride’; etc. 

  

 43.5 Waltz Verbs 

 Class Members: thunnu ‘clog’; nɑcnu ‘dance’; phiʈnu ‘shuffle’; etc. 

  

 43.6 Chase Verbs 

 Class Members: khednu, lʌkheʈnu, lʌgɑrnu, dhʌpɑunu, bhʌgɑunu ‘chase’; pʌchjɑunu 

 ‘follow’; khoznu ‘pursue’; chɑjɑ pɑrnu ‘shadow’; pʌtto lɑunu ‘track’; etc.  
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43.7 Accompany Verbs 

 Class Members: sɑth lɑgnu/dinu ‘accompany’; sʌnchɑlʌn gʌrnu ‘conduct’; rʌkchɑ gᴧrnu 

 ‘escort’; ɖohorjɑunu, bɑʈo dekhɑunu ‘guide’; ʌguvɑi gᴧrnu ‘lead’; goʈhɑlo gᴧrnu 

 ‘shepherd’; etc. 

  

 44 Verbs of Lingering and Rushing 

 44.1 Verbs of Lingering 

 Class Members: itrinu, ʤiskinu, chillinu ‘dally’; lɑɽinu, bʌrɑlinu ‘dawdle’; ʌber hunu, 

 ɖhilo hunu ‘delay’; hickicjɑunu ‘dither/hesitate’; vilʌmbʌ hunu ‘linger’; bhʌũtɑrinu 

 'loiter’; pʌrkhʌnu ‘tarry’; etc. 

 44.2 Verbs of Rushing 

 Class Members: hʌtɑrinu, ɑturinu, ɑtur hunu, hʌtpʌtinu ‘hasten/hurry’; dhʌkelnu, 

 ghʌceʈnu ‘rush’; etc. 

  

 45 Measure Verbs 

 45.1 Register Verbs 

 Class Members: nɑpnu ‘measure’; pʌɽhnu ‘read’; pʌnʤikʌrʌn gᴧrnu ‘register’; ʤʌmmɑ 

 gᴧrnu , ʤoɽnu ‘total’; tʌulʌnu ‘weigh’; etc.  

  

 45.2 Cost Verbs 

 Class Members: vʌhʌn gᴧrnu ‘carry’; mol lɑgnu ‘cost’; khʌpnu ‘last’; pɑunu ‘take’; etc. 

  

 45.3 Fit Verbs 

 Class Members: boknu ‘carry’; ʌ̃ʈɑunu ‘contain’; milnu, ʈhikkʌ hunu ‘fit’; thɑmnu ‘hold’; 

 bʌsnu ‘seat’; sutnu ‘sleep’; rɑkhnu ‘store’; linu ‘take’; prʌjog gᴧrnu ‘use’; etc. 

  

 45.4 Price Verbs 

 Class Members: dɑm lɑunu ‘appraise’; nirupᴧn gᴧrnu ‘assess’; ᴧɽkʌl gᴧrnu, ɑknu 

 ‘estimate’; toknu ‘fix’; muljʌ/mol lɑunu ‘price’; dʌr toknu ‘rate’; mol gᴧrnu ‘value’; etc. 

  

 45.5 Bill Verbs 

 Class Members: bɑʤi lɑunu ‘bet’; ʤᴧrimɑnɑ tirnu ‘fine/mulct’; ʤogɑunu, bᴧcɑunu 

 ‘save’; etc. 

  

 46 Aspectual Verbs 

 46.1 Begin Verbs 

 Class Members: suru/thɑlᴧni gᴧrnu, thɑlnu ‘begin/start’; bᴧndᴧ/ᴧntᴧ hunu ‘cease’; 

 prɑrᴧmbhᴧ/ɑrᴧmbhᴧ gᴧrnu ‘commence’; nirᴧntᴧrtɑ dinu, cᴧlirᴧhᴧnu, cɑlu rɑkhnu 

 ‘continue’; sᴧknu, siddhjɑunu, turnu, tungo lɑunu, sᴧmɑptᴧ gᴧrnu ‘end/finish’; ᴧɽnu, 

 roknu, rokinu, thɑminu ‘halt’; thᴧnkjɑunu, thɑnko lɑunu ‘keep’; bᴧɽhnu, cᴧlnu ‘proceed’; 

 dohorjɑunu ‘repeat’; pheri thɑlnu ‘resume’; roknu, bᴧndᴧ gᴧrnu ‘stop’; etc. 

  

 46.2 Complete Verbs 

 Class Members: purɑ/purnᴧ gᴧrnu, sᴧknu, siddhjɑunu ‘complete’; choɽnu, roknu 

 ‘discontinue’; suru/thɑlᴧni gᴧrnu, thɑlnu ‘initiate’; choɽnu ‘quit’; etc. 
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 47 Weekend Verbs 

 Class Members: cuʈʈi/vidɑ hunu ‘holiday/vacation’; bɑs bᴧsnu ‘sojourn’; etc. 

  

 48 Weather Verbs 

Class Members: cᴧlnu, phuknu ‘blow’; sᴧphɑ hunu ‘clear’; simsim pɑni pᴧrnu 

‘drizzle/mizzle’; kuhiro lɑgnu ‘fog’; kᴧʈhjɑ̃grinu ‘freeze’; bᴧtɑs cᴧlnu ‘gust’; ᴧsinɑ pᴧrnu 

‘hail’; biʤuli cᴧmkinu ‘lightning’; tũvɑlo lɑgnu ‘mist’; pɑnile cuʈnu ‘pelt’; pɑni 

dᴧrkᴧnu, bᴧrsᴧnu ‘pour/shower’; pɑni pᴧrnu ‘precipitate/rain’; gᴧrʤᴧnu ‘roar’; ᴧsinɑ 

pᴧrnu ‘sleet’;  hiũ pᴧrnu ‘snow’; chᴧrkᴧnu ‘sprinkle’; cᴧʈjɑŋ pᴧrnu, gᴧɽjɑŋuɽuŋ gᴧrnu 

‘thunder’; etc. 
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APPENDIX – III 

Unique Verb Frames with their Sense IDs 
 

1. k2 ɑ̃k%VT%S1%FID1, ɑ̃k%VT%S2%FID2 

ukɑs%VT%S2%FID2, ukel%VT%S1%FID1 

ukel%VT%S2%FID2, ukhel%VT%S%FID1 

ukhel%VT%S2%FID2, ughɑr%VT%S1%FID1 

ucɑl%VT%S2%FID2, uɽ%VT%S2%FID2 

utɑr%VT%S1%FID1, oɽh%VT%S1%FID1 

oɽh%VT%S2%FID2, kʌmɑu%VCAUS%S1%FID1 

kʌmɑu%VT%S2%FID2, kʌmɑu%VT%S3%FID3 

kᴧrɑu%VI%S1%FID1, kᴧs%VT%S1%FID1 

kᴧs%VT%S2%FID2, kɑʈ%VT%S1%FID1 

kɑʈ%VT%S2%FID2, kɑʈ%VT%S3%FID3 

kɑʈ%VT%S4%FID4, kɑʈ%VT%S6%FID6 

kɑɽh%VT%S2%FID2, kɑɽh%VT%S3%FID3 

kɑɽh%VT%S4%FID4, kɑrh%VT%S5%FID5 

kɑrh%VT%S6%FID6, kɑrh%VT%S7%FID7 

kiʈ%VT%S1%FID1, kiʈ%VT%S2%FID2 

kuʈ%VT%S1%FID1, kuʈ%VT%S2%FID2 

ker%VT%S1%FID1, ker%VT%S2%FID2 

khᴧp%VI%S2%FID2, khɑ%VT%S1%FID1 

khɑ%VT%S2%FID2, khɑ%VT%S3%FID3 

khɑ%VT%S5%FID5, khɑ%VT%S6%FID6 

khɑ%VT%S7%FID7, khɑ%VT%S8%FID8 

khɑ%VT%S9%FID9, khɑ%VT%S10%FID10 

khɑ%VT%S11%FID11, khijɑu%VT%S1%FID1 

khijɑu%VT%S2%FID2, khel%VT%S1%FID1 
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khel%VT%S2%FID2, khoʤ%VT%S1%FID1 

khoʤ%VT%S2%FID2, khol%VT%S1%FID1 

khol%VT%S3%FID3, khol%VT%S4%FID4 

gʌr%VT%S1%FID1, gʌr%VT%S2%FID2 

cjɑt%VT%S1%FID1, cjɑp%VT%S1%FID1 

cjɑp%VT%S2%FID2, chɑɽ%VT%S1%FID1 

chɑn%VT%S1%FID1, chɑn%VT%S2%FID2 

ʤɑn%VT%S1%FID1, ʤɑn%VT%S2%FID2 

ʤogɑu%VT%S1%FID1, ʤoɽ%VT%S1%FID1 

ʤoɽ%VT%S2%FID2, ʤoɽ%VT%S3%FID3 

ʤhik%VT%S2%FID2, ʤhos%VT%S1%FID1 

ʤhos%VT%S2%FID2, ʈɑ̃g%VT%S2%FID2 

ʈip%VT%S1%FID1, ʈip%VT%S2%FID2 

ʈek%VT%S1%FID1, ʈek%VT%S2%FID2 

ʈok%VT%S1%FID1, ʈok%VT%S2%FID2 

ʈhʌg%VT%S1%FID1, ʈhʌg%VI%S2%FID2 

ʈhuŋ%VT%S1%FID1, ʈhuŋ%VT%S2%FID2 

ʈhel%VT%S1%FID1, ʈhok%VT%S1%FID1 

ʈhok%VT%S2%FID2, ʈhok%VT%S3%FID3 

ᶑhɑk%VT%S1%FID1, tʌr%VT%S2%FID2 

tɑn%VT%S1%FID1, tɑn%VT%S2%FID2 

tok%VT%S1%FID1, tok%VT%S2%FID2 

tok%VT%S3%FID3, thɑm%VT%S1%FID1 

thɑm%VT%S2%FID2, dᴧbɑu%VT%S1%FID1 

dᴧbɑu%VT%S2%FID2, dɑg%VT%S1%FID1 

dɑg%VT%S2%FID2, dekh%VT%S1%FID1 

dekh%VT%S1%FID1, dekh%VT%S2%FID2 
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nɑgh%VT%S1%FID1, nɑp%VT%S1%FID1 

nɑp%VT%S2%FID2, pᴧkri%VT%S1%FID1 

pᴧkri%VT%S2%FID2, pᴧkɑu%VT%S1%FID1 

pᴧkɑu%VT%S2%FID2, pʌcɑu%VT%S1%FID1 

pʌcɑu%VT%S2%FID2, pɑu%VT%S1%FID1 

pɑu%VT%S2%FID2, pɑl%VT%S1%FID1 

puch%VT%S2%FID2, purjɑu%VT%S1%FID1 

purjɑu%VT%S2%FID2, pokh%VT%S1%FID1 

pokh%VT%S2%FID2, phᴧl%VI%S2%FID2 

phɑ̃ɽ%VT%S1%FID1, phɑ̃ɽ%VT%S2%FID2 

phuk%VT%S1%FID1, phuk%VT%S2%FID2 

pher%VT%S1%FID2, phjɑ̃k%VT%S1%FID1 

phjɑ̃k%VT%S2%FID2, bʌn%VT%S1%FID1 

bᴧtɑu%VT%S2%FID2, bɑ̃dh%VT%S1%FID1 

bɑ̃dh%VT%S2%FID2, bɑ̃dh%VT%S3%FID3 

bisɑu%VT%S1%FID1, bhᴧn%VT%S1%FID1 

bhᴧn%VT%S2%FID2, bhᴧr%VT%S2%FID2 

bhiʤ%VI%S1%FID1, bhᴧkur%VT%S1%FID1 

bhᴧkur%VT%S2%FID2, bhʌɽki%VI%S1%FID1 

bhɑ̃ɽ%VT%S1%FID1, bhɑ̃ɽ%VT%S2%FID2 

bhᴧnki%VI%S2%FID2, bhir%VT%S1%FID1 

bhir%VT%S2%FID2, bhuʈ%VT%S1%FID1 

bhuʈ%VT%S2%FID2, bhul%VT%S1%FID1 

bhog%VT%S1%FID1, bhjɑu%VT%S1%FID1 

mʌnɑu%VI%S2%FID2, mʌth%VT%S1%FID1 

mʌth%VT%S2%FID2, mʌrkɑu%VT%S1%FID1 

mʌrkɑu%VT%S2%FID2, mʌski%VT%S2%FID1 
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mʌski%VI%S2%FID2, mɑʤh%VT%S1%FID1 

mɑn%VT%S2%FID1, mɑn%VT%S2%FID2 

mɑr%VT%S1%FID1, mɑr%VT%S1%FID2 

mɑs%VT%S1%FID1, mic%VT%S2%FID1 

mic%VT%S2%FID2, mʌl%VT%S1%FID1 

muɽ%VT%S2%FID2, meʈ%VT%S1%FID1 

meʈ%VT%S2%FID2, rʌc%VT%S1%FID1 

rʌc%VT%S2%FID2, reʈ%VT%S1%FID1 

reʈ%VT%S2%FID2, rɑkh%VT%S2%FID2 

rũg%VT%S1%FID1, rũg%VT%S2%FID2 

ruc%VI%S1%FID1, ruc%VI%S2%FID2 

lᴧgɑu%VT%S1%FID1, lʌchɑr%VT%S1%FID1 

lʌchɑr%VT%S2%FID2, lʌʈhɑr%VI%S1%FID1 

li%VT%S1%FID1, ljɑu%VT%S1%FID1 

ljɑu%VT%S2%FID2, sʌk%VI%S1%FID1 

sʌk%VI%S3%FID3, sʌnki%VI%S1%FID1 

sʌmɑu%VT%S1%FID1, sʌmɑu%VT%S2%FID2 

sʌmɑu%VT%S3%FID3, sʌmhɑl%VT%S1%FID1 

sʌmhɑl%VT%S2%FID2, sʌr%VT%S2%FID2 

hʌrɑu%VT%S1%FID1, hʌrɑu%VT%S2%FID2    

hɑ̃k%VT%S1%FID1, hɑ̃k%VT%S2%FID2 

hɑ̃k%VT%S3%FID3, hik%VI%S1%FID1 

her%VT%S1%FID1, her%VT%S2%FID2 

her%VT%S3%FID3, her%VT%S4%FID4 

her%VT%S5%FID5, hɑn%VT%S1%FID1 

hɑn%VT%S4%FID4, hᴧkɑr%VI%S1%FID1 

hᴧkɑr%VI%S2%FID2, hɑr%VI%S1%FID1 
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hᴧmki%VT%S1%FID1, hũɽʌl%VT%S1%FID1 

2. k1+verb ughri%V8%S1%FID1, ughri%V8%S2%FID2 

uʈh%VI%S4%FID4, uʈh%VI%S5%FID5 

uʈh%VI%S6%FID6, utri%VI%S2%FID2 

udɑu%VI%S1%FID1, umri%VT%S1%FID1   

uɽ%VI%S1%FID1, uphri%VI%S2%FID2 

khʌs%VI%S2%FID2, khʌs%VI%S2%FID2 

khɑ%VI%S4%FID4, khul%VT%S1%FID1 

khul%VI%S3%FID3, khul%VI%S5%FID5 

khul%VI%S3%FID6, khol%VT%S2%FID2 

gʌl%VI%S1%FID1, gʌl%VI%S2%FID2 

ghᴧʈ%VI%S1%FID1, cᴧmki%VI%S1%FID1 

cᴧmki%VI%S2%FID2, cᴧrki%VI%S1%FID1 

cᴧrki%VI%S2%FID2, cʌl%VI%S1%FID1 

cʌl%VI%S3%FID3, cʌl%VI%S5%FID5 

cʌl%VI%S6%FID6, cjɑt%VT%S2%FID2 

chʌ̃ʈɑu%VI%S2%FID2, chuʈ%VI%S1%FID1 

chuʈ%VI%S2%FID2, chuʈ%VI%S3%FID3   

ʤᴧnmi%VI%S1%FID1, ʤᴧnmi%VI%S2%FID2 

ʤᴧm%VI%S1%FID1, ʤʌl%VI%S1%FID1 

ʤɑg%VI%S1%FID1, ʤɑg%VI%S2%FID2 

ɖʌɽh %VI%S1%FID1, ɖʌɽh %VI%S2%FID2 

ɖhʌlki%VI%S1%FID1, thɑk%VI%S2%FID2 

thun%VT%S2%FID2, pᴧgli%VI%S1%FID1 

pᴧgli%VI%S2%FID2, pʌr%VI%S1%FID1 

pʌr%VI%S4%FID4, pʌsɑu%VT%S1%FID1 

pɑk%VI%S1%FID1, phᴧl%VI%S1%FID1 
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phuʈ%VI%S1%FID1, phuʈ%VI%S2%FID2 

phul%VI%S1%FID1, phul%VI%S2%FID2 

pher%VT%S1%FID1, bᴧg%VI%S1%FID1 

bᴧʤ%VI%S1%FID1, bᴧʤ%VI%S2%FID2 

bʌɽh%VI%S1%FID1, bʌɽh%VI%S2%FID2 

bʌn%VT%S2%FID2, bigri%VI%S1%FID1 

bigri%VI%S2%FID2, bit%VI%S1%FID1 

bit%VI%S2%FID2, bit%VI%S3%FID3 

bisɑu%VT%S2%FID2, bhɑsi%VI%S1%FID1 

bhᴧtki%VI%S1%FID1, bhᴧtki%VI%S2%FID2 

bhᴧnki%VI%S1%FID1, mʌcci%VI%S1%FID1 

mʌr%VI%S2%FID2, mɑʤh%VT%S2%FID2 

mɑs%VT%S2%FID2, mil%VT%S3%FID3 

mil%VI%S5%FID5, rʌsɑu%VI%S2%FID2 

rʌhʌ%VI%S1%FID1, rʌnki%VI%S1%FID1 

rʌnki%VI%S3%FID3, rɑ̃ki%VI%S1%FID1 

rɑ̃ki%VI%S2%FID2, rɑ̃ki%VI%S3%FID3 

lʌɽ%VT%S1%FID2, lʌmmi%VI%S1%FID1 

lʌmmi%VI%S2%FID2, lʌʈhɑr%VI%S2%FID2 

lɑg%VI%S9%FID9, lɑg%VT%S12%FID12 

lɑg%VI%S13%FID13, lɑg%VI%S14%FID14 

sʌnki%VI%S2%FID2, sʌpri%VI%S1%FID1 

sʌpri%VI%S2%FID2, sʌlki%VI%S1%FID1 

sʌr%VI%S3%FID3, suk%VT%S1%FID1 

hᴧlli%VI%S1%FID1, hik%VI%S2%FID2 

hᴧmki%VI%S2%FID2 

3. k1+k7p+verb 

 

uphri%VI%S3%FID3, kᴧrɑu%VI%S2%FID2 
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kɑʈ%VT%S5%FID5, ghum%VI%S2%FID2 

cʌɽh%VI%S1%FID1, cʌɽh%VI%S2%FID2 

tʌr%VT%S1%FID1, pᴧs%VT%S1%FID1 

bᴧs%VI%S1%FID1, mʌr%VI%S1%FID1 

munʈi%VI%S2%FID2, sʌk%VI%S2%FID2 

sʌlki%VI%S2%FID2, sʌr%VT%S1%FID1 

hu%VI%S1%FID1 

4. k1+k7+verb 

 

uker%VI%S2%FID2, uksᴧ%VI%S2%FID2 

tʌp%VI%S2%FID2, nihuri%VI%S2%FID2 

nihuri%VI%S1%FID1, bᴧs%VI%S2%FID2 

bhɑg%VI%S2%FID2, bhiʤ%VI%S2%FID2 

bhul%VT%S2%FID2, rʌnki%VI%S2%FID2 

lʌnɖi%VI%S2%FID2, sʌrki%VI%S2%FID2    

hɑn%VT%S2%FID2, hũɽʌl%VT%S2%FID2 

5. k7+k1+verb 

 

udɑu%VI%S2%FID1, ubʤi%VT%S2%FID2 

umri%VT%S2%FID2, khul%VI%S4%FID4 

khel%VT%S34%FID3, ghum%VI%S1%FID1 

tʌrkʌ%VI%S2%FID2, nikɑl%VT%S1%FID1 

pᴧs%VT%S2%FID2, lɑg%VT%S6%FID6 

lɑg%VT%S7%FID7, hɑl%VT%S2%FID2 

hɑl%VT%S3%FID3, hɑl%VT%S4%FID4 

6. k1+k5+verb 

 

uksᴧ%VI%S1%FID1, uʈh%V11%S2%FID2 

utri%VI%S1%FID1, uphri%VI%S1%FID1 

niski%VI%S1%FID1, bhʌɽki%VI%S2%FID2 

bhɑg%VI%S1%FID1, munʈi%VI%S1%FID1 

lʌɽ%VT%S1%FID1, lʌnɖi%VI%S1%FID1 

sulki%VI%S1%FID1, hʌʈ%VI%S1%FID1 
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hʌʈ%VI%S2%FID2 

7. k1+k7+k2+verb 

 

pʌsɑu%VT%S1%FID1, pirol%VT%S1%FID1 

bhᴧr%VT%S1%FID1, bheʈ%VT%S2%FID2 

bhog%VT%S2%FID2, much%VT%S2%FID2 

rɑkh%VT%S1%FID1, lᴧgɑu%VT%S1%FID2 

lᴧgɑu%VT%S3%FID4, li%VT%S2%FID2 

her%VT%S6%FID6, hɑn%VT%S3%FID3 

8. k7p+k1+verb ubhi%VI%S1%FID1, pɑl%VT%S2%FID2 

ubʤi%VT%S1%FID1, ubhi%VI%S2%FID2 

ʤᴧm%VI%S2%FID2, niski%VI%S2%FID2 

bᴧg%VI%S2%FID2, bʌɽh%VI%S4%FID4 

mʌcci%VI%S2%FID2, hɑl%VT%S1%FID1 

9. k4a+k2+verb 

 

ɑu%VI%S2%FID2, pʌr%VT%S2%FID2 

pʌr%VT%S3%FID3, pug%VI%S2%FID2 

lɑg%VI%S2%FID2, lɑg%VT%S5%FID5 

lɑg%VT%S8%FID8, lɑg%VT%S10%FID%10 

lɑg%VT%S11%FID11 

10. k1+rd+verb 

 

cʌl%VI%S2%FID2, ɖhʌlki%VI%S2%FID2 

bʌɽh%VI%S3%FID3, bhɑsi%VI%S2%FID2 

mʌr%VI%S4%FID4, muɽ%VI%S1%FID1 

lɑg%VT%S1%FID1, lɑg%VT%S3%FID3 

11. k1+k7p+k2+verb 

 

chᴧr%VT%S1%FID1, chᴧr%VT%S2%FID2 

ʈɑ̃g%VT%S1%FID1, ʈɑ̃s%VT%S1%FID1 

ʈhel%VT%S2%FID2, rop%VT%S1%FID1 

lᴧgɑu%VT%S3%FID3 

12. k1+k5+k2+verb 

 

ukɑs%VT%S1%FID1, ukɑs%VT%S3%FID3 

ughɑr%VT%S2%FID2, utɑr%VT%S2%FID2 
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kɑɽh%VT%S1%FID1, ʤogɑu%VT%S2%FID2 

ʤhik%VT%S1%FID1 

13. k1+k3+verb 

 

pɑk%VI%S2%FID2, mɑt%VI%S1%FID1 

mɑt%VI%S2%FID2, rɑpi%VI%S2%FID2 

sʌrki%VI%S1%FID1, hɑr%VI%S2%FID2 

14. k1+ras-k+verb 

 

khel%VI%S4%FID4, ʤʌl%VI%S2%FID2 

ʈɑ̃s%VT%S2%FID2’ tʌrki%VI%S1%FID1 

15. k3+k2+verb 

 

mʌr%VI%S3%FID3, mʌr%VI%S3%FID3 

rɑpi%VI%S1%FID1, hᴧlli%VI%S2%FID2 

16. k1+ras-k+k2+verb 

 

mʌl%VT%S2%FID2, much%VT%S1%FID1 

mil%VI%S1%FID1 

17. k1+k2+k7p+verb 

 

bheʈ%VT%S1%FID1, thun%VT%S1%FID1 

rʌhʌ%VI%S2%FID2 

18. k5+k1+verb rʌsɑu%VI%S1%FID1, uʈh%VI%S3%FID3 

ʤhᴧr%VI%S1%FID1 

19. k1+k2p+verb 

 

ɑu%VI%S1%FID1, pug%VI%S1%FID1 

bhjɑu%VT%S2%FID2 

20. k1+k4+k2+verb 

 

dɑg%VT%S3%FID3, di%VT%S1%FID1 

di%VT%S2%FID2 

21. k1+k2+k7+verb nɑgh%VT%S2%FID2, bᴧsɑu%VCAUS%S1%FID1 

bᴧsɑu%VCAUS%S2%FID2 

22. k1+rsp+verb 

 

khᴧp%VI%S1%FID1, cʌl%VI%S4%FID4 

rʌhʌ%VI%S3%FID3 

23. k1+k2+rh+verb tok%VT%S4%FID4, mʌnɑu%VI%S1%FID1 

24. k4+k2+verb mil%VI%S2%FID1, lɑg%VT%S5%FID5 

25. k7t+k1+verb thɑk%VI%S1%FID1 

26. rh+k2+verb mil%VT%S4%FID4 
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27. k5+k2+verb chɑɽ%VT%S2%FID2 

28. k4+k3+verb pirol%VT%S2%FID2 

29. k1+k2+k3+verb rop%VT%S2%FID2 

30. k1+k3+k2+verb puch%VT%S1%FID1 

31. k1+k2+rd+verb ucɑl%VT%S1%FID1 

32. k1+k7t+k2+verb uker%VT%S1%FID1 

33. ras-k+k2+verb mil%VI%S1%FID1 

34. k3+k7p+verb ᶑhɑk%VT%S2%FID2 

35. k4a+k3+verb pirol%VT%S2%FID2 

36. pk1+mk1+k2+verb chʌ̃ʈɑu%VCAUS%S1%FID1 
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APPENDIX –IV 

Ambiguous Nepali Verbs with respective number of senses 

 
NUMBER 

OF SENSES 

AMBIGUOUS NEPALI VERBS WITH DIFFERENT SENSES 

Two Senses ɑu (to come, to know), ɑ̃k (to estimate, to draw a sketch), uker (to earth up, to 

instigate), ukel (to vomit, to reveal), uksi (to get rid, to provoke), ukhel (to uproot, to 

dislocate), ughri (to open, to brighten up), ughɑr (to open, to unveil), ucɑl (to lift up, 

to instigate), uɽ (to fly, to splurge), utɑr (to draw a sketch, to unload), utri (to get off, 

to get rid), udɑu (to rise, to prevail), ubʤi (to grow, to stem), umri (to sprout, to 

born), oɽh (to cover, to wear), kʌrɑu (to shout, to scold), kʌs (to fasten, to bargain), 

kiʈ (to determine, to gnash), kuʈ (to beat up, to grind), ker (to interrogate, to erase), 

khʌp (to last, to bear), khʌs (to fall down, to pass away), khijɑu (to row boat, to 

become slim), khoʤ (to search, to want), gʌl (to get tired, to melt down), gʌr (to do, 

to perform), ghʌt (to reduce, to occur), ghum (to rotate, to visit), cʌrh (to climb, to 

ride), cʌmki (to glitter, to turn up), cʌrki (to crack, to shriek), cjɑt (to tear, to split 

apart), cjɑp (to hold, to favour), chʌʈ̃ɑu (to trim, to get mad), chʌr (to scatter, to sow), 

chɑɽ (to leave, to set free), chɑn (to filter, to choose), ʤʌnmi (to born, to form), ʤʌm 

(to freeze, to gather), ʤʌl (to burn, to envy), ʤɑn (to know, to understand), ʤɑg (to 

wake up, to become aware), ʤogau (to spare, to protect), ʤhʌr ( to fall off, to stoop), 

ʤhik (to remove, to expel), ʤhos (to kindle, to complain), ʈɑ̃g (to hang, to delay), ʈɑ̃s 

(to stick, to cling), ʈip (to pick up, to pluck), ʈek (to crush, to lean on), ʈok (to chew, to 

bite), ʈhʌg (to cheat, to swindle), ʈhuŋ (to bite, to peck), ʈhel (to push, to stow), ɖʌɽh 

(to burn, to ache), ɖhʌlki (to fall down, to attract), ɖhɑk (to cover, to spread), tʌp (to 

meditate, to burn), tʌr (to cross, to glare), tʌrki (to avoid, to drop), tɑn (to pull, to 

captivate), thɑk (to tire, to stop lactating), thun (to imprison, to close down), dʌbɑu 

(to press, to exploit), di (to give, to provide), dekh (to see, to foresee), nɑg (to cross, 

to outscore), nɑp (to measure, to become unable), nikɑl (to extract, to expel), niski (to 

come out, to release), nihuri (to surrender, to bow), pʌkri (to catch, to arrest), pʌkɑu 

(to cook, to ripen), pʌgli (to melt down, to impress), pʌcɑu (to digest, to usurp), pɑu 

(to catch, to feel), pɑk (to ripe, to become mature), pɑl (to rear, to come), pirol (to 

grill, to pain), pug (to reach, to suffice), puch (to wipe, to erase), purjɑu (to convey, 

to maintain), pokh (spill, to express), phʌl (to yield, to grind), phɑ̃ɽ (to clear, to make 

paste), phuk (to blow, to caution), phuʈ (to break down, to split apart), phul (to 

bloom, to swell), pher (to change, to breathe), phjɑ̃k (to throw, to abort), bʌg (to flow, 

to float), bʌʤ (to ring, to strike), bʌn (to become, to construct), bʌs (to sit, to live), 

bʌtɑu (to tell, to winnow), bʌsɑu (to sit, to accommodate), bigri (to spoil, to break 

down), bisɑu (to lay down, to ache), bhʌn (to say, to utter), bhɑg (to escape, to run), 

bhiʤ (to drench, to immerse), bhʌkur (to beat up, to devour), bhʌɽki (to startle, to 

deviate), bhɑsi (to subside, to go), bhɑ̃ɽ (to spoil, to mislead), bhʌtki (to collapse, to 
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ruin), bhʌnki (to buzz, to get angry), bhir (to carry, to wear), bhuʈ (to fry up, to shoot 

down), bhul (to forget, to indulge), bheʈ (to meet up, to become equal), bhog (to 

experience, to enjoy), bhjɑu (to finish, to manage), mʌcci (to swing, to be), mʌnɑu (to 

agree, to celebrate), mʌth (to churn, to investigate), mʌrkɑu (to twist, to sprain), mʌski 

(to get cooked, to blush), mɑʤh (to scrub, to improve), mɑn (to accept, to worship), 

mɑt (to intoxicate, to spoil), mɑr (to kill, to beat), mɑs (to spend, to extinct), muɽ (to 

turn around, to shave), much (to mix up, to involve), munʈi (to fall down, to go), meʈ 

(to erase, to quench), rʌch (to create, to plan), rʌsɑu (to leak, to weep), reʈ (to cut, to 

play), rɑkh (to keep, to spare), rɑpi (to heat, to enrage), rũg (to wait, to watch), ruch 

(to like, to choose), rop (to plant, to stab), lʌchɑr (to pull, to drag), lʌɽ (to fall down, 

to fight), lʌʈhɑr (to join, to fight), lʌnɖi (to fall, to get cheated), lʌmmi (to prolong, to 

delay), li (to get, to hold), ljɑu (to bring, to marry), sʌnki (to get angry, to get mad), 

sʌpri (to flourish, to prosper), sʌb̃hɑl (to care, to preserve), sʌlki (to burn, to spread), 

sʌrki (to choke up, to boast), suk (to dry up, to wither), sulki (to slip, to pass away), 

hʌlli (to dangle, to become afraid), hʌrɑu (to lose, to defeat), hʌʈ (to separate, to 

shift), hʌkɑr (to yell, to abuse), hɑr (to lose, to get upset), hʌmki (to fan, to bellow), 

hũɽʌl (to mix, to fight) 

Three Senses 

(16) 

ukɑs (to pull out, to provoke, to give bail), uphri (to jump, to get angry, to frisk), 

kʌmɑu (to make shiver, to earn, to cultivate), chuʈ (to separate, to miss, to get rid), 

ʤoɽ (to repair, to patch up, to add), ʈhok (to strike, to hit, to beat), dɑg (to like, to 

aim, to shoot), bɑ̃dh (to tie up, to unite, to handcuff), bit (to pass time, to pass away, 

to ruin up), rʌhʌ (to remain, to stay, to last), rʌnki (to heat, to get angry, to resonate), 

rɑ̃ki (to flare, to rage, to fatten), sʌk (to finish, can, to spoil), sʌmɑu (to hold, to catch, 

to arrest), sʌr (to shift, to transmit, to glide), hɑ̃k (to drive, to boast, to challenge)  

Four Senses 

(9) 

khel (to play, to act, to muse, to play with fire), khol (to open, to set free, to establish, 

to start), tok (to determine, to fix, to identify, to appoint), pʌr (to fall/drop, to feel, to 

lit, to come), bʌɽh (to increase, to spread, to move forward, to grow), mʌr (to die 

away, painstaking, to dry up, to want), lʌgɑu (to wear, to apply, to sow, to fence), hɑl 

(to store, to insert, to mix, to spend), hɑn (to throw, to strike, to lose, to hit) 

Five Senses 

(2) 

uʈh (to wake up, to get up, to arise, to build, to collect, to pass away), mil (to mix, to 

get, to settle down, to arrange, to agree) 

Six Senses 

(4) 

kɑʈ (to refute, to issue, to cross, to pass, to slice, to book), khul (to open up, to get 

free, to establish, to brighten up, to reveal, to turn clear), cʌl (to move, to go, to start, 

to blow, to tease, to go), her (to look at, to check, to read, to look after, to wait, to 

study) 

Seven Senses kɑɽh (to borrow, to call out, to outcaste, to uproot, to dribble, to flay, to extract)  
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Eleven 

Senses (1) 

khɑ (to eat, to drink, to smoke, to survive, to gobble, be, to get beat, to bribe, to get 

into trouble, to get cheated, to kiss) 

Fifteen 

Senses (1) 

lɑg (to start up, to feel, to support, to go, to utilize, to stain, to win, to possess, to ring, 

to inebriate, to hit, to lean on, to rise, to close down, to chase) 
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APPENDIX V 

Sample Verb Frames 
A complete database is available at https://github.com/KrishnaMManger/Nepali-Verb-Frames 

 
1.  
Verb::ɑu 

SID::ɑu%VI%S1   

Verb_Sense::ɑgʌmʌn_hu 

Eng_Gloss::Come 

Verb_class::Verb of motion 

Verbs_in_Same_Class::Synonyms> 

Example::u       ghᴧr      ɑ-jo 

         he.NOM  home.LOC  come-3.SG.PST 

   ‘He came home’ 

Theta_Roles::AGENT GOAL VERB 

Frame_ID::ɑu%VI%S1%FID1 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1  m  0  p/n    [+ani/+hum] 

k2p  m     0         n        [+plc] 

----------------------------------------------------- 

****************************************************** 

 

SID::ɑu%VT%S2 

Verb_Sense::ʤɑn 

Eng_Gloss::Know 

Verb_class::Verb of perception 

Verbs_in_Same_Class::Synonyms>ʤɑn%VT%S1%FID1 

Example::us-lɑi  dherᴧi  kurɑ        ɑũ-chʌ 

     He-DAT  many   things.ACC  know-3.SG.NPST 

     ‘He knows many things’ 

Theta_Roles::EXPERIENCER TOPIC VERB 

Frame_ID::ɑu%VI%S2%FID2 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k4a       m  lɑi  n/p      [+ani/+hum] 

k2         m        0  n        [+top] 

--------------------------------------------------- 

*************************************************** 
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2.  
Verb::ɑ̃k 

SID::ɑ̃k%VT%S1 

Verb_Sense::ʌnumɑn_gʌr 

Eng_Gloss::Estimate 

Verb_class::Measure verb 

Verbs_in_Same_Class::Synonyms> 

Example::mistri-le  rukh-ko   nɑp      ɑ̃k-jo  

 carpenter-ERG  tree-GEN  size.ACC estimate-3.SG.PST 

'Carpenter  estimated the size of a tree' 

Theta_Roles::AGENT ATTRIBUTE VERB 

Frame_ID::ɑ̃k%VT%S1%FID1  

--------------------------------------------------------- 

arc-label  necessity vibhakti  lextype ontology  

--------------------------------------------------------- 

k1          m            le/0        p/  [+ani/+hum] 

k2          m            0    n  [+msmt]  

---------------------------------------------------------  

*****************************************************   

 

SID::ɑ̃k%VT%S2 

Verb_Sense::chitrʌ_bʌnɑu 

Eng_Gloss::Draw sketch 

Verb_class::Performance verb 

Verbs_in_Same_Class::Synonyms>utɑr%V%S1%FID1 

Example::rɑm-le  mero chitrʌɑ̃k-jo          

    Ram-ERG my   sketch.ACC draw-3.SG.PST 

        'Ram drew my sketch' 

Theta_Roles::AGENT THEME VERB 

Frame_ID::ɑ̃k%VT%S2%FID2 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1       m         le/0 p/n      [+ani/+hum] 

k2         m         0        n        [+art, +obj] 

-----------------------------------------------------

****************************************************** 
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3.  
Verb::ukɑs 

SID::ukɑs%VT%S1 

Verb_Sense::uthɑu 

Eng_Gloss::Pull out 

Verb_class::Verb of exerting Force 

Verbs_in_Same_Class::Synonyms>ukɑs%VT%S1%FID1,tɑn%VT%S1%FID1 

      lʌchɑr%VT%S1%FID1 

Example::us-le   khɑɖʌl-bɑʈʌ  ɖhuŋgo    ukɑs-jo 

      he-ERG  pit-ABL      stone.ACC pull-3.SG.PST 
    ‘He pulled out the stone from the pit’ 
Theta_Roles::AGENT SOURCE THEME VERB  

Frame_ID::ukɑs%VT%S1%FID1 

-------------------------------------------------------- 

arc-label  necessity vibhakti  lextype  ontology 

-------------------------------------------------------- 

k1         m             le/0       p/n       [+ani/+hum] 

k5         d          bɑʈʌ/dekhi  n         [+plc] 

k2         m         0/lɑi      p/n       [+con]  

--------------------------------------------------------

********************************************************* 

 

SID::ukɑs%VT%S2 

Verb Sense::utteʤit_pɑr 

Eng_Gloss::Provoke 

Verb_class::Verb of psychological State 

Verbs_in_Same_Class::Synonyms>uker%VT%S2%FID2,uksi%VT%S6%FID6 

      ucɑl%VT%S2%FID2 

Examlpe::us-le   tjʌs  keʈɑ-lɑi  ukɑs-jo     

    he-ERG  that boy-ACC provoke-3.SG.PST 

        ‘He provoked that boy’ 

Theta_Roles::AGENT PATIENT VERB 

Frame_ID::ukɑs%VT%S2%FID2 

---------------------------------------------------------- 

arc-label  necessity vibhakti  lextype   ontology 

---------------------------------------------------------- 

k1     m            le/0    p/n       [+ani/+hum] 

k2        m            lɑi         p/n       [+ani/+hum] 

----------------------------------------------------------

*********************************************************** 
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SID::ukɑs%VT%S3 

Verb Sense::muktᴧ_gᴧr 

Eng_Gloss::Bail out 

Verb_class::Verb of removing 

Verbs_in_Same_Class::Synonyms>uker%VT%S2%FID2 

Examlpe::us-le   ʤel-bɑʈᴧ  ᴧpᴧrɑdhi-lɑi   ukɑs-jo 

     he-ERG  jail-ABL  culprit-ACC    bail-3.SG.NPST 

    ‘He bailed the culprit out from the jail’ 

Theta_Roles::AGENT SOURCE PATIENT VERB 

Frame_ID::ukɑs%VT%S3%FID3 

---------------------------------------------------------  

arc-label  necessity vibhakti   lextype    ontology 

--------------------------------------------------------- 

k1          m             le/0     p/n     [+ani/+hum] 

k5          d          bɑʈᴧ/dekhi      n       [+plc] 

k2          m             lɑi          p/n     [+ani/+hum] 

--------------------------------------------------------- 

**********************************************************    
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4.  
Verb::uker 

SID::uker%VT%S1 

Verb_Sense::goɽ 

Eng_Gloss::Earth up 

Verb_class::Verb of putting 

Verbs_in_Same_Class::Synonyms 

Example::mʌi-le   ɑʤʌ    mʌkʌi      uker-ẽ 

     I-ERG    today  maize.ACC  earth-1.SG.NPST  

    ‘I earthed up maize today’ 

Theta_Roles::AGENT TIME MATERIAL VERB 

Frame_ID::uker%VT%S1%FID1 

---------------------------------------------------------  

arc-label necessity vibhakti lextype ontology 

---------------------------------------------------------      

k1         m        le/0  p/n       [+ani/+hum] 

k7t        d        0         adv       [+tme] 

k2         m        0         n         [+obj, +crop]    

--------------------------------------------------------- 

***************************************************** 

 

SID::uker%VI%S2 

Verb_Sense::sʌrkɑu 

Eng_Gloss::Instigate 

Verb_class::Verb of psychological State 

Verbs_in_Same_Class::Synonyms>ukɑs%VI%S2%FID2,ucɑl%VI%S2%FID2  

Example::mɑnche-le   nᴧrɑmrɑ kurɑ-mɑ  uker-chᴧn 

    people-ERG     misdeed-LOC      instigate-3.PL.NPST 

    ‘people instigate into misdeed’ 

Theta_Roles::AGENT TOPIC VERB 

Frame_ID::uker%VI%S2%FID2 

---------------------------------------------------------  

arc-label necessity vibhakti lextype ontology 

---------------------------------------------------------  

k1     m  le/0    p/n    [+ani/+hum] 

k7           d  mɑ          m       [+any, +top] 

---------------------------------------------------------  

****************************************************** 
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5.  
Verb::ukel 

SID::ukel%VT%S1 

Verb_Sense::vɑntɑ_gʌr 

Eng_Gloss::Vomit 

Verb_class::Verb involving the body 

Verbs_in_Same_Class::Synonyms> 

Example::us-le  khɑekɑ  kurɑ      ʤᴧmmᴧi ukel-jo 

    He-ERG  eatery  thing.ACC all    vomit-3.SG.NPST 

  ‘He vomited everything he ate before’ 

Theta_Roles::PATIENT MATERIAL VERB 

Frame_ID::ukel%VT%S1%FID1 

--------------------------------------------------------  

arc-label necessity vibhakti lextype ontology 

-------------------------------------------------------- 

k1         m        le/0  p/n       [+ani/+hum] 

k2         m        0         n         [+any] 

-------------------------------------------------------- 

**************************************************** 

 

SID::ukel%VT%S2 

Verb_Sense::bhʌn 

Eng_Gloss::Reveal 

Verb_class::Verb of communication 

Verbs_in_Same_Class::Synonyms>khul%VT%S5%FID5 

Example::us-le   merɑ  rᴧhᴧsjᴧ      ukel-jo 

    he-ERG   my    secret.ACC   reveal-3.SG.NPST 

   ‘He revealed  all my secrets’ 

Theta_Roles::AGENT TOPIC VERB 

Frame_ID::ukel%VT%S2%FID2 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1   m   le/0   p/n  [+ani/+hum] 

k2         m        0          n        [+top] 

-----------------------------------------------------

****************************************************** 
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6.  
Verb::uksi 

SID::uksi%VI%S1 

Verb_Sense::muktʌ_hu 

Eng_Gloss::Rid 

Verb_class::Verbs of removing 

Verbs_in_Same_Class::Synonyms>utri%VI%S2%FID2,chuʈ%VI%S3%FID3 

Example::mᴧ     rin-bɑʈᴧ  uksi-ẽ 

     I.NOM  loan-ABL  rid-1.SG.NPST 

    ‘I got rid of the loan’         

Theta_Roles::AGENT SOURCE VERB 

Frame_ID::uksᴧ%VI%S1%FID1 

-----------------------------------------------------  

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1         m         0        p/n  [+ani/+hum] 

k5         m      bɑʈᴧ/dekhi n         [+plc]  

----------------------------------------------------- 

****************************************************** 

 

SID::uksi%VI%S2 

Verb_Sense::sʌrki 

Eng_Gloss::Get provoked 

Verb_class::Verb of psyhological State 

Verbs_in_Same_Class::Synonyms>ucɑl%VI%S2%FID2,ukɑs%VI%S2%FID2,  

uker%VI%S2%FID2 

Example::timi      us-kɑ  kurɑ-mɑ   uksi-n-chᴧu 

     You-NOM  he-GEN  talk-LOC  [get provoked]-2.SG.NPST    

    ‘You get provoked by his talk’      

Theta_Roles::AGENT LOCATION VERB 

Frame_ID::uksᴧ%VI%S2%FID2 

------------------------------------------------------  

arc-label necessity vibhakti lextype ontology  

------------------------------------------------------  

k1  m       0   p/n  [+ani/+hum] 

k7        m          mɑ        n        [+top] 

------------------------------------------------------ 

*************************************************** 
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7.  
Verb::ukhel 

SID::ukhel%VT%S1 

Verb_Sense::nikɑl 

Eng_Gloss::Uproot 

Verb_class::Verb of removing 

Verbs_in_Same_Class::Synonyms>kɑɽh%VT%S4%FID4 

Example::us-le   ghɑ̃s       ukhel-jo 

     he-ERG  grass.ACC  uproot-3.SG.M.PST 

    ‘He uprooted the grass’         

Theta_Roles::AGENT MATERIAL VERB 

Frame_ID::ukhel%VT%S%FID1 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1         m        le/0      p/n  [+ani/+hum] 

k2         m        0         n         [+con]  

----------------------------------------------------- 

****************************************************** 

 

SID::ukhel%VT%S2 

Verb_Sense::uʈhibɑs_lɑu 

Eng_Gloss::Dislocate 

Verb_class::Verb of removing 

Verbs_in_Same_Class::Synonyms> 

Example::sᴧrkɑr-le     ᴧvᴧidh  ghᴧr-hᴧru    ukhel-jo 

    Government-ERG illegal house-PL.ACC dislocate-3.SG.PST 

  ‘The Government dislocated illegal houses’ 

Theta_Roles::AGENT MATERIAL VERB 

Frame_ID::ukhel%VT%S2%FID2 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology  

----------------------------------------------------- 

k1   m        le/0  n/p   [+ani, +org] 

k2         m        0         n         [obj] 

----------------------------------------------------- 

****************************************************** 
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8.  
Verb::ughri 

SID::ughri%VI%S1 

Verb_Sense::khul 

Eng_Gloss::Open up 

Verb_class::Verb of appearance 

Verbs_in_Same_Class::Synonyms>khul%VI%S1%FID1 

Example::ɖhokɑ  ughri-jo 

     door.NOM   open-3.SG.PST 

   'The door got opened'  

Theta_Roles::THEME VERB 

Frame_ID::ughri%V8%S1%FID1 

------------------------------------------------------ 

arc-label necessity vibhakt lextype ontology 

------------------------------------------------------ 

k1   m         0   n/p  [+con] 
------------------------------------------------------ 

******************************************************* 

 

SID::ughri%VI%S2 

Verb_Sense::uʤjɑlo_hu 

Eng_Gloss::Brighten up 

Verb_class::Verb of change of state  

Verbs_in_Same_Class::Synonyms> 

Example::din    ughri-jo 

    day.NOM brighten-3.SG.PST 

    'The day has brightened up 

Theta_Roles::THEME VERB 

Frame_ID::ughri%V8%S2%FID2 

-------------------------------------------------- 

arc-label necessity vibhakti lextype ontology  

-------------------------------------------------- 

k1   m         0       n/p       [+abs] 

-------------------------------------------------- 

******************************************************* 
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9.  
Verb::ughɑr 

SID::ughɑr%VT%S1 

Verb_Sense::khol 

Eng_Gloss::Open 

Verb_class::Verb of change of state  

Verbs_in_Same_Class::Synonyms>khol%VT%S1%FID1 

Example::nɑni-le  ɑkhɑ     ughɑr-jo 

    Baby-ERG  eyes.ACC open-3.SG.PST 

   ‘The baby opened the eyes’ 

Theta_Roles::AGENT THEME VERB 

Frame_ID::ughɑr%VT%S1%FID1 

-------------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

-------------------------------------------------------- 

k1        m         le/0      n/p  [+ani/+hum] 

k2        m         0         n         [+bdp, +mensta] 

-------------------------------------------------------- 

**************************************************** 

 

SID::ughɑr%VT%S2 

Verb_Sense::khol_hʌʈɑu 

Eng_Gloss::Unveil 

Verb_class::Verb of communication 

Verbs_in_Same_Class::Synonyms> 

Example::us-le   rᴧhᴧsjᴧ-bɑʈᴧ pʌrdɑ     ughɑr-jo 

     he-ERG secret-ABL   screen.ACC unveil-3.SG.PST 

    ‘He unveiled the secret’ 

Theta_Roles::AGENT SOURCE TOPIC VERB 

Frame_ID::ughɑr%VT%S2%FID2  

----------------------------------------------------   

arc-label necessity vibhakti lextype ontology  

----------------------------------------------------  

k1  m        le/0  p/n  [+ani/+hum] 

k5        m       bɑʈᴧ/dekhi  n         [+top] 

k2        m         0         n         [+con] 

---------------------------------------------------- 

**************************************************** 
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10.  

Verb::ucɑl 

SID::ucɑl%VT%S1 

Verb_Sense::uthɑu 

Eng_Gloss::Raise up 

Verb_class::Verb involving the body 

Verbs_in_Same_Class::Synonyms> 

Example::us-le   hɑt  mɑthi    ucɑl-jo 

    he-ERG   hand.ACC up.DIR raise-3.SG.M.PST 

  'He raised his hand up' 

Theta_Roles::AGENT THEME VERB 

Frame_ID::ucɑl%VT%S1%FID1 

---------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

---------------------------------------------------- 

k1      m         le/0  p/n  [+ani/+hum]  

k2        m         lɑi/0 p/n       [+con] 

rd        d         0/tirʌ adv       [+plc]  

---------------------------------------------------- 

**************************************************** 

 

SID::ucɑl%VT%S2 

Verb_Sense::sᴧrkɑu 

Eng_Gloss::Instigate 

Verb_class::Verb of psychological state 

Verbs_in_Same_Class::Synonyms>ukɑs%VT%S2%FID2,uker%VT%S2%FID2 

Example::us-le   bhɑi-lɑi  mᴧ-biruddhᴧ ucɑl-jo 

    he-ERG brother-ACC I-against   instigate-3.SG.M.PST 

    'He instigated his brother against me' 

Theta_Roles::AGENT PATIENT VERB 

Frame_ID::ucɑl%VT%S2%FID2 

------------------------------------------------------ 

arc-label necessity vibhakti lextype ontology  

------------------------------------------------------ 

k1  m         le/0  p/n  [+ani/+hum] 

k2        m         lɑi       p/n       [+ani/+hum] 

------------------------------------------------------ 

******************************************************* 
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11.  

Verb::uʈh 

SID::uʈh%VI%S1 

Verb_Sense::bjũʤhʌ 

Eng_Gloss::wake up 

Verb_class::Verb of change of state 

Verbs_in_Same_Class::Synonyms> 

Example::u  bihɑn-ʌi         uʈh-chᴧ 

    he.NOM  morning-EMPH.LOC wake-3.SG.M.NPST 

       'He wakes up early in the morning' 

Theta_Roles::ACTOR TIME VERB 

Frame_ID::uʈh%V11%S1%FID1 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1  m          0   p/n  [+ani/+hum] 

k7t       d          0/mɑ      adv      [+tme]  

----------------------------------------------------- 

****************************************************** 

 

SID::uʈh%VI%S2 

Verb_Sense::ubhi 

Eng_Gloss::Get up 

Verb_class::Verb of motion 

Verbs_in_Same_Class::Synonyms>ubhi%VI%S1%FID1 

Example::u     chʌuki-bɑʈʌ   uʈh-jo 

     he.NOM   chair-ABL   [get up]-3.SG.M.PST 

    'He got up from the chair 

Theta_Roles::AGENT SOURCE VERB  

Frame_ID::uʈh%V11%S2%FID2 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1   m         0        p/n  [+ani/+hum] 

k5         d      bɑʈʌ/dekhi n  [+plc, +obj] 

----------------------------------------------------- 

****************************************************** 
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SID::uʈh%VI%S3 

Verb_Sense::birodh_gᴧr 

Eng_Gloss::Arise 

Verb_class::Verb of communication 

Verbs_in_Same_Class::Synonyms> 

Example::ʤʌntɑ-bɑʈʌ    ɑvɑʤ        uʈh-jo 

     public-ABL    voice.NOM arise-3.SG.PST 

        ‘The voice arose from the public’ 

Theta_Roles::SOURCE TOPIC VERB 

Frame_ID::uʈh%VI%S3%FID3 

-------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

-------------------------------------------------- 

k5  m         bɑʈʌ/dekh n        [+plc] 

k1        m         0         n         [+top]  

-------------------------------------------------- 

******************************************************* 

 

SID::uʈh%VI%S4 

Verb_Sense::bᴧn 

Eng_Gloss::Build 

Verb_class::Verb of creation 

Verbs_in_Same_Class::Synonyms>bʌn%VI%S2%FID2,hu%VI%S2%FID2 

Examlpe::ghʌr-ko     dhuri    uʈh-jo 

     house-GEN   axis.NOM build-3.SG.PST 

    ‘The axis of the house is built’ 

Theta_Roles::MATERIAL VERB 

Frame_ID::uʈh%VI%S4%FID4 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1         m         0         n    [+con] 

----------------------------------------------------- 

****************************************************** 
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SID::uʈh%VI%S5 

Verb_Sense::bhelɑ_gᴧr 

Eng_Gloss::Collect 

Verb_class::Verb of obtaining 

Verbs_in_Same_Class::Synonyms> 

Example::ek  hʌʤɑr    rupijɑ̃     chʌndɑ         uʈh-jo 

     one thousand rupees  donation.NOM collect-3.SG.PST 

     ‘Donation of one thousand rupees is collected’ 

Theta_Roles::ASSET VERB 

Frame_ID::uʈh%VI%S5%FID5 

-------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

-------------------------------------------------- 

k1   m     0   n        [+cur]  

-------------------------------------------------- 

******************************************************* 

 

SID::uʈh%VI%S6 

Verb_Sense::mᴧr 

Eng_Gloss::Pass away 

Verb_class::Verb of disappearance 

Verbs_in_Same_Class::Synonyms>khʌs%VI%S2%FID2,bit%VI%S2%FID2                           

mʌr%VI%S1%FID1,sulki%VI%S2%FID2 

Example::rɑm-ko  cholɑ    uʈh-jo 

    Ram-GEN  life.NOM pass-3.SG.PST 

  ‘Ram passed away’ 

Theta_Roles::THEME VERB 

Frame_ID::uʈh%VI%S6%FID6 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1  m         0   n        [+con] 

--------------------------------------------------- 

*************************************************** 

 

 

 

 

 

 

 

 

 

 

 

 

 

158



 
 

12.  

Verb::uɽ 

SID::uɽ%VI%S1 

Verb_Sense::ghum 

Eng_Gloss::Fly 

Verb_class::Verb of motion 

Verbs_in_Same_Class::Synonyms> 

Example::cᴧro     uɽ-jo 

    Bird.NOM  fly-3.SG.P 

   ‘The bird flew away’ 

Theta_Roles::AGENT VERB 

Frame_ID::uɽ%VI%S1%FID1 

------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

------------------------------------------------- 

 k1       m          0        n/p  [+ani]  

------------------------------------------------- 

****************************************************** 

 

SID::uɽ%VT%S1 

Verb_Sense::siddhi/sʌk 

Eng_Gloss::Splurge 

Verb_class::Aspectual Verb 

Verbs_in_Same_Class::Synonyms>sʌk%VT%S2%FID1 

Example::chorɑ-le pᴧisɑ    uɽ-ɑ-jo 

     Son-ERG  money.ACC  splurge-CAUS-3.SG.PST 

    ‘The son splurged the money’ 

Theta_Roles::AGENT ASSET VERB 

Frame_ID::uɽ%VT%S2%FID2 

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1  m  le/0  n/p  [+ani/+hum] 

k2        m         0         n         [+cur] 

----------------------------------------------------- 

****************************************************** 
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13.  

Verb::utɑr 

SID::utɑr%VT%S1   

Verb_Sense::chitrʌ kor 

Eng_Gloss::Draw Sketch 

Verb_class::Performance verb 

Verbs_in_Same_Class::Synonyms>ɑ̃k%VT%S2%FID2 

Example::hʌri-le mero nʌksɑ     utɑr-jo 

    Hari-ERG  my picture.ACC draw-3.SG.M.PST 

   ‘Hari drew my sketch’ 

Theta_Roles::AGENT PRODUCT VERB 

Frame_ID::utɑr%VT%S1%FID1  

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1   m        le/0  p/n      [+ani/+hum] 

k2         m        0         n        [+art]  

--------------------------------------------------- 

*************************************************** 

 

SID::utɑr%VT%S2 

Verb_Sense::oral 

Eng_Gloss::Unload 

Verb_class::Verb of removing 

Verbs_in_Same_Class::Synonyms> 

Example::hʌri-le  gɑɖi-bɑʈʌ   sʌmɑn     utɑr-jo 

     Hari-ERG vehicle-ABL goods.ACC unload-3.SG.M.PST 

    ‘Hari unloaded goods from the vehicle’ 

Theta_Roles::AGENT SOURCE MATERIAL VERB 

Frame_ID::utɑr%VT%S2%FID2  

----------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

----------------------------------------------------- 

k1  m         le/0      p/n     [+ani/+hum] 

k5        d         bɑʈʌ      n         [+con] 

k2        m      0/lɑi n         [+con] 

---------------------------------------------------- 

*************************************************** 
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14.  

Verb::utri 

SID::utri%VI%S1 

Verb_Sense::ʤhᴧr 

Eng_Gloss::Get down 

Verb_class::Verb of motion 

Verbs_in_Same_Class::Synonyms> 

Example::hʌri    gɑɗi-bɑʈʌ     utri-jo 

    Hari.NOM  vehicle-ABL   [get down]-3.SG.M.PST 

  ‘Hari got down from the vehicle’ 

Theta_Roles::AGENT SOURCE VERB 

Frame_ID::utri%VI%S1%FID1 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k1        m         0         n/p  [+ani/+hum] 

k5        m      bɑʈʌ/dekhi   n         [+con]      

--------------------------------------------------- 

*************************************************** 

 

SID::utri%VI%S2 

Verb_Sense::ghʌʈ 

Eng_Gloss::Decrease 

Verb_class::Verb of change of state 

Verbs_in_Same_Class::Synonyms>uksi%VI%S1%FID,chuʈ%VI%S3%FID3 

Example::ɑmɑ-ko      piɽɑ      utri-jo 

     mother-GEN  sorrow.NOM decrease-3.SG.PST    

    'Mother’s sorrow decreased'  

Theta_Roles::THEME VERB 

Frame_ID::utri%VI%S2%FID2 

------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

------------------------------------------------- 

k1   m         0  n       [+abs] 

------------------------------------------------- 

****************************************************** 
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15.  

Verb::udɑu 

SID::udɑu%VI%S1 

Verb_Sense::ʤhulki 

Eng_Gloss::Rise up 

Verb_class::Verb of appearance 

Verbs_in_Same_Class::Synonyms>lɑg%VI%S13%FID13 

Example::ghɑm   udɑ-jo 

    sun.NOM rise-3.SG.PST 

  'The sun rose' 

Theta_Roles::THEME  VERB 

Frame_ID::udɑu%VI%S1%FID1   

------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

------------------------------------------------- 

k1  m       0        n  [+cels] 

------------------------------------------------- 

****************************************************** 

 

SID::udɑu%VI%S2 

Verb_Sense::dekhɑ_pʌr 

Eng_Gloss::Appear 

Verb_class::Verb of appearance 

Verbs_in_Same_Class::Synonyms> 

Example::mero jiwan-mɑ khusijɑli     udɑ-jo 

     my    life-LOC  happiness.NOM appear-3.SG.M.PST 

    'Happiness appeared in my life' 

Theta_Roles::LOCATION THEME VERB 

Frame_ID::udɑu%VI%S2%FID1 

--------------------------------------------------- 

arc-label necessity vibhakti lextype ontology 

--------------------------------------------------- 

k7  m   mɑ       n         [+abs]  

k1        m          0        n         [+abs] 

--------------------------------------------------- 

*************************************************** 
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ABSTRACT 
 

Ambiguity is a common phenomenon for any natural language. 
It occurs in lexical, syntactic, lexico-semantic and pragmatic 
levels. The issue of ambiguity in any linguistic levels has 
proved to be a biggest challenge in the field of Natural 
Language Processing (NLP). In this context, this paper is an 
analysis of lexico-semantic ambiguity with a particular 
reference to Nepali language. It is an initial attempt to 
enhance Nepali verb sense disambiguation task following 
knowledge based approach. To understand a word in its 
context is a first step of disambiguation task and 
understanding a verb with its argument structure supplies 
basic knowledge about its context as well as its selectional 
preference. In this paper, an attempt has been made to analyze 
argument structure of 10 most ambiguous Nepali verbs in 
order to provide linguistic insight for the disambiguation of 
those verbs.  
 

Keywords: Ambiguity, verbs, Nepali, argument structure  
 

1. INTRODUCTION 
 
Being attributed with expressions which possess more than one 
sense or meaning is a common phenomenon for every natural 
language. Natural language by the virtue of such attribute is an 
organised system of “finite set of rules with infinite number of 
expressions.” It is quite fascinating that a language having 
limited number of lexical items with handful of sentence 
formation strategies is capable of representing unlimited and 
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uncountable expressions made by creative human mind. One of 
the significant factors which equipped a language with such a 
generative property is the ambiguity of words. Ambiguity can be 
understood as a sense relation in which an expression either in a 
lexical or syntactical level tend to have two or more than two 
interpretations of meaning in different contexts. Ambiguity for a 
human interpreter is not a big deal but is a major challenge in the 
field of Artificial Intelligence (AI). Human with a vast and 
conscious understanding of real world can effortlessly interpret 
any kind of ambiguous expressions within a fraction of time but 
the same expression become tedious in the case of computer 
programming. 
 Natural Language Processing (NLP) is one of the sub-fields 
of AI which deals with the automatic processing or programming 
of a language with a view to enhance computer to conduct 
various automatic tasks like parsing, semantic interpretation, 
machine translation, speech synthesis, information retrieval, 
question answering, text mining, etc. In this context, Word Sense 
Disambiguation (WSD) is one of the NLP motivated task by 
which proper sense of a word in various contexts is determined. 
It involves the computational program of picking up the intended 
meaning of a word with the help of predefined set of information 
derived from different knowledge bases like Machine Readable 
Dictionaries, Thesauri, WordNet etc. It deals basically with the 
open class category of words like “noun,” “verb,” “adjective” 
and “adverb” and each of these categories need different 
treatment for determining their multiple senses. For instance, 
contextual information of a word is foremost disambiguation cue 
and in order to understand a “noun” in its context, one needs to 
look upon the modifiers of that noun whereas in order to carry 
same task for verb, argument structure is necessary. 

Literature shows that disambiguation of “noun” category has 
acquired good attention in the field of WSD than the “verb.” 
Despite of the fact that there is consensus among NLP 
researchers that disambiguating a verb can assist the 
disambiguation process of other categories WSD as well. 
Perhaps, only in the recent years some efforts for verb 
disambiguation has been initiated.  
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Verbs are more ambiguous in nature rather than any other 
word class because verbs in a natural language are somehow 
finite in number and they possess more than one meaning while 
using in different context with different nominal. Moreover, use 
of verbs in phrasal verbs, proverbs and metaphors make them 
more deviating in their meaning. 
 
2.  RELATED WORKS 
 
Till date only a few scarce works are available on Nepali word 
sense disambiguation. Perhaps, the plenty of works are there on 
Nepali verbs from traditional and descriptive perspectives. 
Handful of works are also there on Nepali verbs from the 
computational perspective.       

Firstly, Shrestha, Hall & Bista (2008) is an investigation on 
the impact of NLP resources like Morphological Analyzer and 
Machine Readable Dictionary in ambiguity resolution. It also 
presents an approach of Lesk Algorithm for Nepali WSD using 
Nepali WordNet containing few sets of noun. It compares 
accuracy of 50-70% using Lesk Algorithm with the accuracy of 
80% through the manual morph analysis. Dhungana, Shakya, 
Baral & Sharma (2014) proposes a new knowledge based 
approach for disambiguating Nepali words i.e. using clue words 
defined as “related context words for each word.” It claims of 
having 91% of accuracy for disambiguating small scale corpora 
(201 sentences with 201 polysemous words). Dhungana & 
Shakya (2014a) is similar study as previous one. It seems an 
organized projection of same WSD approach using clue words 
for Nepali. Dhungana & Shakya (2014b) proposes modified 
adapted Lesk Algorithm for WSD in Nepali. It includes synset, 
gloss, example and hypernym as well as context window 
containing all the words except articles, prepositions and 
pronouns. It claims 88% accuracy while testing 201 sentences 
using a small scale WordNet consisting of 348 words. Secondly, 
Adhikary (1980), Pant (1990), Acharya (1991), Pokharel (1991, 
1992, 1997), Lohani (1999), Pant (2001), Sharma (2005), Prasain 
(2008), Pokharel & Adhikari (2010) etc. are descriptive study 
available on Nepali verbs in general.    
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3. METHODOLOGY 
 
The primary data for this study has been manually collected from 
four Nepali dictionaries: Nepali kriyaaharuko kosh (dictionary of 
Nepali verbs) by Mahdav Prasad Poudel; Nepali brihat 
sabdakosh (Nepali Comprehensive dictionary) developed by 
Nepal Academy; Ekta Concise Nepali-to-English Dictionary 
edited by Shridhar Prasad Lohani and Rameshwar Prasad 
Adhikari; and Pragya Nepali-to-English Dictionary developed 
by Nepal Academy. These dictionaries are helpful in finding 
Nepali verbs with multiple senses. Firstly, all the polysemous 
verbs found in these dictionaries were noted down with their 
different senses. Secondly, the verbs with more than one sense 
were listed down and finally, out of those verbs, 10 most 
frequently used verbs has been sorted out with the help of corpus 
based frequency analysis. The secondary data for this study has 
been collected from relevant literatures available in libraries and 
web sources available. 

In this paper, analysis of argument structure of a verb has 
been carried out on the basis of theoretical framework provided 
by Murthy & Kesava (2003). It has provided a framework for the 
information regarding the NOUN arguments in terms of features 
like +/-h (HUMAN), +/-a (ANIMATE), c (CONCRETE), ca 
(COMBUSTIBLE ARTICLE), +/-ed (EDIBLE), +/-bp (BODY 
PART) etc. which are encoded in boxes. According to which, 
“each sense of the verb and their arguments occurring in the 
example sentences along with their feature codes in the boxes 
and their meanings are given as a frame. Each argument with its 
set of features arranged in the frame looks like {[N<>()]} or 
{[P<>()]}. The first element inside the brackets can be either N 
(Noun) or P (Pronoun), the second element enclosed in the <> 
brackets is the Thematic Relation of the argument with the 
particular sense of the verb, the next element in the () brackets is 
a set of features like (+h) which are assigned to that argument. 
The number of arguments in any frame is dependent on the verb 
sense. Finally, the meaning or the sense of the verb in ‘s’ has 
been provided at the end of the frame” (Murthy & Kesava 2003). 
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4.  ANALYSIS AND DISCUSSION 
 
There are almost around 200 verb forms with two or more than 
two interpretation of meaning in the above mentioned four 
dictionaries. Among those, ten most frequently used Nepali 
ambiguous verbs has been analysed here in this paper. 
 
1. Kɑɽnu 
It is a transitive verb which can act as predicator with two or 
three place arguments. It is a class member of the verbs of 
obtaining according to Levin (1993: 141). The verb kɑɽnu is most 
ambiguous Nepali verb with seven different senses such as “to 
burrow” (loan), “to call out” (someone’s name in disrespect), “to 
outcaste” (one from his/her community), “to uproot” (sapling), 
“to fill” (mouth with saliva), “to take out skin” (especially 
animals), “to extract” (juice/honey). The sentences below shows 
the different senses implied by this verb. 
 
(1a) hʌri-le  bænkbɑʈʌ        lon         kɑɽ-jo 
         Hari-ERG  bank-ABL       loan       burrow-3.SG.M.PST 
         “Hari  burrowed loan from the bank” 
(1b) hʌri-le bɑbu-ko  nɑm  kɑɽ-jo 
         Hari-ERG father-GEN name call out-3.SG.M.PST         
        “Hari called out the name of his father” 
(1c) sʌmɑj-le  hʌri-lɑi        pɑni-mɑ     kɑɽ-jo 
          society-ERG Hari-ACC water-LOC outcaste-3.SG.M.PST    
         “Society outcasted Hari” 
(1d) hʌri-le   dhɑn-ko  biu       kɑɽ-jo   
          Hari-ERG paddy-GEN       sapling    uproot-3.SG.M.PST 
         “Hari uprooted the sapling of paddy” 
(1e) hʌri-le      rɑl       kɑɽ-jo  
         Hari-ERG    saliva     fill-3.SG.M.PST 
         “Hari filled his mouth with saliva” 
(1f) hʌri-le bɑkhrɑ-ko    chɑlɑ        kɑɽ-jo 
        hari-ERG goat-GEN    skin take out-3.SG.M.PST 
        “Hari took out the skin of a goat”   
(1g) hʌri-le       mʌuri-ko             mʌhʌ     kɑɽjo  
         Hari-ERG  honeybee-GEN   honey    extract-3.SG.M.PST     
         “Hari extracted honey of honeybee” 
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In order to disambiguate each senses of this verb, a closer 
examination of argument structure is necessary. Argument 
Structure of each senses of the verb kɑɽjo are as follows: 

  
kɑɽjo, {[N<Ag>(+h)]# [N<So>(-a,+c)]# [N<Th>(-a,+c)]}; “to burrow” 
kɑɽjo, {[N<Ag>(+h)]# [N<Pt>(+h)]}#[N<Th>]}; “to call out” 
kɑɽjo, {[N<Ag>(+h)]#{[N<Pt>(+h)]#[N<Lo>(-a,-c)]}; “to outcaste” 
kɑɽjo, {[N<Ag>(+h)]#[N<Th>(-a,+c)]}; “to uproot” 
kɑɽjo, {[N<Ag>(+h)]#[N<Th>(-a,-c)]}; “to fill” 
kɑɽjo, {[N<Ag>(+h)# [N<Th>(+a, bp]}; “to take out skin” 
kɑɽjo, {[N<Ag>(+h)]#[N<Th>(-a,+c]}; '”to extract” 

 
The verb kɑɽjo in the sentences (1a), (1d), (1f), (1g) have the 
meaning of “take out” in the deep level and the difference in the 
senses (to burrow, to uproot, to extract) are there due the 
extension of meaning. Whereas the meaning of verb kɑɽjo in 
sentences (1b), (1c), and (1e) have completely different senses 
(“to call out,” “to fill,” and “to exclude”). 
 
2. Kɑʈnu 
Another most ambiguous verb in Nepali which is also a transitive 
verb, a predicator with two place arguments. It has four different 
senses: “to cut,” “to book” (ticket), “to reject,” and “to issue.” 
The sentences given below exemplify those senses.  
 
(2a) bhɑi-le             ɑiphʌl    kɑʈ-jo 
         brother-ERG    apple     cut-3.SG.M.PST 
        “Brother cut down an apple” 
(2b) bhɑi-le       ʈren-ko           ʈikʌʈ   kɑʈ-jo 
        brother-ERG     train-GEN     ticket   cut-3.SG.M.PST 
        “Brother booked the train ticket” 
(2c) bhɑi-le    mero  kurɑ  kɑʈ-jo 
        brother-ERG My talk reject-3.SG.M.PST 
        “Brother rejected my talk” 
(2d) sʌrkɑr-le            noʈis    kɑʈ-jo 
        government-ERG  notice  issue-3.SG.PST 
       “Government issued a notice” 
 
The Argument Structure of each senses of this verb are as follows: 
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kɑʈjo, {[N<Ag>(+h)]#[N<Th>(-a,+c)]}; “to cut” 
kɑʈjo, {[N<Ag>(+h)]#[N<Th>(-a, +c]}; “to book” 
kɑʈjo, {[N<Ag>(+h)]#[N<Th>(-a,-c)]}; “to reject” 
kɑʈjo, {[N<Ag>(+h)]#[N<Th>(-a,-c)]}; “to issue” 

 
3. kʌmɑunu 
It is another verb with ambiguity in Nepali. This verb as seen in 
(3a) below is causative form of the verb root kɑmjo whereas the 
root of kʌmɑunu in (3b) and (3c) is kʌmɑu. Hence, there is sense 
relation of homonymy of kʌmɑjo in (3a) and (3c). The verb 
kɑmjo is an intransitive verb whereas kʌmɑu is transitive one. 
The causativization process has increased the valency of verb 
kɑmjo as seen in the (3a). It has three senses: “to make shiver,” 
“to earn,” and “to lease out” (especially land).  

Examples: 
 
(3a) ʤɑɽo-le     hʌri-lɑi     kʌmɑ-jo 
         cold-ERG Hari-ACC shiver-3.SG.M.PST.CAUS   
        “Cold made Hari to shiver”  
(3b) hʌri-le pʌisɑ  kʌmɑ-jo 
         Hari-ERG  money earn-3.SG.M.PST  
         “Hari earned money” 
(3c) hʌri-le      mero    khet                  kʌmɑ-jo 

Hari-ERG  my      [paddy field]   lease-1.SG.M.PST 
        “Hari leased out my paddy field” 
  
The Argument Structure of this verb are as follows: 
 

kʌmɑjo,{[N<Fo>(-a)]#[N<p>(+h)]} “to make shiver” 
kʌmɑjo,{[N<Ag>(+h)]#[N<Th>(-a,+c)]} “to earn” 
kʌmɑjo,{[N<Ag>(+h)]#[N<Th>(-a,+c)]} “to lease out” 

 
4. khəsnu  
One of the important disambiguation cue for the two senses of 
verb khʌsnu is their transitivity. khʌsjo in the (4a) is a transitive 
verb with two place argument. Whereas khʌsjo in (4b) is an 
intransitive verb with only one place argument. It has two senses 
like “to fall down” and “to die.” 

Examples: 
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(4a)  dhungɑ    khʌs-jo 
        Stone      fall-3.SG.M.PST 
       “Stone fell down from the above” 
(4b)  us-ko       bhɑi        khʌsjo 
         He-GEN  brother   die-3.SG.N.PST 
         “His brother died” 
 
The Argument Structure of this verb are as follows: 
 

khʌsjo, {[N<Th>(-a,+c)]} “to fall down” 
khʌsjo, {[N<Pt>(+h)]} “to die” 

 
5. udɑunu 
The verb udɑunu has two senses like “to rise up” and “to 
appear.” It also exhibits difference in the transitivity. udɑjo in 
(5a) is an intransitive verb whereas it is a transitive verb in the 
sentence (5b). 

Examples: 
 

(5a) ghɑm           udɑ-jo 
        sun-NOM    rise-3.SG.PST  
      “Sun rised” 
(5b) rɑm-ko           jiwan-mɑ    khusijɑli   udɑ-jo 
        Ram-GEN     life-LOC    happiness  appear-3.SG.M.PST 
       “Happiness appeared in Ram’s life” 
 
The Argument Structure of this verb are:  
 

udɑjo, {[N<Th>(-a,-c)]}   
udɑjo, {[N<Pt>(-a,-c)#[N<Th>(-a,-c)]} 

 
6. hərɑunu 
As in the case of the verb kəmɑunu, there is difference in the root 
form of the verb hərɑunu. The root form of hərɑunu in (6a) is 
hərɑu whereas the verb hərɑunu in (6b) is derived from the noun 
stem i.e. hɑr. Hence it is also a case of homonymy. It has two 
senses: “to lose something,” and “to defeat someone.” 

Example: 
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(6a) hʌri-le bhɑi-ko   kitɑb  hʌrɑ-jo   
        Hari-ERG brother-GEN  book lose-3.SG.PST 
        “Hari lost brother’s book”           
(6b) rɑm-le         rʌvʌn-lɑi        yuddhʌ-mɑ  hʌrɑjo 
         Ram-ERG   ravan-ACC    war-ABL    defeat-3.SG.PST 
        “Ram defeated Ravan in the war” 
 
The Argument Structure of this verb are given below: 
 

hʌrɑjo, {[N<Ag>(+h)]#[N<Th>(-a,+c)]} “to lose” 
hʌrɑjo, {[N<Ag>(+h)]#[N<Pt>(+h)]#[N<Lo>(-a,-c)]} “to defeat” 

 
7.  utɑrnu 
The verb utɑrnu has two completely different senses: “to draw a 
picture” and “to unload.” It is a transitive verb with three place 
arguments. 
 Examples: 
 
(7a) hʌri-le mero  nʌksɑ  utɑr-jo 
         Hari-ERG my     picture draw-3.SG.M.PST 
         “Hari drew my picture” 
(7b) hʌri-le gɑɖi-bɑʈʌ    sʌmɑn  utɑr-jo 
         Hari-ERG   vehicle        goods   unload-3.SG.M.PST 
         “Hari unloaded goods from the vehicle” 
 
The Argument Structure of this verb is as follows: 
 

utɑrjo, {[N<Ag>(+h)]#[N<Th>(-a,+c)]} “to draw” 
utɑrjo,{[N<Ag>(+h)]#[N<So>(-a,+c)]#[N<Th>(-a,+c)]} “to unload” 

 
8.  sʌrkinu 
The verb sʌrkinu is another example of different transitivity. 
sʌrkijo in (8a) is an intransitive whereas in (8b), it is a transitive 
verb. It has two senses: “to cough” and “to become sarcastic.”  

Examples: 
 

(8a)  bhɑt khǼ̃dɑ       hʌri                 sʌrki-jo 
         rice  eat-CONJ Hari-NOM      choke-3.SG.M.PST  
         “Hari choked up while eating rice” 
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(8b) ɑphno vijʌjʌ-prʌti  rɑm   sʌrki-jo 
         own victory-About Ram boast-3.SG.M.PST 
         “Ram boasted about own victory” 
 
The Argument Structure of this verb is given below: 
 

sʌrkijo, {[N<Th>(-a,-c)]#[N<Ex>(+h)]} “to choke up” 
sʌrkijo, {[N<Th>(-a,-c)]#[N<Ag>(+h)]} “to boast” 

 
9.  bhjɑunu 
The verb bhjɑunu is a transitive verb with two different 
collocative senses: “to manage time” and “to finish” 

Examples: 
 

(9a) hʌri-le  sʌbʌi    kɑm  bhjɑ-jo 
         Hari-ERG all        work   finish-3.SG.M.PST 
        “Hari finished all works” 
(9b)  hʌri-le       bʌʤɑr ʤɑnʌ      bhjɑ-jo 
         Hari-ERG  market go-INF  manage-3.SG.PST 
 “Hari managed to go market” 
 
The Argument Structure of this verb are as follows:  
 

bhjɑjo, {[N<Ag>(+h)]#[N<Th>(-a,-c)]} “to finish” 
bhjɑjo, {[N<Ag>(+h)]#[N<Th>(-a,+c)]#[N<Lo>(-a,+c>)]} “to manage” 

 
10. khijɑunu 
The verb khijɑunu is a pure example of ambiguous verb with 
completely two different meanings. It is a transitive verb with 
two senses: “to row boat” and “to make thin.” 
 
(10a) hʌri-le   nɑu  khijɑ-jo 
          hari-ERG  boat row-3.SG.M.PST 
         “Hari rowed the boat” 
(10b) hʌri-le         jiu       khijɑ-jo 
          Hari-ERG    body   [make thin]-3.SG.M.PST.CAUS 
         “Hari made his body thin” 
 
The Argument Structure of this verb are as follows: 
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khijɑjo,{[N<Ag>(+h)#[N<Th>(-a,+c)]} “to row boat” 
khijɑjo,{[N<Ag>(+h)#[N<Th>(+bp)]} “to make thin” 

 
5.  CONCLUSION 
 
Ambiguity is one of the major issues discussed in the literature of 
Natural Language Processing. It occurs in grammatical as well as 
non- grammatical levels in a language. The lexical level of 
ambiguity with due reference to the Nepali verbs has been 
analysed here in this paper. The Nepali verbs like kɑʈnu, kɑʠnu, 
kəmɑunu, khəsnu, udɑunu, hərɑunu, utɑrnu, sʌrkinu, bhjɑunu and 
khijɑunu have been identified as the ten most frequently used 
ambiguous verbs in Nepali. They are provided with their 
argument structure based on the syntactic and semantic features 
in this paper which can pave the way for further process of 
Nepali Verb Sense Disambiguation. 
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Abstract 

 This paper describes the method and procedures of building Verb Frames for the Nepali 

language which is developed as a part of doctoral research. A total of 486 Verb Frames have been 

developed for 200 ambiguous Nepali verbs following the theoretical framework provided by 

Begum (2017) with some modifications. Our Verb Frame captures lexical, syntactic and semantic 

information about each sense of a particular verb with due focus on its argument structure and 

ontology. The significance of Verb Frames is seen in the area of NLP, especially in Parsing and 

Word Sense Disambiguation. It provides a detailed description of the linguistic attributes of Nepali 

verbs for scholars who are interested in studying verbs in the language. 

Keywords: Nepali, Verbs, Ambiguity, Verb Frames, Argument Structure 

1. Introduction 

 The verb is a core grammatical category of a language that plays a pivotal role in 

determining the functions of each argument in a sentence. It is a central element in a sentence 

without which the structure of a sentence seems impossible. That is why the database of verbs 

which provides linguistic information about a verb has become a major focus in the field of 

automatic processing of a language at present. There are different approaches for building 

linguistic resources which could capture all the necessary information about a verb 'ranging from 

phonological and morphological to syntactic, semantic and pragmatic criteria' (Walde, 2009). In 
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this context, Verb Frame is a kind of knowledge base which can be used as a linguistic resource, 

particularly in the field of computational linguistics and natural language processing.  

 The origin of the concept of verb frame is presumed to be started from the work of 

Chomsky (1965) which presented the idea of a sub-categorization frame for the first time. The 

sub-categorization according to Chomsky denotes 'the ability/necessity for lexical items (usually 

verbs) to require (allow the presence and types of the syntactic arguments with which they co-

occur' (Chomsky, 1965). The notion of sub-categorization looks similar to the notion of valency 

in the sense that both account for the number and status of arguments in a sentence. But the two 

are different since sub-categorization in its original meaning did not include the subject.  

Though modern theories include the subject in the sub-categorization frame as well, 

whereas valency was perceived as the number of arguments including the subject from the very 

beginning. However, this study takes the Verb Frame in a particular sense which has its root in the 

work of Levin's classification of English verbs (Levin, 1993) which has inspired later development 

of the concept in many different ways. VerbNet (Schuler, 2005), FrameNet (Baker et al, 1998), 

PropBank (Palmer et al, 2005), and WordNet (Miller, 1995) are the works which have contributed 

in the development of the concept, especially for natural language processing. Verb Frame in this 

study, is a tabular representation that 'captures linguistic information about the syntactic 

distribution of a verb in a language' (Begum, 2017).  

2. Related Work 

 Levin (1993) presents a large-scale classification of English Verbs which is based on the 

syntactico-semantic correlation of verbal behavior. It was developed under the Lexicon project of 

the Centre for Cognitive Science, MIT. Levin assumes that 'the behavior of a verb, particularly for 

the expression and interpretation of its arguments is to a large extent determined by its meaning' 

and 'the verb meaning is a key to verb behavior'.  

 VerbNet (Schuler, 2005) is an online lexicon of English verbs developed under a research 

project led by Martha Palmer at the University of Colorado. It is a hierarchical domain-independent 

broad coverage verb lexicon with mappings to other lexical resources such as WordNet, Xtag and 

FrameNet'. It aims to refine and add subclasses to Levin's verb classes in order 'to achieve syntactic 
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and semantic coherence among members of a class'. Each class of VerbNet contains two types of 

information about a verb. They are i) syntactic description that depicts thematic roles and 

selectional restrictions of a verb; and ii) syntactic frames which represent syntactic description of 

a verb with semantic predicates that shows temporal function. 

 FrameNet (Baker et al, 1998) is a human and machine-readable lexical database of English 

developed by the International Computer Science Institute, Berkeley. It is a kind of semantic role 

labelling that attempts to represent roles in the frame. It contains more than 13,000-word senses 

with annotated examples. It has more than 200,000 manually annotated sentences linked to more 

than 1,200 semantic frames which provide a unique training dataset.  

 PropBank (Palmer et al (2005) is an acronym for 'Proposition Bank' which contains a 

corpus annotated with verbal propositions and their arguments. It provides resources of sentences 

annotated with semantic roles which are defined for an individual verb sense where each sense of 

each verb has a specific set of roles such as Arg0, Arg1, Arg2 and so on. 

 WordNet (Miller, 1995) is a lexical database of English which groups different words 

(nouns, adjectives, verbs, adverbs) into sets of cognitive synonyms called synsets. Each synset 

expresses a distinct concept and is interlinked through conceptual semantic and lexical resources 

which are navigated through the browser. Synonymy is the main relation among words in the 

WordNet. However, it also encodes the sense relation of hyperonymy, meronymy, troponymy and 

antonymy.  

 Begum (2017) is a doctoral dissertation entitled Developing a Pilot Hindi Treebank based 

on Computational Paninian Grammar submitted at IIIT Hyderabad. In a chapter of her thesis, 

Rafiya Begum has developed a database of 486 Verb Frames for 300 verbs for Hindi which is one 

of the pioneering works in the field in India. The model of verb frame presented by her is based 

on the Paninian Grammatical Framework which has represented the linguistic information 

(description and dependency relation) about a verb in tabular form. Her work is the main 

motivation behind this research. The theoretical framework and the methodology devised here 

followed her work in particular. 
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3. Methodology 

 The corpus of 200K sentences was collected using various written sources from personal 

effort as well as from various NLP projects like the Indian Languages Corpora Initiative conducted 

in consortium mode led by Jawaharlal Nehru University, New Delhi and Shallow Parser Tool for 

Indian Languages led by Center for Applied Linguistics and Translation Studies, the University of 

Hyderabad funded by MeiTy, Government of India. The written corpus from different domains 

like entertainment, health, sports, news, literature, tourism, and agriculture was collected from both 

projects. The corpus for the domain of literature is also collected from the website of 

samakalinsahitya.   

 The data for this study were extracted from the corpus of the aforementioned sources. The 

first step of extracting data was to sort out all verb occurrences from 200K sentences. Secondly, 

unique verb forms looking at their roots were separated. Thirdly, looking at the frequencies of their 

occurrence, 200 verbs were chosen for the study. A total of 486 unique verb frames have been 

developed for each sense of 200 ambiguous verbs. The verb senses are verified using the corpus 

and Nepali dictionaries available in print forms like Poudel (2015), Parajuli (2010) and Lohani & 

Adhikari (2010).  The example sentences for each sense of verbs are extracted from the corpus and 

Verb Frames are developed following the theoretical model presented by Begum (2017) with some 

modifications. They contain the dependency relations of the mandatory and desirable arguments 

with theta role and ontological information.  

 Ambiguity is the primary criterion for the selection of data which means Nepali verbs 

having two to 15 different senses are selected for the study. Frequently used verbs with more 

obvious ambiguous senses are preferred for making verb frames. Verb forms with simple past 

tense are incorporated in this study since each tense and aspect shows different morphology which 

can be resulted in different senses of a verb. Also, the motive behind this study is to present a small 

database of verb frames for Nepali which would help to build a large-scale database in future.  

4. Components of Verb Frames 

 The Verb Frame in this study contains two kinds of information about a particular verb 

such as description and the verb frame. These two pieces of information are provided in a data file 
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which is referred to as a 'verb entry' by Begum (2017: 95). The description part of the verb frame 

includes the information like Verb name, Sense-id, Verb Sense, English gloss, Verb in the same 

class, Example sentence, Theta roles and Frame ID  whereas verb frame consists the information 

like Arc-label, Necessity of the argument, Vibhakti, Lexical Type and Ontology. Since, Indian 

languages like Nepali are Subject Object Verb (SOV) dominant phrase order language and the 

position of arguments to their predicate always remains left in almost all cases and since the 

dependency grammar treated arguments as children of a verb, their relation with arguments also 

remain constant in all cases, the fields 'position' and 'relation' are removed in study which are 

incorporated in the verb frame developed by Begum (2017). Also, new fields like 'verb class' and 

'ontology' are added for this kind of information about a verb found to be helpful in identifying a 

particular sense of a verb in the context. 

 Figure 4.1 represents the sample of verb frame developed for the Nepali verb ukɑs which 

has three senses: ‘pull out’, ‘provoke’ and 'bail out'. The figure below demonstrates each 

component of the verb frame for the third sense of the verb ukɑs.  

Figure 4.1 Sample of Verb Frame 

  

 As we see in Figure 4.1 the first field is Verb, the name of a particular verb in Nepali which 

is written in IPA for its appropriate pronunciation.  
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The second field is Sense ID (SID) which is represented as ukɑs%VT%S3. It is a unique 

identification number for the particular sense of a verb. It consists of verb name, verb type and 

sense number which are separated by the symbol of percentage (%). In the verb frame above, ukɑs 

is the verb name, 'VT' is the 'transitive verb' and 'S3' is the 'Sense 3' of the verb respectively. The 

verb type is of three kinds: Transitive Verb (VT), Di-transitive Verb (VDT) and Causative Verb 

(VCAUS). Different Senses of a verb are denoted by the convention of S1, S2, S3 and so on 

according to the number of senses a verb can have.  

Verb Sense is the third field which represents each sense of a given verb in Nepali. For 

example, in Figure 4.1 the third sense of the verb ukɑs is muktʌ_gʌr 'bail out'.  

The fourth field is English Gloss which gives the meaning of a verb in the English 

language. It is represented as 'Eng_Gloss' in the verb frame. In Figure 4.1, 'Bail out' is an English 

gloss for a particular sense of the verb ukɑs.  

The fifth field represents Verb Class which is a semantic class of a verb based on Levin 

(1993). In Figure 4.1 above, 'bail out' falls under the semantic class of 'Verb of putting with a 

specified direction'. This kind of information is included because it helps to provide insights into 

the disambiguation of Nepali verbs since the verbs having the same semantic class behave 

similarly and have similar argument structures. It also helps to categorize Nepali verbs in certain 

semantic classes.  

The Verb in the Same Class is the sixth field which provides information about the 

synonymous verb frame found in the lexicon. It means that there are several verb framess which 

has similar senses which are considered synonymous with each other or the verbs in the same 

class. The verbs in the same class are represented by the unique frame ID they possess. The 

information about the same class is necessary to see whether or not the verbs in the same class 

behave similar way.  

The seventh field is Example which is an example sentence for each sense of a verb which 

is denoted by the convention of 'Ex'. The example is given in Nepali which is transcribed in IPA. 

The conventions and the methods of glossing are written following interlinear morpheme-by-
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morpheme glossing provided by Leipzig Glossing Rules (2015). The following example is given 

for the verb ukɑs in Figure 4.1 above: 

 us-le    ʤel-bɑʈᴧ  ᴧpᴧrɑdhi-lɑi  ukɑs-jo 

   He-ERG  jail-ABL  culprit-DAT  bail-3.SG.NPST 

   'He bailed the culprit out from the jail' 

 The eighth field in the verb frame is Theta Role which refers to the 'role performed by 

each argument of a predicate, defined regarding a restricted universal set of thematic functions' 

(Crystal, 2003: 463). The definitions provided by VerbNet (2006) have been taken as the model 

for annotating theta roles of each argument.  

Frame Name, Demand Frame and Frame ID are the fields which are all about naming 

and giving a unique ID to each verb frame for each sense of a particular verb. In Figure 4.1, 

Frame_Name_3 is the frame name, Frame_ID_3 is Demand Frame and ukɑs%VT%S3%FID3 is 

frame ID for the third sense of the verb ukɑs. The frame ID consists of two parts: Sense Id (e.g. 

ucɑl%VT%S1) and the Frame Number (e.g. FID1) which are separated by a percentage sign (%). 

It helps to identify a particular frame for a particular sense of a verb. 

 The term 'verb frame' is used in two senses in this study as in Begum (2017). In a broad 

sense, it refers to the whole data, i.e., the verb entry (both 'description of the verb' and 'verb frame') 

and in a particular sense it refers to the tabular form which is a verb frame. 'The actual verb frame 

is the table given in the verb entry' (Begum, 2017: 99) which represents five pieces of information 

such as Arc Label, Necessity, Vibhakti, Lexical Type and Ontology.  

The first field in the verb frame is the Arc Label which represents the dependency relation 

or karaka relation of arguments. Conventions used for each type and subtypes of karakas are based 

on 'AnnCorra: TreeBanks for Indian Languages Guidelines for Annotating Hindi Tree Bank' 

developed by IIIT, Hyderabad (Bharati et al, 2012). Figure 4.1 demonstrates the method of 

representing karaka information in the verb frame. The sentence given in the figure has three 

arguments: k1 (us-le), k5 (ʤel-bɑʈᴧ) and k2 (ᴧpᴧrɑdhi-lɑi) respectively and they are captured in 

the first field i.e. Arc Label.  
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The second field is Necessity which is the information about the necessity of argument in 

the sentence. In the example sentence given in Figure 4.1, us 'he', ʤel 'jail' and ᴧpᴧrɑdhi 'culprit' 

are three arguments of the predicate ukɑs-jo 'bailed out' which have theta roles of 'agent', 'source' 

and 'patient' respectively.  

The third field is Vibhakti which provides information about the type of case marker or 

any other postpositional element that comes with a particular argument. In the example sentence, 

as given in figure 4.1, there are three vibhaktis –le (ergative), -bɑʈʌ (ablative), -lɑi (dative) attached 

with each argument (us, ʤel, ʌpʌrɑdhi) respectively.  

The fourth field is Lexical Type which contains information about parts of speech of an 

argument.  

Finally, the fifth field consists of Ontology which captures information about the semantic 

properties of the concepts and their relationship with each other. It is useful in determining 

selectional restrictions of a verb which further helps to disambiguate words having more than one 

sense. The tag set prepared for 'Shared Task cum Workshop on OntoLex in Indian Languages' by 

the Center for Applied Linguistics and Translation Studies, University of Hyderabad which was 

held from 29th November  to 1st December 2017 has been used for annotating ontologies of 

arguments in this study. The ontology for the arguments of the example sentence given in Figure 

4.1 are marked as +hum (human) for us 'he', +artcplc (artefact place) for ʤel 'jail' and +hum, +rol 

(human, role) for ᴧpᴧrɑdhi 'culprit' respectively. 

5. Conclusion 

 Nepali is in the primary stage of natural language processing and is considered one of the 

least-resourced languages in terms of NLP research and development. Thus, the development of 

linguistic resources in every aspect is necessary for this language. In this regard, this study is a 

small step towards building a knowledge base of verbs which can pave the way for the larger 

database in future.  

Verb frames as a linguistic resource have four basic implications such as i) it is useful as a 

database for knowledge-based NLP applications; ii) it is helpful to understand the verbal behavior 

of Nepali verbs; iii) it can be used as a tool for annotating (especially parsing) Nepali verbs; and 
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iv) it can be used as a tool for word sense disambiguation. Though, this study embodies a very less 

and limited number of verbs, the verb frames developed through this study can be used as a model 

of a larger database of verb frames for Nepali which would contribute to the field of NLP tasks 

and applications like parsing, word sense disambiguation and machine translation.  
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