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Chapter 1

Introduction

1.1 Natural Gas Hydrates

Natural gas hydrates (NGHs) are non-stoichiometric solids, ice-like crystalline structure that
are formed at low temperatures and high pressure and have polyhedral cages formed by
hydrogen bonded (H- bond) network of water molecules and these cages are stabilized due to
encapsulation of small molecules (CH4, C2Hg and C3Hg). The gas molecules that are entrapped
into the cages are called the guest molecules and cages formed due to hydrogen bonded network
of water molecules are called the hosts in gas hydrates as shown for methane hydrate in Figure
1.1. The interactions in gas hydrates are non-covalent in nature where interaction between the
water molecules is due to hydrogen bonding and guests trapped inside the water cages interact

via van der Waals interactions !~

. Gas hydrates have broad range of applications that range
from methane recovery as a clean energy source >, carbon dioxide sequestration ’, stabilization
of hydrate reservoirs due to rising environment temperature ®, gas storage (164 cubic feet of

CHj4 contains in 1 cubic foot of methane hydrates, transportation °-!!

and separation methods
12113 Recently natural gas hydrates have been proposed to be one of the alternatives for clean

energy to meet the every-growing demands for energy and limited availability of the fossil

fuels 4.

Figure 1.1: Small cage of methane hydrate with methane (cyan — C, red - O and white — H) in the centre of cage.



1.2 Type of Natural Gas Hydrates

There are mainly three types of natural gas hydrates (structure I (sl, cubic); structure II (sII,
cubic) and structure H (sH, hexagonal)) that differ in stoichiometry and size of cages that form
the unit cells in NGHs. sI-NGHs are the most abundant NGHs among all the NGHs 2. There
are five different types of hydrate cages and can be represented as XY where X and Y represent
number of edges and faces in a hydrate cage as shown in Figure 1.2. Two or more cages

combine in a specific patten and form the crystal structure.

512 62512 64512 435663 68512

Figure 1.2: Five types of hydrate cages that exist in nature; (a) pentagonal dodecahedron (b) tetracaidecahedron

(c) hexacaidecahedron (d) icosahedron and (f) irregular dodecahedron. (Reproduced from reference [1]).

1.2.1 Structure I (sI) NGHs

sI-NGH of ethylene oxide was first reported by McMullan and Jeffrey in 1965 '°. It is formed
by combination of two small pentagonal dodecahedron (5'?) and six large tetracaidecahedron
(6%5'2) cages with average cavity radii of 3.95A and 4.33A respectively as shown in Figure 1.3.
A pentagonal dodecahedron cages has 12 planar pentagonal faces and tetracaidehedral cages
has 12 pentagonal and 2 hexagonal faces with vertices shared between 5'2 blocks. A primitive
unit cell lattice is formed by total eight guest molecules that are entrapped inside two 5'% and
six 6252 cages formed by 46 hydrogen bonded water molecules. The dimensions of a sI unit

cell is 12.0A in all the three-dimensions. The quantitative formula of sI unit cell is
6A.2B.46H,0 where A and B are the number of guest molecules entrapped inside small and

large cages of sl hydrate. The coordination numbers of water molecules for small and large

cages are 20 and 24, respectively. The naturally occurring sI-NGHs mainly encapsulate small

2



gas molecules like CH4 and C,He. The ideal hydrate number for sl unit cell is 5.75 which is the

ratio of number of host molecules to number of guest molecules as reported in Eq. 1.1 2,

Number of water molecules in the unit cell (46)

Ideal hydrate number = =5.75 Eq. (1.1)

Number of guest molcules in the unit cell (8)

A

Figure 1.3: Schematic of a sI unit cell formation from small (5'?) and large (625'?) cages where magenta and

golden spheres represent guests in small and large cages respectively. (Reproduced from reference [2]).

1.2.2 Structure II (sII) NGHs

The structure of sII hydrate was first reported Mak and McMullan for
tetrahydrofuran/hydrogen sulfide hydrate in 1965 '°. A face centred cubic unit cell is formed
by combination of 16 pentagonal dodecahedron (5'2, small cages) and 8 hexakaidecahedron
(6%5'2, large cages) with average cavity radii of 3.91A and 4.73A respectively as shown in
Figure 1.4. A unit cell consists of 32 guest molecules entrapped inside small and large cages
formed by 136 hydrogen-bonded water molecules with an ideal hydrate number of 5.67. The

dimensions of a unit cell is 17.3A in all the three-dimensions. The quantitative formula of sII

unit cell is 16A.8B.136H,0, where A and B are the guest molecules entrapped in small and

3



large cages. The coordination numbers for small and large cage is 20 and 28, respectively. slI-
hydrates mainly encapsulate large guest molecules like propane and isobutane along-with small

molecules such as CHs and H,S 2.

16(527) +  8§(6%51)

TS

Figure 1.4: Schematic of a sII-NGH unit cell formation from small (5'2) cage and large (6*5'2) cages.

(Reproduced from reference [2]).

O

3(5) o+ 245%%) + 1(6%51)

N

Figure 1.5: Schematic of a unit cell of sH NGH with small (5'%), medium (435°6%) and large (6%5'%) cages.

(Reproduced from reference [2]).



1.2.3 Structure H (sH) NGHs

The structure of sH unit cell was reported by Ripmeester et. al. in 1987 for 2,2-
dimethylpentane, 5(Xe, H2S).34H20 hydrate that was synthesized using a mixture of 2,2-
dimethylpentane, Xe and H,S in ice !”. A hexagonal unit cell of sH hydrate is formed by three
pentagonal dodecahedron (5'2, small cages), two irregular dodecahedron (435°6°, medium
cage) and one icosahedron (635'%, large cage) with cavity radii of 3.91A, 4.06A and 5.71A
respectively as shown in Figure 1.5. The unit cell of sH-NGH consists of 6 guest molecules

encapsulated into a network of cages formed by 34 water molecules. The quantitative formula
of a sH unit cell is 3A.2B.1C.136H20 where A, B and C are the guest molecule entrapped in

small, medium and large cages, respectively. sH hydrates encapsulate small (CH4, CO2 and

ethane) as well as large guest molecules like cyclopentane and neohexene !,

1.3 Classification of hydrate reservoirs

NGH reservoirs are classified based on the coexistence of NGHs with other phases such as free
water or free gas. These reservoirs are divided into three classes: Class 1, Class 2 and Class 3
as shown in Figure 1.6 '8!, Class 1 reservoirs are formed with hydrate bearing layer (HBL)
underlying a free gas zone as shown in Figure 1.6a. The free zone and thermodynamic
conditions are close to equilibrium phase of NGHs thus, making Class 1 reservoirs as the most
promising reservoirs for hydrate production. Depressurization is the most suitable technique
for gas hydrate production in these reservoirs as it is simple and cost-effective technique. Class
1 reservoirs exist in Russia (Messoyokha field) and Alaska (Sagavanirktok region) 22!, Class
2 reservoirs are formed with HBL underlying on free water zone as shown in Figure 1.6b, while
in Class 3, there is only a HBL as shown in Figure 1.6¢. Class 2 and Class 3 reservoirs are less
promising in term of gas production as thermodynamic conditions, stability zones and
economic considerations are not well defined. Depressurization is a less effective technique for
Class 2 reservoirs due to continuous supply of water from free water zone. Similarly,
depressurization is least effective for Class 3 reservoirs as there is absence of free gas or free
water 2%?!. Beside these three reservoirs, Class 4 reservoirs consist of less saturated and

unconfined geological layer zones and are widely distributed at ocean floor 22!,



Overburden Overburden Overburden

HBL HBL / HBL
Free gas zone Water zone
Underburden Underburden Underburden
(a) Class 1 (b) Class 2 (c) Class 3 (d) Class 4

Figure 1.6: Schematic diagram of different classes of hydrate reservoirs: (a) Class 1 (b) Class 2 (c¢) Class 3 and
(d) Class 4. (Reproduced from reference [20]).

1.4 Methane Extraction Techniques

Traditionally, different conventional techniques are employed to recover CH4 from NGH
reservoirs such as thermal simulation, depressurization and chemical inhibitor injection. We

present a brief introduction to these techniques in the following section.

1.4.1 Thermal Simulation Technique

The temperature of NGH reservoir is increased by heating or steam injection in thermal
simulation technique 2'* 2?7, Therefore, temperature of reservoir turns above the phase
equilibrium temperature at a local pressure as shown in Figure 1.7a. As a result, natural gas
starts releasing along-with water due to hydrate dissociation. McGuire reported that thermal
simulation as an effective technique in early stage of gas production from Class 2 NGH
reservoirs with high permeability for gas production 2. Later, in 1982, feasibility and
effectiveness of this technique was further evaluated by Holed et. al. . Eventually, numerous
thermal simulation studies were reported and are categorized in three sets; (I) Hot water
circulation, (IT) Wellbore heating and (III) Hot water huff and puff methods. Tung et. al. %
reported hot water injection method in unconsolidated sediment by using one dimensional
experimental setup where the temperature of injected water, injection rate and hydrate
saturation were the controlling factors. The results showed that high hydrate saturation, lower

water injection rate and temperature provides higher energy ratio. In case of wellbore heating



technique, wellbore is heated by different methods such as electric heating, which was first
introduced by Islam in 1990 2°; it is considered as situ approach. Herein, heat loss during heat
flow through well could be controlled, as a result, this method could achieve higher energy
efficiency. Hot water huff and puff method is performed in three stages: heat injection, soaking
and gas production. In the first stage, hot water is injected into the system for a particular time,
as a result, pressure will start rising in the second step and when the pressure of system will
stop rising, the production of gas will start. These three steps make a cycle and thus, this

technique is performed in cycles *’.

Thermal Stimulation [El pepressurization Inhibitor Injection
RS ~surface™| surface™| TERRRRN ~surfaces]

extension of
" perturbed
stability curve to
TEMPERATURE'

TEA\‘IPERATURE lower pressures TER’IPERATURE
GH\ gas H: \gas
= = H -z
fos = - = e - =
= - -~ = -
E ed| = [ £ rturbed |72
= wn w - wn
= - = - c
a — = o = = =] e —
= Stability after = ~ R 4 ~
= depressurization = stability with? =
inhibitor—m:
low-permeability == low-permeability formation D gas hydrate- sediments with sediments
formation D possibly containing free gas bearing sediments dissociated gas hydrate containing free gas

Figure 1.7: Schematic representation of three conventional techniques and their effect on phase equilibrium of
gas hydrate reservoir; (a) Thermal Stimulation (b) Depressurization and (c) Chemical Inhibitor Injection. (Taken

from reference [22]).

1.4.2 Depressurization

Depressurization reduces the equilibrium pressure of NGH reservoirs at the local temperature
21.28-29 The pressure difference causes dissociation of hydrate cages leading to production of
gas and water as shown in Figure 1.7b. Hydrate dissociation is an endothermic process that

results in lowering of local temperature of hydrate reservoirs and dissociation of hydrate cages.



The dissociation of cages might reduce when the local temperature reaches equilibrium
temperature at a given pressure. Hence, heat must be required for continuation of this process.
Hence, first hydrate dissociation starts near the well leading to release of natural gas and water
2l The early studies on gas production via depressurization method at a laboratory scale
showed that hydrate dissociation that leads to gas production positively changed with time and
showed some buffering due to endothermic hydrate dissociation 3°. Heat flow is considered to
be the controlling factor for hydrate dissociation in thermal injection method; however,
pressure difference is considered to be a driving force for hydrate dissociation in
depressurization method 2°-3°. The rate of hydrate dissociation above 273.15K is governed by
intrinsic dissociation reaction *!-32, However, at temperature below 273K, hydrate dissociation
is controlled by gas diffusion in a mixture of hydrate and ice. It was noticed in the later process
that free water molecules due to hydrate dissociation would rapidly turn into ice at the hydrate
surface. As a result, hydrate dissociation below 273.15K is considered as a process of moving
ice-hydrate boundary 4. Tang et. al. reported hydrate depressurization at different conditions,
where they compared both gas production and propagation of dissociation of gas hydrate with
respect to time *°. The results showed that hydrate dissociation is controlled by pressure
difference between the outlet and equilibrium. If the pressure difference is high, hydrate
dissociation will be low. However, rate of hydrate dissociation was found to be the highest
when pressure difference is near to equilibrium pressure. In conclusion, heat supply is
considered to be a controlling factor for hydrate dissociation in depressurization technique. The
efficiency of gas recovery might be restricted if heat supply is added in the later stages when

temperature starts to reduce because of endothermic process.

1.4.3 Chemical Hydrate Inhibitor

Chemical hydrate inhibitors alter the phase equilibria of NGH reservoirs to low pressure and
high temperature and thus, destabilize NGHs as shown in Figure 1.7¢ 2! 3637  Chemical
inhibitors are generally categorized as thermodynamic and kinetic inhibitors where
thermodynamic inhibitors shift the phase equilibrium, while kinetic inhibitors prolong the rate
of hydrate formation. Methanol and Ethylene Glycol (EG) are the two most common hydrate
inhibitors available in the market that have low toxicity and good performance. Sira et. al.

showed that hydrate dissociation rate was controlled by inhibitor concentration, injection rate,



local pressure and contact area of interface and inhibitor and similar results were observed with

brines in presence of hydrate inhibitors 67,

1.5 CO,-CH4 exchange

CO,-CH4 exchange in NGHs is being explored over past few decades and is to have certain
advantages over conventional methane extraction technologies > 3%#!. First, conventional
technologies exploit the stability of hydrates for gas production and could destabilize the
hydrate reservoirs as large-scale melting of hydrates could lead to geological disasters.
However, CO>-CH4 exchange process replaces natural gas i.e., CH4 with CO, that would help
to sequestrate CO> which is one of the major global warming gases **. Thermodynamically,
enthalpy for CO> hydrate formation (= -57.98 kJ/mol) is lower than the enthalpy for CH4
hydrate formation (= -54.49 kJ/mol) which would stabilize the gas hydrate reservoirs during
CH4-CO» exchange process . CO»-CH4 exchange in NGHs has been confirmed by several
experiments where liquid CO», pure CO> gas and CO; emulsion were fed into water . The
molecular dynamics simulations studies showed that Gibbs free energy for CHs replacement
by CO> = -12.00 kJ/mol °'. The mechanism of CO»-CH4 exchange is widely covered by situ
Raman spectroscopy and there are two exchange processes proposed for CO2-CH4 exchange
52-54: first process where CO2-CH4 exchange occurs in two independent steps; CHa hydrate
dissociates and CO; hydrate forms with release of CH4 as gas and in second process, Tung et.
have reported that CHs replacement occurs at the interface by direct swap of CH4 with CO»
due to breaking and re-formation of cages at the interface as shown in Figure 1.8 >°. However,
far from interface, replacement occurs through transient co-occupation of both CH4 and CO»

in the same cavity.

CO; molecules have larger molecular radius (2.56A) as compared to CH, (2.18A) molecules
and thus, CO, prefers to replace CHs4 molecules from large cages 2. Hence, ideally, 75% of CHy
could be replaced by CO,, however, only 45% replacement is observed at laboratory scale.
Furthermore, exchange efficiency and rate of exchange are low and there is significant delay
in replacement with time as mixed hydrates of CO>-CH4 are formed that are more stable
compared to pure gas hydrates and block the exchange process 4*-°. Uchida et. al. performed
Raman spectroscopy analysis for CO»-CHs exchange using gaseous CO> and showed that rate

of gas hydrate replacement is quite slow and induction period occurred over several days *¢. Le



et. al. reported that CO>-CH4 exchange rate was slow due to formation of new CO> hydrate that
act as a wrap on the surface of CH4 hydrate and prevents the replacement process>’. Ota et. al.
reported that amount of CH4 decomposition is proportional to CO2 hydrate formation during
CO»-CH4 replacement using liquid CO, *8. They showed that activation energy of 14.5 kJ/mol
is involved in the dissociation of CH4 hydrate whereas activation energy of 73.3 kJ/mol is
required for the formation of CO> hydrates using a kinetic model. Similarly, Zhang et. al.
reported that though the CH4 decomposition and CO> hydrate formation are similar in porous
sediment but maximum replacement of upto 45% occurs in 124h 30, Ors and Sinayuc showed
that CH4-CO> swap occurred mainly at the surface of the system when gaseous CO> was

injected into a sand pack system °!.

Ons

180 ns

Figure 1.8: Schematic representation for direct CO,-CH4 exchange in hydrate. (Taken from reference [55]).

1.5.1 Mixture of CO; and N,

Inclusion of flue gases like Nz, H>S, N>O and SO» along-with CO; in bulk phase showed
enhancement in CHs-CO; exchange in NGHs %3, The molecular diameter of N> (4.1A) is
smaller than CHy4 (4.36A) that suggests N2 can occupy large number of small cages in NGHs
than CH4 2. Park et al. first reported that N» along with CO, enhances methane recovery by
85% and 92% in sl and slII hydrates respectively, as compared to 64% CH4 recovered using
pure CO: system 4. However, rate of methane recovery depends on concentration of N2 in a
system as 85% of CHj is recovered in sl hydrate only with 20:80 (mol%) mixture of N> and 20
COs.. The quantitative analysis showed that ~ 23% of CH4 in hydrate was replaced with N> and
62% of CH4 was replaced with CO». Koh et. al. also reported similar studies for CH4 recovery

from gas hydrates intercalated within natural sediments using mixture of CO> (80 mol%) and

10



N2 (20 mol%) 7. Zhou et. al. reported Raman spectroscopic analysis of CHa4 recovery from
NGHs by using mixture of CO2 and N> and confirmed that CO; and N prefer to driver out CH4
from large and small cages respectively 7. Yasue et. al. reported that CH4 recovery was most
effective when 30-40 mol% of CO> concentration was chosen in CO2/N, gas mixture ’’. Shin
et al. reported that CH4 recovery is maximum (> 90%) in sH hydrates as compared to sl and

sII hydrates in presence of mixture of CO, and N, 78,

1.6 Nucleation in NGHs

Nucleation is a rare-event phenomenon and current state-of-art of experiments have
spatiotemporal limitations to explore nucleation phenomenon in small molecular systems. In
this direction, simulation techniques are a vital tool that could provide atomic level insights
into different phenomena and classical molecular dynamics techniques are adequate to explore

nucleation in hydrates as the nucleation barrier is low in these systems.

1.6.1 Labile cluster hypothesis

Labile cluster hypothesis was proposed by Sloan et. al. as shown in Figure 1.9 7! Initially,
there are no gas molecules dissolved in water and with time when gas molecules dissolve in
water, there is formation of labile clusters. The water molecules in labile clusters can exchange
with bulk water molecules and the size of labile cluster depends upon the dissolved gas
molecules. Hydrophobic clustering is the key step in the formation of agglomerates of labile
clusters, where, dissolved gas molecules attract each other. These agglomerates are in quasi-
equilibrium with each other; thus, they grow or shrink until they reach a critical size that forms

nucleus once critical size is exceeded as shown in Figure 1.9d.

1.6.2 Local Cluster Mechanism

Radhakrishnan and Trout proposed the “local cluster mechanism” based on formation of CO>
hydrates using molecular simulation techniques 2. Herein, thermal fluctuations lead to local
ordering of gas and water molecules and thus, formation of hydrate cages. When the local
ordering of gas molecules exceeds that of a critical nucleus, there is relaxation of gas and water

molecules stabilize the free energy hypersurface, leading to the formation of hydrate nucleus.

11
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Figure 1.9: Schematic representation of labile cluster hypothesis. (Taken from reference [81]).

1.6.3 Blob Mechanism

Jacobsen et. al. proposed the “blob mechanism” which is a three-step mechanism where in first
step, gas molecules form long-lived dynamical equilibrium amorphous clusters called blobs
that are separated by water molecules as shown in Figure 1.10(a-b); in the second step, these
clathrate cages continuously form and dissociates until a cluster turns into an amorphous
clathrate nucleus (Figure 1.10c) which is in metastable state and in a subsequent state,

amorphous hydrate turns into a crystalline hydrate nucleus that leads to hydrate formation

(Figure 1.10 d) 3.

e 4"“\“ ’&i ®
2 . o
ety ¢
7 v ¢
7 C 4
Dissolved Blob Amorphous Crystalline
Guest Clathrate Clathrate

Figure 1.10: Schematic representation of blob mechanism; (a) guests dissolve in water (b) blob in dynamic
equilibrium, (c) blob turns to the amorphous clathrate and (d) formation of crystalline clathrate. (Taken from

reference [81]).
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1.6.4 Multiple Cluster Hypothesis

Multiple Cluster hypothesis was proposed based on simulation studies using coarse-grained
model of water where hydrate nucleation either occurs through an amorphous hydrate as an
intermediate that transforms into ordered high degree of crystalline nucleus or due to direct

formation of a well-ordered hydrate nucleus as shown in Figure 1.11 3%,

Figure 1.11: Schematic of multiple cluster hypotheses. S, M, XL stand for size of guests. S (small) solute fills all
types of cages, M (Medium) solute primarily fills the large cages, however, XL fills only large cages. All the cages
are demonstrated as; small cages (5'2, green) and large (5'%6%, Blue; 5'26°, red and 5'26*, orange) cages. (Taken

from [85]).

1.7 Gas hydrate nucleation and Growth using MD

Theoretical insights into nucleation in hydrates are mainly reported for a single gas system or
mixture of two gases; CH4[86-88, 93], CO2 [89-90], H2S [91] and CO»-CH4[92]. Walsh et. al.
[87] reported insights into homogeneous nucleation of methane hydrates using molecular
dynamics where methane adsorbs on the planner face of H-bonded water ring that leads to
spontaneous nucleation and growth of methane hydrate at 250K and 50MPa. The face sharing

partial cages showed the characteristic of sII hydrate and nucleation of both sl and sII hydrates

13



were linked by 5'26° cages. Sarupria and Debenedetti [88] reported methane hydrate nucleation
at 250K and 200bar using MD simulations, where they reported the presence of 526° and 526*
cages during sl hydrate nucleation. Hu et al. [93] reported that formation of a three-body
aggregate is key step to nucleation of sI hydrates where a triangular pattern was formed by the
central methane molecules and two methane molecules were located at two neighboring five
membered ring and were separated by distance of ~6.7A. The presence of three-membered
aggregates reduced the hydrate nucleation time. The affinity of methane gas to liquid-hydrate
interface, solubility of gas in water and diffusivity of gases are important factors in methane
hydrate growth [94-97]. Vatamanu and Kusalik reported that incomplete cages at the interface
shows strong affinity for methane [95-96]. Tung et al. [97] observed that solubility of methane
in liquid phase, diffusion of methane gas and partial cages at the interface are the major factory
for hydrate growth. Liu et al. [98] reported that super-saturation of CHj4 in solution phase has
primary impact on the hydrate crystalline and high content of CH4 in the system helps in rapid
hydrate growth, however, in contrast, if content of CH4 is low in the system, it takes more time

for hydrate growth via formation of direct crystalline hydrate.

Hydrate growth of pure H>S system is significantly faster compared to CH4 hydrates in
homogeneous medium [91]. Lu et al. [99] reported that during heterogeneous nucleation of
CH4 and H»S increase in concentration of H>S led to diffusion of more guest molecules from
hydrate into water and consequently, high rate of hydrate growth and shrinking of the bubble
radius was observed in system. During nucleation, HoS preferred to initialize cage formation
and stabilized the cages as molecular size of H>S provides enough driving force for hydrate
growth in the mixture. Matsui et al. [100] reported that in a mixture of CO2/N2, N> gas has
higher tendency to penetrate in hydrate crystal and replace the CHs4 via decomposition-
reformation mechanism, however, excess presence of N> collapses the hydrate structure. Song
etal. [101] reported that in CO2/N2 mixture, gas diffusion rate of CO: is doubled in replacement
process. Wu et al. [102] reported that at the beginning of CO,-CH4 exchange process,
replacement occurs but is later CH4 showed co-growth because of low stabilization energy.
Tadapalli and Kumar [103] used NH3 as supportive gas in CO»-CH4 replacement but it causes
defect in hydrate crystal due to hydrogen bonding that helped in CO,-CH4 replacement in
hydrates. However, the penetration effect of NH3 is dependent upon concentration and NH3

destabilized hydrate at high concentration.
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1.8 Hydrate Promoters

Hydrate equilibrium curve in a system depends on the composition of the gas and additives in
a system ! If additives enhance the hydrate formation in a system, they are considered as
hydrate promoters and are generally categorized into two groups; (I) Thermodynamic Hydrate
Promoters (THPs) and Kinetic Hydrate Promoters (KHPs). THPs shifts the hydrate equilibrium
curve to low pressure and high temperature and thus, mild conditions are required to form gas
hydrate as compared to systems without THPs ', Tetrahydrofuran, cyclopentane, propane and
tetrabutylammonium bromide are some of the common and widely used THPs for CO, and
CHy hydrates 194198 _Similarly, cyclohexane, acetone and methylcyclohexane act as THPs for
other gases 194 109110 However, in some systems, THF could itself form hydrates at ~277.5K
and ambient pressure where it is trapped in large (5'26*) cages of sll hydrate %, On the other
hand, KHPs do not participate in hydrate structures, therefore, they do not show significant
shift in the hydrate equilibrium curve. KHPs promote hydrate nucleation by reducing the
induction time and accelerating the hydrate formation process %4, KHPs are more diverse and
include surfactants (anionic, cationic and nonionic) **'3 amino acids 4, nanoparticles 5,
metal oxides ¢, cellulose derivatives **, cyclodextrins '8 and starches '°. Sodium dodecyl
sulfate, SDS is a well-known example of KHPs 1. Albert et. al. reported MD study of SDS
for both CO, and CH4 hydrates 12°12!, They found that SDS-CO; interactive behavior is
different than SDS-CHs where CO; strongly interacts with SDS that inhibit them from forming
suitable hydrate cages '?*. However, there is no strong interaction between SDS and CHa,

therefore, it helps to drive H20 molecules to form suitable cages 2.

1.9 Molecular Dynamics Simulation Techniques

Molecular dynamics (MD) simulation techniques are a classical simulation technique where
dynamics of a particle is evaluated as per Newton’s equations of motion and helps to explore
energetics, conformations and dynamics of particles at an atomic level 2212, It was first
introduced by Alder and Wainwright in 1957 to study the dynamics of hard sphere systems %%,
However, first MD simulation studies on realistic material systems was reported by Vineyard
and Brookhaven in 1960 and A. Rahman reported the first liquid systems MD simulations on

Ar system in 1964 by modelling Ar atoms as Lennard-Jones particles '>>126, Harp and Ben
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reported the linear- and angular autocorrection function and memory functions in liquid CO
system using MD simulation techniques '?’-1?%, Barker and Watts simulates the liquid water
using Monte Carlo (MC) simulation techniques in 1969 '?°. However, Rahman and Stillinger
simulate liquid water at 34.3°C using MD simulation techniques in 1971 where water
molecules were modelled as rigid asymmetric rotors '3°. Water is one of the most tedious liquid
system to model using classical simulation techniques and several models and MD studies have
been reported over decades to simulate liquid water 2132, Currently, molecular dynamics
simulation techniques are employed to study a wide-range of systems from materials to

biomolecular systems '%2.

Molecular Dynamics simulation techniques are based on Newton’s equations of motion and

are solved for each particle in a system as shown in Eq. 1.1 where m is the mass of the i

particle, 7; and E are the position and force coordinates in a N-particle system:

a°t; = .
atzl = F, where,i=1....N Eq. (1.2)
The force acting on a particle is negative derivative of potential function, V (ry, 13........17;,) as

reported in Eq. 1.3

- v
F,= ——
t or;

Eq. (1.3)

Herein, initial configuration is chosen and position coordinates and velocities are assigned. The
forces on each particle with respect to particles in the system is calculated based on the chosen
potential parameters for interactions (force field). The position, velocities and accelerations of
particles are updated as a function of time using integration scheme that follows Newton’s
equation of motion. These steps are repeated till system reaches equilibrium and further the

coordinates, velocities and forces are saved to calculate properties of interest.

1.9.1 Force Field

Force fields are a set of mathematical expressions that describe the energy of a system based

on the coordinates of its particles. They are employed to calculate the intermolecular interaction
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energies between the particles (e.g., van der Waals and electrostatic) and intramolecular energy
within the particles (i.e., bond, angle and torsion) as shown in Figure 1.12. The parameters used
in these expressions are usually obtained from theoretical calculations (i.e., ab initio), semi-
empirical calculations or fitting parameters into experimental data such as spectroscopic data
(Raman, Infrared, NMR, X-ray and Neutron diffraction data) '*3. There are two categories of
force fields; Class I and II force fields where Class I force fields are based on harmonic
potential between the particles and in Class II force field potential due to anharmonic
interactions is considered by including cross-terms between bond-angle, bond-torsion and
angle-torsion potentials '3*13°. We have chosen Class I force field to model gas hydrates in the
present work as Class I force fields are computational cheaper than Class II force fields and

force fields for water at different temperatures and pressures are available in Class I force fields.

Bonded Term Non-bonded Term

Iy
B O——O

90 VYan der Waals
Angle
@O
¢
Electrostatic
Torsion

Figure 1.12: Schematic representation of bonded (bond, angle and torsion) and non-bonded (van der Waals and

electrostatic) interaction terms.

The expression for potential energy in Class I force field is given as shown in Eq. 1.3.

V(r) = Z %kr(r—r0)2+ Z %k9(9—90)2+ Z %[1+dcos(n(2))]

bonds angles torsions
N-1y\'N gij 12 gij o 44
+ 21 Xjei | 4€i) ) ) [T Eq. (1.3)

where, k,. and r( are force constant and equilibrium bond distance for bond potential; kg and 8 are
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force constant and equilibrium bond distance for angle potential; V,, is the force constant for torsion
potential ( n=1,2,3,4 and d = +1 or -1) for harmonic style; €;; and a;; are well depth and diameter
between i" and j" particle ; q; and q; are atomic charges on i and j™ particle and r;; is the distance

between i and j" particle.

1.10 Integration schemes

The Newton’s equations of motion are solved numerically using integration schemes where
integration timestep (At) is = 1fs in systems modelled with all-atom force fields. There are
several integration schemes (Verlet, Leap-frog, Velocity-Verlet and Gear-Predictor Algorithm)
based on the accuracy, number of variables and amount of data to be stored per integration step.
In general, a good integration scheme should be simple, fast, and less expensive, should
replicate the classical trajectory of system as accurately as possible even with long time step,

should be time reversible and follow the laws of conservation of energy and momentum '3

1.10.1 Verlet Algorithm

Verlet Algorithm is one of the most widely used integration schemes in molecular dynamics

simulations 2137, Tt considers Taylor’s expansion of the position of particle, one step forward

and one step backward to the current step as shown in Equations 1.4 and 1.5 1%,

r(t + At) = r(t) + v(t)At + %a(t)AtZ + %b(t)At3 + 0(AtY) Eq. (1.4)

r(t — At) = r(t) — v(D)At + %a(t)AtZ - %b(t)At3 + 0(AtY) Eq. (1.5)

where adding Eq. 1.4 and 1.5 gives Eq. 1.6

r(t + At) + r(t — At) = 2r(t) + a(t)At? + 0(At?) Eq. (1.6)
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Rearranging the Eq. 1.6 gives
r(t+ At) = 2r(t) — r(t — At) + a(t)At? + 0(At%) Eq. (1.7)

Eq. 1.7 suggests that particle position is updated at (t + At) without the velocity term.
However, updated velocity, v (t + At) is required to update properties like temperature thus, it

is calculated from difference of Eq.s 1.5 and 1.6.
r(t + At) — r(t — At) = 2v(t)At + O(At?) Eq. (1.8)

Thus, velocity at time t is given as

r(t+At)-r(t—At)

V(t) ~ 2At

Eq. (1.9)

The updated coordinates and velocities have an error of order of O(At*) and O(At?)
respectively though velocity accuracy can be improved by adding more variables of order of
0(At?) but could be computationally expensive. Moreover, calculation of velocity at time t,

requires position of the next step (t + At) as showed in Eq. 1.9.

(@t—A) t (t+A) (b)(t—A) t (t+Ar) (©(E—AD) t (t+Ar) @ - 2ADE-AY ¢ (t+AD

L] I

v

a

Figure 1.13: Schematic representation of Verlet Algorithm; (a) previous and current coordinates, r (b) computes
the acceleration, a of current step using current position (c) compute the next position using previous position,
current position and current acceleration and (d) current position becomes previous step position in next step and
next position becomes current position and steps (a-c) are repeated to calculate the trajectory. Velocities, v are

calculated using the position coordinates of previous and next steps. (Reproduced from reference [123]).

1.10.2 Leapfrog Algorithm

Leapfrog algorithm is computationally economical than Verlet algorithm and reduces the order

of error in position and velocity as compared to Verlet algorithm 23,

V(t+%At) =V(t—%At)+a(t)At Eq. (1.10)
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r(t+ At) = r(t) + Atvt (t+%At) Eq. (1.11)

The velocity of next half step is calculated initially using the velocity of previous half step and
acceleration of current step as shown in Eq. 1.10 and Figure 1.14(a-b), which is further used to

calculate the position of the next step as shown in Eq. 1.11 and Figure 1.14 (c-d).

@(t—At) t
r

(t+A)(b)(E—At) t (t+AD) (O(t—At) t (t+AD) (d)(t—A) t (t+ A

v

a

Figure 1.14: Schematic representation of Leapfrog Algorithm; (a) current position coordinates, r used to calculate
the current acceleration, (b) current acceleration, a and previous half step velocity used to compute the next half-
step velocity, (c) next half step velocity and current position used to calculate the next position and (d) steps (a-c)
repeated to calculate the next step position coordinates. Velocity, v of current step are calculate using the previous

and next half time-step (Eq. 1.12). (Reproduced from reference [123]).

The velocity of current step is calculated as shown in Eq. 1.12.

v(t) =%[v(t—%At) +v(t—3AD)] Eq. (1.12)

Algebraically Eq. 1.9 and 1.12 are equivalent but Eq 1.12 explicitly includes velocity. The
Leapfrog algorithm calculates the half-step velocity throughout the trajectory and Eq. 1.12 is

required to calculate the full-step velocity.

1.10.3 Velocity-Verlet Algorithm

Velocity-Verlet algorithm is most widely used algorithm compared to the other two algorithms
123, 138 ‘1t calculates the position, velocity and acceleration at the same time without effecting

the precision. The mathematical equations for velocity-Verlet algorithms are as follows:

v(t + %At) =v(t) + %At a(t) Eq. (1.13)
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r(t + At) = r(t) + Atv(t +%At) Eq. (1.14)

v(t + At) =V(t+%At)+%Ata(t+At) Eq. (1.15)

It is three-step process; first, velocity of next half-time step is calculated using velocity and
acceleration of current time step as reported in Figure 1.15b using positions, velocities and
accelerations of the current step, #; secondly, velocity of previous step and position of current
step compute the position of next step (Figure 1.15c); position of next time step directly gives
the acceleration of next timestep (Figure 1.15d) and in the end, velocity of half-time step and

acceleration of next timestep gives the velocity of full step (Figure 1.15¢).

(@x—At) t (t+At) (b)(t—At) t (t4+A) ()(t—At) t (t+At) (d)(t—At) t
r

(t+ Ap)

v

a

(e)(t—At) t (t4 At) (f)(t—2At) (t—At) t (t+At)
r

v

a

Figure 1.15: Schematic representation of velocity-Verlet Algorithm. (a) position, velocity and acceleration at time,
t; (b) compute velocity of next half timestep using velocity and acceleration of current step; (¢) compute next step
position using previous position and velocity of previous step; (d) compute the acceleration of next timestep using
position of next timestep and (e) half timestep velocity and next timestep acceleration gives full-step velocity and

these steps are repeated. (Reproduced from reference [123]).

1.11 MD Analysis

The data from the molecular dynamics simulations was analysed to calculate different

properties and a brief discussion on few of the common analysis methods is given below.
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1.11.1 Hydrate Cage Analysis

GRADE code is an open-source software that identifies the clathrate hydrate structures in a
system using oxygen coordinates of water within a cut-off distance, where cut-off distance of
two neighbour water molecules must be less than or equal to 3.5A *!. A guest is considered
the part of cage if the centre of mass of cage and encapsulated guest is less than 2.0A else cage
is considered as an empty cage. GRADE identifies the 5'2, 625'2 and 6*5'? cages in a system.
When these cages combine in a specific pattern, code can identify sl and sII NGHs. GRADE
code work in a sequence where initially rings are identified, connectivity between rings

identifies cups and combination of cups give rise to cages.

Rings: Rings are primary unit in a cage. It is formed by connecting the neighbouring water
molecules to each other. Suppose, i, j, k, / and m are water molecules that form a ring, then, m
and j are first neighbours of i; j and / are first neighbour of 4; i and / are first neighbour of m.
The size of a ring depends upon the number of water molecules participating in a ring. In the
above example, we considered 5 water molecules (i.e., 1, j, k, 1 and m), therefore, it is a 5
membered ring. The GRADE algorithm starts with one water molecules and explores all the
nearest neighbouring water molecules of starting water molecule before tracking to other
molecules as shown in Figure 1.16. The bottleneck of this code is that it excludes all the
deformed rings which cannot form the stable cups or cages. This code identifies two types of

deformation in the rings: (I) related to convexity and (II) related to planarity.

a) JO b)
L ©
@ o iteration 1: 1,2
Tea,, N iteration 2: 1,3,4 x
o ’ iteration 3: 1,3,5,6 x
‘e, iteration 4: 1,3,5,7
.@ iteration 5: 1,3,5,8,9 %
iteration 6: 1,3,5,8,11 v

Figure 1.16: Schematic representation of cage search algorithm to identify the ring in a system; (a) all water
molecules are represented by nodes and first-neighbour nodes are connected to each other by a dashed line, red
arrows are used to represent the first neighbour nodes that form the five membered ring and (b) The six iterations

are required to search the five membered ring in a panel starting from node 1. (Taken from reference [141]).
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Cups: If two vertices (i.e., one edge) are common in two rings then the number of edges which
are common to reference ring i are called the coordination number of the reference ring. When
the coordination number is equal to number of edges of a ring then that ring is called a fully
coordinated ring and its neighbouring rings are called as lateral rings. Hence, a cup is formed
when a set of water molecules contains the fully coordinated ring and their lateral rings where,
lateral rings must be neighbour to each other as shown in Figure 1.17(a-c). The fully
coordinated or six membered rings are represented with red colour and lateral rings are shown

in black colour. The nomenclature used is:

(a) 5° Cup where, 5 stands for the size of fully coordinated lateral rings and upper index 6

stands for number of five membered rings.

(b) 6!5° Cup where, 6 and 5 stand for full coordinated six and five membered lateral ring,

respectively. Upper indexes stand for number of five and six membered rings.

Cages: A cage is formed by combination of two of more cups of same kind, where lateral cage

of one cup is neighbour to two lateral cages of other cups.

There are three types of cages identified by GRADE code.

512 cage is formed by combining of two 5¢ cups (Figure 1.17a).

626! cage is formed by combining of two 6'5° cups (Figure 1.17b).

6*6'? cage is formed by combining of four 6'5° cups (Figure 1.17c).

1.11.2 F4 Order Parameter

F4 Order parameter (OP) is used to distinguish the phase change in a system based on the
arrangement of water molecule in a hydrate, ice or liquid water. The expression for F4 OP is

given in Eq. 1.16 81142

F4 = %N, cos30; Eq. 1.16

where, @; represents the torsion angle between two oxygen atoms of water molecules that have

distance between the outermost hydrogen atoms of both the water molecules within 3.5A as
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shown in Figure 1.18a. F4 OP value for hydrate, ice and liquid water are 0.7, -0.4 and -0.04
respectively. Figure 1.18b shows the phase change in a system where the system goes from

liquid phase to hydrate phase at 30ns of simulation time.

pentagon

b)

O

hexagon

c)

4x 6758 cup 6%5'2cage

Figure 1.17: Schematic representation of cage formation. (a) five membered ring, two 5° cups and 5'% cage (b)
five and six membered ring, two 6'6° cups and 625! cages (c) five and six membered ring, four 6'5° cups, 6*5'

cages. (Taken from reference [141]).
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Figure 1.18: (a) Distance criteria between water molecules to calculate F4 OP (b) F4 OP as a function of time for

hydrate growth in a system (from present work).
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1.11.3 Velocity Autocorrelation Function

Velocity Autocorrelation Function (VACF) provides insights into how the dynamics of
particles is correlated with their environment and it is a time dependent autocorrelation function

of velocity as shown in Eq. 1.17 43

C,(t) =< vi(t).v;(0) > Eq. 1.17
where, v;(0) and v;(t) are the velocities of i™ particle at time 0 and t and C,(t) is averaged
over time and number of particles in the system. If the particles have highly correlated motion,
then a slow decay with a negative VACF region called cage effect due to the slow motion of

particles is observed as reported in Figure 1.19.

C
o
2

T

Figure 1.19: Velocity autocorrelation function as a function of time in a system (from present work) where

negative region is due highly correlated motion of particles.

1.11.4 Metadynamics

Metadynamics is a powerful technique to enhance sampling of energetically-forbidden regions
in MD simulations by adding a history dependent bias potential in the system based on the
collective variables (CV) where collective variables are a group of variables that govern the

progress of a reaction '*°. The biased added on CV can be single or multiple depending on the
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complexity of the system of the interest for e.g., if a set, S of CV of d functions depends on the

microscopic coordinates, R they can be expressed in mathematical form as shown in Eq. 1.16

S(R) = (S1(R),S2(R), wvv vev wev v+, Sq(R)) Eq. (1.16)

The expression of biased potential which was added to the Hamiltonian, H of a system with

time through CV can be written as reported in Eq. 1.17.

a <Si<R>—Si(R(t’))>Z> Eq. (1.17)

Vo(St) = fot dt'w exp <— 1 >

207

where, w is energy rate constant that depends upon the Gaussian height (W) and a deposition

stride. It is expressed as w = — 0 which is the Gaussian width for an i CV. In a simulation,
G

bias potential is updated stepwise. So, for a computationally implemented form, update is
discretised into T intervals and delta (&) function is replaced by Kernel function. Hence, in a
simulation, bias potential become the sum of the kernel functions cantered at the instantaneous

collective variable, S; at time 7; as
Ve(S(R),D =~ T3, wK(|S-S)|) Eq. (1.18)

where, n = lts%J is a scalar factor and bias potential continuously is updated based on its value.

As the simulation proceeds, for an infinitively long simulation time i.e., t — oo, aggregated bias

potential converse to Free Energy Surface (FES) as
Ve(S,t > 0) = —F(S) + C Eq. (1.19)

where, C is an irrelevant additive constant and the free energy F(S) is expressed as

F(S) = — % ([ dR 8(S — S(R))e~PUR) Eq. (1.20)
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1

— kg is the Boltzmann constant. T is the temperature of system. U(R) is the
B

where, § =

potential energy function. The potential wells are filled with biased potential and push the
system from away from local energy minima that accelerates the rare event sampling, explores
new reaction paths and does not require a prior information of free energy landscape. However,
metadynamics cannot control the amount of bias potential to be added to explore the system to
stop the simulation. Well-tempered metadynamics solves this problem by introducing the
decrease in rate of bias potential with metadynamic-simulation time 4. This is achieved by

rescaling the Gaussian hight W in the following Eq. 1.21

W= wexp(—%)t(; Eq. (1.21)

where, w is initial bias deposition rate, Tg represents the time interval for Gaussian stride, AT
is the input parameter with the dimension of temperature. This parameter tunes the amplitude
of biased deposits which causes the potential of system converge smoothly and is expressed in

using Eq. 1.22

AT

Ve(S,t > o) = THAT

F(S)+C Eq. (1.22)

where, C is an immaterial constant. The limiting cage of above equation is when AT — 0,
where biased potential is zero and Eq. 1.22 turns to ordinary molecular dynamics or when
AT — oo and deposition rate is constant, Eq. 1.22 corresponds to standard metadynamics and

the extent of Free Energy Surface (FES) can be regulated in between by tunning AT.
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Chapter 2

Role of Polyatomic Gases in CO,-CH4 Exchange
in NGHs

Introduction

Ever-increasing demand for energy and limited availability of fossil fuels has turned world-
wide focus towards alternative resources of clean energy. Natural Gas Hydrates (NGHs) are
one of the most abundant natural and clean energy resources that contain twice the amount of
carbon than the fossil fuels . Conventional techniques like depressurization and steam
technology are employed at a limited scale to extract methane from sl hydrates to avoid any
geological hazards *. The replacement of CH4 hydrates with CO» hydrates is proposed to be an
alternative to avoid geological catastrophes by simultaneously extracting CHs and
sequestrating CO2 in NGHs *’. However, one of the major challenges in this process is the
formation of CH4-CO> mixed hydrates that reduces the rate of methane recovery °. Recently,
mixture of CO, with polyatomic (flue) gases such as like N2, H>S and SO, have shown to
improve CH4-CO; exchange (MCE) process but rate of CO> sequestration depends on the
concentration of flue gases ®'3. Commercially, methane-carbon dioxide exchange process is a
heterogeneous process and the formation of hydrate layer besides the interface slows down the
recovery of methane, thus, multiphase recovery of methane has been proposed as an alternative
to enhance the rate of methane extraction > 2328, The theoretical studies could provide

microscopic insights into the factors that control hydrate growth unlike experiments that
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currently have spatiotemporal restrictions to explore nucleation mechanisms. The hydrate
nucleation in homogeneous medium has been theoretically proposed to occur either through
formation of labile water-gas clusters; amorphous water-gas aggregates; local ordering of gas
and water molecules due to thermal fluctuations '*?°. On the other hand, hydrate nucleation in
heterogeneous medium has been reported to occur either through the direct exchange of
methane and carbon dioxide in hydrate cages or melting of methane cages due to the heat
released from the exothermic formation of CO> hydrates ®2!2. Some of the challenges in this
direction are : (i) what role do the polyatomic gases play in the MCE process? (ii) why does
cage occupancy of N> change with change in the conc. of N2 and CO> (iii) why is the
sequestration of CO2 dependent on the conc. of flue gases? and (iv) how can the sequestration
of COz be enhanced in the first layer that form beside the interface? In this work, we explore
the role of polyatomic gases (H2S, CO and N3) in the formation of first hydrate layer beside the
interface in heterogeneous medium during MCE process and effect of these gases on CO2

sequestration using molecular dynamics simulation techniques.

Computational Details

We chose the following systems: pure gas systems; (CH4)p, (CO2)p and (H2S)p that have only
one type of gas species both in the bulk phase and sl hydrate seed; bulk CO: system, (COz)s
with CO; in the bulk phase and sl hydrate as seed; third gas systems (G3) with sl hydrate seed
and mixture of CO; and G3 (H2S/N2/CO) in bulk; where two concentrations of Gz were studied:

CO5(3):G3(1) (low) and CO(2):G3(2) (high) 2.

The model system consisted of sl hydrate seed (5x5x3 supercell)® in the center of the

simulation box with randomly placed supersaturated solution of gases in water (equivalent to

41



5x 5 x 1.5 of sl hydrate) on either side of the seed along the z-axis as shown in Figure 2.1. The
number of water and gas molecules in each bulk region were taken equivalent to 5x5x1.5 of sl
hydrate where 1720 water molecules and 300 gas molecules were randomly placed in each
bulk region. The supersaturation in the bulk region was obtained by replacing 5 H>O molecules
with 5 gas molecules in bulk regions. The relaxed systems of CO2:G3(3:1) systems were chosen
as the initial configurations for CO2:G3(2:2) systems where relevant number of CO, molecules
were replaced by Gj as reported in Table 2.1. In order to generate (H2S)p and (CO2)p systems,
the CH4 molecules in (CH4)p system were replaced by HoS and CO; respectively in both the
bulk and in the hydrate seed. Hereon, all third gas systems are referred as G3(3:1) for

CO2(3):G3(1) and G3(2:2) for CO2(2):G3(2) as CO; is the common gas in all these systems.

All the molecular dynamics (MD) simulations were performed using LAMMPS package *! and
all-atom forcefields were chosen for all the species; water (TIP4P-2005) 3234 CH, %5, CO, 3¢,
N227, CO 3 and H>S *. A timestep of 1fs and three-dimensional periodic boundary conditions
was chosen in all the systems. We chose cutoff distance of 124 and 10A for the van der Waals
and electrostatic interactions. In G3(3:1), (H2S)p and (CHa)p systems, NVT simulations were
performed for 2ns at 250K followed by 10ns of NVT simulations at 300K to generate a uniform
interface between bulk phase and hydrate seed 2#?°3%3% In case of (CO.)p system, due to
instability of hydrate seed at 300K, NVT simulations were not performed at 300K and the
initial configuration was energy minimized by using steepest descent algorithm. Finally, all the
systems were simulated for 60ns using NPT simulations at 250K and 15MPa (noble gases form
clathrates at very high pressures and low temperature and CO> hydrate are stable in this T and
P range) '82%42, The relaxation times for Nose-Hoover thermostat and barostat were chosen as

0.06ps and 2ps respectively *!.
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ANALYSIS: The velocities were stored every 2fs for initial 1.5ns of NPT simulation run for
the calculation of velocity autocorrelation function. The free energy calculations on MD data
were performed in PLUMED2 (LAMMPS) using the configuration 1ns prior to formation of
growth synthon as the initial configuration -*6. The restraint metadynamics was employed by
constraining the dihedral angle between the four gas species of the growth synthon (details in
Results and Discussions section) to 180° with a force constant between 50 kcal/mol to 200
kcal/mol in different systems. The width and height of Gaussians were chosen as 0.25kcal/mol
and 0.50kcal/mol respectively. The Gaussians were deposited at every 100fs and data was
analyzed using metadynminer package *’. The last configuration of NPT simulation was used
to calculate the total and CO; selectivities. The first hydrate layers (left and right side of
interface) were chosen as 12A along the z-axis from the interface (which is equivalent to unit
cell dimension of sI hydrate). The cage analysis was done using GRADE code, where hydrogen
bond distance between oxygens of hydrogen-bonded ordered water molecules in a cage is taken
less than or equal to 3.0A and guest is included in a cage if distance between center of mass of
guest and center of cage in less than or equal to 2.0 A and gases are assigned to small (5 type
cages) or large (5126 type cages) “®. All the snapshots were generated using VESTA or VMD

software 4%,

Laver 2 Laver 1 Laver 1 Laver 2

Figure 2.1: (Left) Schematic of initial configuration in a system with sl hydrate in the center of simulation box
and gas species on either sides of the hydrate seed and (Right) Final configuration with two hydrate layers formed
adjacent to the interface (Layer 1 and Layer 2) at the end of NPT simulation. Here cyan, green and blue represent

center-of-masses of CH4, CO, and flue gas or noble gas (atomic coordinates) respectively.
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Table 2.1: Box dimensions and number of molecules/atoms in different systems where Gs is the flue or noble gas,

G3=H,S, N,, CO, Ne, Ar, Kr and Xe; here G3(3:1) and G3(2:2) represent (CO2:G3) in ratios of (3:1) and (2:2)

respectively.
Systems Box Dimensions | Nmo | Ncu4 Ncoz2 | Nas
(A%

G3(3:1) 458 152
G3(2:2) 58.1 x58.1x69.72 |6890 600 306 304
(CO2)B 610 0
(CHa)p 1210 0 0
(CO2)p 0 1210 0
(H2S)p 0 0 1210

Results and Discussions

We observed melting of hydrate seed layer besides the interface during NVT simulations at
300K with diffusion of > 80% in third gas systems and 60% of CH4 molecules in pure CH4
system into bulk solution as reported in Table 2.2. However, there was no further melting of
the inner layers of the seed during the NPT simulations at 250K. There was no mass transfer
barrier in the bulk phase in all the systems except for pure CH4 system where a cluster of gas
was observed in the bulk phase as reported in Figure 2.2 >#%6, The results for pure CO> and pure
CHs systems are consistent with the earlier reports that system size shrinks for CO> hydrate
then CHa4 hydrate 3. Figure 2.2(a-b) shows the growth of hydrate in different systems as a time
plot of potential energy (PE) and F4 order parameter (OP) **. F4 OP can quantitatively
differentiate water in bulk water (-0.04), ice (0.4) and hydrate phase (0.70) and can be

calculated as shown in Eq 2.1 +
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F4 = %Z’i\’zl cos3 @; Eq (2.1)

where, @ represents the torsion angle between two closed by oxygen atoms of water molecules
within cutoff of 3.5A and outermost hydrogen of both water molecules. There is a gradual
decrease in PE and increase in F4 OP till former reached minimum and latter reached a value
between 0.68-0.70 that indicated complete hydrate formation in all the systems within 60ns
and as expected hydrate growth in heterogeneous medium is faster than induction time for
methane hydrate nucleation in homogeneous medium (0.1ps)!>*2. Interestingly, though most
of the flue and noble gases form s-II hydrates in pure forms but they form sl hydrates in the
presence of sl hydrate seed 2*****. In general, heterogeneous nucleation could occur
simultaneously from several nucleation sites, thus, we chose time for the formation of first
hydrate layers besides the interface as the induction time for hydrate growth. Figure 2.2b
reports the average induction time (t;;,,4) and total time (¢, ) for hydrate formation in different
systems. Pure HoS system is the fastest (t;,4 = 3ns, t;or = 21.5ns) growing system then CH4
(tina = 13ns, t;o:= 56ns) and these results are consistent with the reports of faster hydrate
growth in H,S hydrates then CH4 hydrates in homogeneous medium **. The induction time for
(CO2)p system (t;,q = 18ns and t;, = 26ns) 1s longer than (H>S)p and (CHa4)p systems which
is in agreement with large nucleation time for pure CO> hydrates in homogeneous medium '*-
19 However, the total hydrate growth is faster in (CO2)pthen (CH4)p system which is due to the
formation of methane cluster in bulk phase of (CH4)p system. The bulk CO> system shows
larger induction (30ns) and total hydrate formation (49ns) times which is in agreement with the
earlier reports that hydrate growth is slow during MCE process . Among the polyatomic gas
systems, H>S(2:2) is the fastest (t;,4 = 15ns) growing system and the systems with CO as the
third gas showed the slowest hydrate growth. However, H>S based systems (H>S(3:1) and
H>S(2:2)) showed short t;,; but longer t;,; and vice-versa was observed for N2(3:1). We
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evaluated the role of dynamics of gases in hydrate growth by calculating the velocity
autocorrelation function (VACF) of gases in different systems. The velocity autocorrelation
function provides insights into the dynamics of particles with respect to their environment and

1s calculated as

_1¢on (wi(®)vi(0)
C‘D(t) - N Zi=1 (v;(0).v;(0)) Eq (22)

where v;(0) and v,(t) are velocities of particle at time t = 0 and t as shown in Eq. 2.2 and Figure
2.3 shows that VACF plot of a gas is independent of the concentration of gas in a system (3:1
or 2:2 system) and depends only on the type of gas species. These anomalies are hard to answer

based on diffusivity or size of the gas species.

Figure 2.4 shows the time plot of number of SCs and LCs formed by different gas species in a
system during NPT simulations. Figure 2.4a shows that number of SCs and LCs are formed in
a decreasing order in pure systems as (H2S)p > (CH4)p > (CO2)p> (CO2)s. However, we observe
a sharp increase in the number of SCs in (CO»)p after 15ns which is contradictory to the earlier
reports that CO, occupies mainly LCs in sI hydrates '°. The slow increase in the number of
cages in (CO2)p then (CO»)p is consistent with the earlier reports that growth during MCE
process is a slow process due to the formation of mixed CHs-CO; hydrates °. The preferential
occupation of a cage by a gas in a third gas systems is evident only after > 10ns. Among the
low conc. flue gas systems, H»S occupies larger number of SCs than CH4 though the molecular
diameter, d of H2S(d=4.58A) is larger than CH4 (d=4.36A) which is inconsistent with the
reports that large gases lead to unstable SCs '-* However, in N2 system, N> and CO have
similar sizes (d=4.1A) but N> occupies more SCs then CH4 which is consistent with the earlier
reports °1°, however, CO competes with CHa4 to occupy SCs. In high conc. flue gas systems,
the flue gases dominate over CHs4 and compete with CO; to occupy cages where H,S(2:2) >
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CO(2:2) > No(2:2). These results are in agreement with the earlier reports that sequestration of

flue gases is higher than CO. in hydrates when the conc. of flue gases is increased '>1°.

Table 2.2: Number of methane molecules diffused in the bulk phase at end of NVT simulations at 300K due to

melting of hydrate cages during the formation of interface.

System Ncha4
Pure CH4 125
Bulk CO; 167
H,S(3:1) 152

N2(3:1) 144
CO(3:1) 152
H,S(1:1) 150

Na(1:1) 149
CO(1:1) 147

We elucidated the mechanism of hydrate formation based on the simulation trajectories during
the total simulation time, t*. There is formation of SCs or LCs with different gases during the
beginning of the simulations, however, most of these cages breakdown within 1ns as shown in
Figure 2.5 for H2S(2:2) system. However, there is formation of stable, dual cages occupied by
particular gas species that eventually leads to the formation of four-caged, Y-shaped growth
synthon (GS, Figure 2.6c). The growth synthon consists of one large-large dual cage (LLDC)
and three small-large dual cages (SLDC) and leads to the growth of unit cell. The growth
synthon is observed in all the systems (Figure 2.6). The formation of GS in most of the systems
occurs mainly via the following steps as shown for pure CH4 in Figure 4(a) — formation of a (i)
L cage (i1) LL dual cage (iii) LLS cluster and (iv) LLSL cluster except for pure H>S system
where SL forms at step (ii) and other steps are similar to other cases. Thus, thermal fluctuations
lead to the formation of ordered cages though no amorphous cages or labile clusters that

contribute to growth synthon are observed during heterogeneous nucleation of hydrates !3-2°,
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There is clustering of CO2 molecules (Figure 2.6b) during the formation of first L cage in pure

COs system and is consistent with the earlier reports of high conc. of CO> molecules in the

vicinity of amorphous CO2 cage in homogeneous medium 8.
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Figure 2.2: Potential energy and F4 order parameter of full system as a function of time for (a) systems with flue
gas (HzS, N> and CO) as third gas; pure gas systems ((CH4)p, (CO2)p and (H2S)p) and bulk CO, system (CO; in
bulk water and methane sl hydrate seed, CO,)g) at 250K and 15 MPa, where third gas systems have two conc. of
C0O2:G3(3:1) and CO»:G3(2:2) referred here as G3(3:1) and G3(2:2); (b) average induction time (#n4) for the
formation of first hydrate layer near interface (and) total time (#o;) for hydrate growth in different systems. The
observed trend for t;,4 is (H2S)p < (CHa)p < H2S(2:2) < (CO2)p < (CO2)s < H2S(3:1) < N»(3:1) < CO(3:1) <
CO(2:2) <N2(2:2) and trend for t;,, is (H2S)p < (CO2)p < N2(3:1) < (CO2)s < CO(3:1) < < (CH4)p < H2S(3:1) <
H>S(2:2) <N2(2:2) < CO(2:2).
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Figure 2.4: Number of gas species (methane, carbon dioxide and third gas) in small (Nsc) and large (Nrc) cages
as a function of time during the simulation at 250K and 15MPa;(a) pure gas (CHa4, H>S and CO,) systems and bulk
CO,, third gas systems where third gas is (b) H2S, (¢) N, and (d) CO.

In a sl hydrate, SC and LC are formed by 20 and 24 water molecules respectively with an
intermolecular distance of 6-8A between the gas species *. The formation of GS was further
quantified by calculating two coordination numbers; water-guest, Nwg (Now is 20 and 24 for
SC and LC in a sl hydrate) and guest-guest, Nog (Nog=4 in a GS, where two gas species are
within distance of 8A) as a function of time (¢* where time from beginning of simulations (NVT,
250K) is considered) as shown in Figure 2.7. The cut-off distance between center of cage and
center-of-mass of gas species was chosen as 5.8A and 5.0A for a gas to belong to large and
small cage respectively. Figure 2.7a shows that values of Ngw and Ngg are 25 and 0 at 4ns in
(CHa)p due to the formation of one LC with CH4 molecule. Further, the value of Ngg changes
to 2 (5.5ns), 3 (7ns) and 4 (7.5ns) and ordered fourth cage is formed at 16ns. In case of (CO2)p,
formation of GS is a slow process; initially Ngg = 3 at 13ns with three CO2 molecules within
a distance of 8A and one LC is formed (Ngw=23), all four cages are formed by 18ns though the
fourth cage is ordered by 28ns only. Here, ¢ = 28ns is equivalent to t (NPT) = 14ns [28ns —

14ns; where 14ns is NVT(250K, 2ns) + NVT(300K, 10ns)] and as growth synthon forms by
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this time, there is enhanced growth in the number of small cages in pure CO, system as reported

in Figure 2.4a.
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Figure 2.5: Snapshots of cages formed during NPT simulations in right side of interface in H>S(2:2) system; cyan,
blue, green, yellow, red and orange represent CH4 in SC, CH4 in LC, CO; in SC, CO; in LC, H,S in SC and H»S
in LC. Large cage of CH4 formed at 1ns disappears at 2ns; Ovals represent the growth synthon.
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Figure 2.6: Snapshots from trajectories of (a) pure CHs system at different simulation times, ¢* = Ins, 4ns, 7ns,
12ns and 16ns; (b) pure CO> system at 13ns and 28ns and (c) schematic of 4-caged, Y-shaped growth synthon
(LiL2L3S) where L, L, and L; are three large cages and S is the small cage. Here t* is considered from the
beginning of simulation (NVT at 250K, Simulation Details). Here white, red, cyan, green and yellow spheres

represent H, O, C(CH4), Ar and C(CO,) atoms.
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Figure 2.8: (a-e) Free energy profiles of pure methane, pure H,S, pure CO,, bulk CO; and H,S(2:2) as a function
of two collective variables; CV1 (distance between gases in SL dual cages) and CV2 (distance between gases in

LL dual cages).

Figure 2.8 reports the free energy profiles for SLDC and LLDC as a function of both the
collective variables (CV1; distance between the gases in SL dual cages and CV2; distance

between the gases in LL dual cages of a growth synthon) in different systems. The FE minimum
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is observed when CV1 and CV2 are between 6-8 A and is consistent with the typical gas-gas
inter-cage distance observed in sl hydrate *°.
Selective sequestration of CO; over CHas in hydrate cages was assessed as selectivity (AS) for

CO» over CH4 in the first hydrate layer besides the interface as shown in Eq. 2.3 where N is

the number of total cages occupied by a gas.

N, —N 1
AS = (Nco, — New,) OO/Ntot Eq. (2.3)

Figure 2.9 shows that AS > 60% in all the third gas systems when the conc. of third gas was
high as compared to AS = 42% in bulk CO> system. The AS is good for H>S(3:1) and CO(3:1)
systems. However, with increase in conc. of third polyatomic gases, the AS is poor in respective
systems (H2S(2:2) and CO(2:2) ) which is consistent with reports of poor CO2 sequestration
with increase in conc. of flue gas in a system '213%_ Interestingly, N2 shows poor AS at both

low and high conc. of N unlike H>S and CO and is consistent with the earlier reports 121344,
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Figure 2.9: Percentage of different gases, Ngs (methane, carbon dioxide and third gas, Gz = H,S, N and CO) in

the hydrate cages in different systems; also shown is selectivity (AS, %) for CO; as difference in Nco2 and Ncps

in different polyatomic system.
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Conclusions

The present work highlights the effect of polyatomic gases (flue gases) on CH4-CO» exchange
in NGHs using molecular dynamics simulations at 250K and 15MPa. There is formation of Y-
shaped (LLSL) growth synthon during sl hydrate formation in heterogeneous medium and
growth synthon formation is governed by the dual cages where LL and SL (L-large, S-small)

cages lead to the formation.
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Chapter 3

Role of Monatomic Gases in CO-CH4 Exchange
in NGHs

Introduction

Natural Gas Hydrates (NGHs) are potential candidates with dual-purpose that could provide
methane as clean energy and simultaneously sequestrate carbon dioxide '. Conventional
techniques like depressurization and steam technology have limited-scale applications due to
potential hazards of geological catastrophes *. Hence, several other alternatives have been
proposed to extract methane from NGHs; adding chemical additives (hydrate promoters) to
enhance methane extraction, replacement of CH4 in NGHs with CO» by injecting CO; as gas
or emulsion during extraction process *’. However, one of the major challenges in this process
is the formation of CH4-CO, mixed hydrates that reduces the rate of methane recovery °.
Recently, flue gases like N> and H»S along-with CO; have shown promising enhancement in
CH4-CO; exchange in NGHs *13. However, exchange of CHs-CO> in NGHs is dependent on
the concentration of flue gases; high concentration of N; can destabilize the hydrates and cage
occupancy by COz reduces at high concentration of H>S and SO,.The theoretical studies could
provide microscopic insights into the factors that control hydrate growth unlike experiments
that currently have spatiotemporal restrictions to explore nucleation mechanisms. The hydrate
nucleation in homogeneous medium has been theoretically proposed to occur either through

formation of labile water-gas clusters; amorphous water-gas aggregates; local ordering of gas
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and water molecules due to thermal fluctuations '*?°. On the other hand, hydrate nucleation in
heterogeneous medium has been reported to occur either through the direct exchange of
methane and carbon dioxide in hydrate cages or melting of methane cages due to the heat

released from the exothermic formation of CO; hydrates 2!,

Commercially, methane-carbon dioxide exchange process is a heterogeneous process and the
formation of hydrate layer besides the interface slows down the recovery of methane, thus,
multiphase recovery of methane has been proposed as an alternative to enhance the rate of
methane extraction > 232%, Noble gas hydrates are known to exist at very high pressures and
low temperatures as sl hydrates; thus, noble gases could be also be explored as potential gas
candidates along-with CO during MCE process ***’. In this work, we explore the role of
monatomic (noble) gases Ar, Kr and Xe) in the formation of first hydrate layer beside the
interface in heterogeneous medium during MCE process and effect of these gases on CO2
sequestration using molecular dynamics simulation techniques and DFT calculations and to the

best of our knowledge no such comparison studies are reported till date.

Computational Details

We chose the following systems: third gas systems (G3) with sl hydrate seed and mixture of
COz and G3 (Ne/Ar/Kr/Xe) in bulk; where two concentrations of G3 were studied: CO2(3):Gs(1)

(low) and CO2(2):G3(2) (high) except Xe (only low conc. system) %,

MODEL SYSTEM: The model system consisted of sI hydrate seed (5x5x3 supercell)*’ in the
center of the simulation box with randomly placed supersaturated solution of gases in water

(equivalent to 5 x 5 x 1.5 of sl hydrate) on either side of the seed along the z-axis. The number
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of water and gas molecules in each bulk region were taken equivalent to 5x5x1.5 of sl hydrate
where 1720 water molecules and 300 gas molecules were randomly placed in each bulk region.
The supersaturation in the bulk region was obtained by replacing 5 H>O molecules with 5 gas
molecules in bulk regions. The relaxed systems of CO2:G3(3:1) systems were chosen as the
initial configurations for CO2:G3(2:2) systems where relevant number of CO2 molecules were
replaced by Gs3 as reported in Table 3.1. Hereon, all third gas systems are referred as G3(3:1)

for CO2(3):G3(1) and G3(2:2) for CO2(2):G3(2) as COz is the common gas in all these systems.

SIMULATION DETAILS: All the molecular dynamics (MD) simulations were performed
using LAMMPS package 3 and all-atom forcefields were chosen for all the species; water
(TIP4P-2005) -3, CH4 and Ne (OPLS-AA) %, CO, % and (Ar, Kr and Xe) 37. A timestep of
1fs and three-dimensional periodic boundary conditions was chosen in all the systems. We
chose cutoff distance of 124 and 10A for the van der Waals and electrostatic interactions. In
G3(3:1) systems, NVT simulations were performed for 2ns at 250K followed by 10ns of NVT
simulations at 300K to generate a uniform interface between bulk phase and hydrate seed 2**°-
3%, Finally, all the systems were simulated for 60ns (80ns for larger Ar(2.5:1.5) system) using
NPT simulations at 250K and 15MPa (noble gases form clathrates at very high pressures and

low temperature and CO» hydrate are stable in this T and P range) '?*37. The relaxation times

for Nose-Hoover thermostat and barostat were chosen as 0.06ps and 2ps respectively .

ANALYSIS: The velocities were stored every 2fs for initial 1.5ns of NPT simulation run for
the calculation of velocity autocorrelation function. The free energy calculations on MD data
were performed in PLUMED2 (LAMMPS) using the configuration Ins prior to formation of
growth synthon as the initial configuration **-*. The restraint metadynamics was employed by

constraining the dihedral angle between the four gas species of the growth synthon (details in
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Results and Discussions section) to 180° with a force constant between 50 kcal/mol to 200
kcal/mol in different systems. The width and height of Gaussians were chosen as 0.25kcal/mol
and 0.50kcal/mol respectively. The Gaussians were deposited at every 100fs and data was
analyzed using metadynminer package >°. The last configuration of NPT simulation was used
to calculate the total and CO; selectivities. The first hydrate layers (left and right side of
interface) were chosen as 12A along the z-axis from the interface (which is equivalent to unit
cell dimension of sI hydrate). The cage analysis was done using GRADE code, where hydrogen
bond distance between oxygens of hydrogen-bonded ordered water molecules in a cage is taken
less than or equal to 3.0A and guest is included in a cage if distance between center of mass of
guest and center of cage in less than or equal to 2.0 A and gases are assigned to small (5 type
cages) or large (5126 type cages) 1. All the snapshots were generated using VESTA or VMD

software 323,

DFT Free Energy Calculations We performed two sets of zero-point corrected DFT free
energies calculations in the gas phase; (1) single cage with a gas species in the center of a small
or large sl hydrate cage (i) dual cages with small-large or large-large cages of sI hydrate. All
DFT calculations were performed as single-point energy calculations in Gaussian 09 package
using B3LYP functional with cc-pVDZ basis set for all atoms except cc-pVDZ-pp basis set for
Xe ***. There are imaginary frequencies in different systems as cages were not optimized
which is expected as many of the gas species (noble gases, N2 and CO) are reported to form sII
hydrates at very high pressure and low temperatures ****’. We did not observe cages of s-II

hydrates in any system during MD simulations so DFT calculations were performed only with

sI cages. The DFT free energy, AG in all the systems is calculated as (AG = Ggic — G —

G ) where G, is the DFT zero-point corrected free energy of gas in a small or large (SC /
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LC) or in large-large or small-large dual cages (LLDC or SLDC), G, and G are the zero-point

corrected free energy of gas and empty cage / cages respectively.

Table 3.1: Box dimensions and number of molecules/atoms in different systems where Gs is the flue or noble gas,
G3;=H,S, N,, CO, Ne, Ar, Kr and Xe; here G3(3:1) and G3(2:2) represent (CO»:G3) in ratios of (3:1) and (2:2)
respectively.

Systems Box Dimensions | Nmo | Ncu4 Ncoz2 | Nas
(A%

G3(3:1) 458 152

G3(2:2) 58.1x58.1x69.72 |6890 600 306 | 304

Ar(2.5:1.5) 382 | 228

Ar(2.35:1.65) 358 | 252

" Large system size for Ar(2.5:1.5) has box dimensions of 58.1 x 58.1 x 92.96 A3 ;
where Nipo = 5740, Ncoz = 632 and Nar = 378

Results and Discussions

Table 3.2: Number of methane molecules diffused in the bulk phase at end of NVT simulations at 300K due to
melting of hydrate cages during the formation of interface.

System Ncns
Ne (3:1) 169
Ar(3:1) 171
Kr(3:1) 155
Xe(3:1) 128
Ne (1:1) 153
Ar(1:1) 154
Kr(1:1) 147

CO1:Ar(2.35:1.65) 147
CO2:Ar(2.5:1.5) 150
CO2:Ar(2.5:1.5) 158
(Large system)

We observed melting of hydrate seed layer besides the interface during NVT simulations at
300K with diffusion of > 80% methane molecules in third gas systems as reported in Table 3.2.
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However, there was no further melting of the inner layers of the seed during the NPT

simulations at 250K which is consistent with the earlier reports that the formation of hydrate

layer besides the interface blocks the access to the inner hydrate layers though we observed

diffusion of few gases into the hydrate seed in some (Ne, Ar and Kr) systems as shown in

Figure 3.1 228,
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Figure 3.1: Snapshots of z-axis view of the trajectories of final configurations (60ns, NPT simulation) in different
systems; the center of mass of all the gases are shown in the trajectories based on type of cage occupied; cyan
(methane in SC), blue (methane in LC), green (carbon dioxide in SC), yellow (carbon dioxide in LC), red (H2S in
SC of pure H»S system or third gas in SC in third gas systems) and orange (H>S in LC of pure H>S system or third
gas in LC in third gas systems).
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Figure 3.2: (a) Potential energy and F4 order parameter of full system as a function of time for systems with
monatomic gases as third gas (Ne, Ar, Kr and Xe) at 250K and 15 MPa, where third gas systems have two conc.
of CO2:G3(3:1) and CO2:G3(2:2) referred here as G3(3:1) and G3(2:2); (b) average induction time () for the
formation of first hydrate layer near interface (and) total time (#o;) for hydrate growth in different systems. The
observed trend for t;,,4 is Xe(3:1) <Kr(3:1) = Ar(2:2) <Ne(3:1) <Ar(3:1) <Ne(2:2) <Kr (2:2) and trend for t;,;
is Xe(3:1) <Ne(3:1) < Kr(3:1) = Ne(2:2) < Ar(3:1) <Ar(2:2) <Kr(2:2).

Figure 3.2a show the growth of hydrate in different systems as a time plot of potential energy
(PE) and F4 order parameter (OP) *’. F4 OP can quantitatively differentiate water in bulk water

(-0.04), ice (0.4) and hydrate phase (0.70) and can be calculated as shown in Eq 3.1 %’

F4 = %Z’i\’zl cos3 @; Eq (3.1)

where, @ represents the torsion angle between two near-by oxygen atoms of water molecules
within cutoff of 3.5A and outermost hydrogen of both water molecules. There is a gradual
decrease in PE and increase in F4 OP till former reached minimum and latter reached a value
between 0.68-0.70 that indicated complete hydrate formation in all the systems within 60ns
(80ns for L(Ar(2.5:1.5))system) and as expected hydrate growth in heterogeneous medium is
faster than induction time for methane hydrate nucleation in homogeneous medium (0.1ps)">*°.
Interestingly, though most of the flue and noble gases form s-II hydrates in pure forms but they

form sl hydrates in the presence of sI hydrate seed ***>**7_ In general, heterogeneous nucleation

could occur simultaneously from several nucleation sites, thus, we chose time for the formation
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of first hydrate layers besides the interface as the induction time for hydrate growth. Figure
3.2b reports the average induction time (t;,4) and total time (t;,;) for hydrate formation in
different systems. Among the monatomic gas systems, Xe(3:1) is the fastest (t;,q = 14ns)
growing system and Ar(3:1) is the slowest growing system. These trends are also visible in
slow change in slope of PE and OP for these systems in Figure 3.2a. Ar(2:2) showed short t;,,4
but longer t;,; and vice-versa was observed for Ne(2:2) system. The velocity autocorrelation
function provides insights into the dynamics of particles with respect to their environment and

is calculated as

_ 1oy wi®wi0)
Cy(t) = NZL=1—(vi(O)_vi(o)) Eq. (3.2)

where v;(0) and v(t) are velocities of particle at time t = 0 and t as shown in Eq. 3.2. Figure 3.3
shows that VACF plot of a gas is independent of the concentration of gas in a system (3:1 or
2:2 system) and depends only on the type of gas species. Xe showed a larger cage effect, thus,
expected lower diffusivity than CH4 (Chapter 2) but first hydrate layer formation in Xe(3:1)
system is similar to pure CH4 system (Chapter 2). The noble gases like Ne and Ar are lighter
gases but hydrate growth is slower in their systems than Xe systems. These anomalies are hard

to answer based on diffusivity or size of the gas species.

- Kr(2:2)

0.8 Ar(2:2)
— Ne(2:2)

0.6 Ar(2.5:1.5)
- Ar(2.35:0.75)

Cywlt

-0.2

-0.4

Figure 3.3: Velocity autocorrelation function (vacf) plots of systems with CO; and third gases (Xe, Kr, Ar and Ne)
in 3:1 and 2:2 ratios and also shown are vacf for Ar(2.5:1.5) and Ar(2.35:0.75) systems.
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Figure 3.4 shows the time plot of number of SCs and LCs formed by different gas species in a
system during NPT simulations. The preferential occupation of a cage by a gas in a third gas
systems is evident only after # > 10ns though it’s observed at t > Ins in Xe(3:1) system.
Ne(d=3.08A) is the smallest noble gas and forms unstable SCs in low conc. system but Ne
dominates the LCs in high conc. system which is due to double occupancy of LCs by Ne as
shown in Figure 3.5. The size of Xe (d=4.32A) is similar to CH4 but it dominates over CHa to
occupy cages in Xe(3:1) system. On the other hand, Kr (d=4.04 A) is smaller than CH4 but it
competes with CH4 to occupy cages at low conc. and competes with both CO, and CH4 to
occupy cages at high conc similar to flue gas systems. Interestingly, Ar occupies the least
number of cages at low conc. but dominates over CH4 and competes with CO; to occupy cages
at high conc. and size of Ar (3.76A) is smaller than both CO; (5.12A) and CHa. Thus, the
hydrate formation in heterogeneous medium could not be understood only on the basis of size

of a gas.

—— CH,(3:1) — €0, (3:1) —G;3(3:1) CH,(2:2) €O, (2:2) G; (2:2)

(¢) Kr

Figure 3.4: Number of gas species (methane, carbon dioxide and third gas) in small (Nsc) and large (Nic) cages
as a function of time during the simulation at 250K and 15MPa in third gas systems where third gas is ;(a) Ne, (b)
Ar, (c) Kr and (d) Xe at low concentration CO2:G3(3:1) and high concentrations CO2:G3(2:2) referred here as
G3(3:1) and G3(2:2) systems.

We elucidated the mechanism of hydrate formation based on the simulation trajectories during

the total simulation time, t*. There is formation of stable, dual cages occupied by particular gas
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species that eventually leads to the formation of four-caged, Y-shaped growth synthon similar
to polyatomic gas systems (Chapter 2) as shown in Figure 3.6. The growth synthon consists of
one large-large dual cage (LLDC) and three small-large dual cages (SLDC) and leads to the
growth of unit cell. The formation of GS in most of the systems occurs mainly via the four
steps by formation of (i) a L cage initially (i) LL dual cage (ii1) LLS cluster and (iv) LLSL

cluster.

(;io /;’6*0 r’c%
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Figure 3.5: Snapshot of double occupancy of Ne atoms (green sphere) in large cage of hydrate (observed both in
Ne(3:1) and Ne(2:2) systems).
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Figure 3.6: Snapshots of growth synthon in different systems. Here, green, yellow, cyan, brown, magenta, red and
white spheres represent Ar, C(CO;), C(CH4), Kr, Xe, O and H atoms respectively and GS similar to bulk CO,
(Chapter 2) was also observed in all the systems.
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In a sl hydrate, SC and LC are formed by 20 and 24 water molecules respectively with an
intermolecular distance of 6-8A between the gas species »>. The formation of GS was further
quantified by calculating two coordination numbers; water-guest, Nwg (Ngw is 20 and 24 for
SC and LC in a sl hydrate) and guest-guest, Noc (Ngc=4 in a GS, where two gas species are
within distance of 8A) as a function of time (¢* where time from beginning of simulations (NVT,
250K) is considered) as shown in Figure 3.7. The cut-off distance between center of cage and
center-of-mass of gas species was chosen as 5.8A and 5.0A for a gas to belong to a large and
small cage respectively. We observed “memory effect” in Ar(2:2) system where four-atom Ar
cluster was observed initially that dissociates and later these atoms occupy cages of the GS as
reported in Figure 3.6a. Thus, thermal fluctuations lead to the formation of ordered cages
though no amorphous cages or labile clusters that contribute to growth synthon are observed
during heterogeneous nucleation of hydrates !>, In Ar(2:2) system, initially Ngg is 4 at t* =
12.3ns though only one LC is formed (Ngw=23) but Ar cluster breaks and Ngc decreases to 2
at t* = 13.2ns where two Ar atoms move away from the cluster and two of the Ar atoms form
two LCs and eventually, GS with all the four cages and Ngg of 4 is formed at 22ns. Similar
memory effect was observed in Kr(3:1) system where two gas species were within distance of
8A at 12.2ns and later move away and there is formation of three-gas species cluster at 14.4ns
as shown in Figure 3.6c. There is initial formation of dual large-large cage in all the systems
during the formation of growth synthon as can be seen the value of Nwg for two of the cages

is greater than 22 in the beginning of formation of growth synthon.

Figure 3.8 reports the free energy profiles for SLDC and LLDC as a function of both the
collective variables (CV1; distance between the gases in SL dual cages and CV2; distance
between the gases in LL dual cages of a growth synthon) in different systems. The FE minimum
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is observed when CV1 and CV2 are between 6-8 A which is consistent with the typical gas-gas
intercage distance observed in a sl hydrate . However, for Kr(2:2) system, minimum in FE
was observed for CV1 around 10 A which suggests that SL cages in this system are distorted
unlike sI hydrate dual cages. We also estimated the stability of different gases in dual cages of
sI hydrate by calculating the DFT free energy (AGp¢, kcal/mol) in dual cages of sI hydrates for
different orientations of gas species (orientations chosen are reported in Figure 3.9) where we
included both polyatomic (Chapter 2) and monatomic gases in the calculations. The DFT free
energies in Figure 3.10a can be grouped into three regions; R-/ that favours sl hydrate cages
(AGpc <0), R-1I with less favourable sl cages (0 < AGp. < 5 kcal/mol) and R-III that does not
favour sl cages (AGpc > 5 kcal/mol). The AGp of SLDC and LLDC of HoS with H»S, CHa,
CO;z and LLDC of pure CH4 belong to region R-I and thus, CH4 and H>S can form pure sl
hydrates though H>S is larger than CHa, similarly H2S can form sI hydrates with CH4 and CO».
In region R-11, the AGp of SLDC of pure CH4 and LLDC of CH4-CO: are similar and in region
R-II1 AGp of LLDC CO2-CO; is similar to SLDC of CH4-COs. Thus, regions R-/I and R-1I1
favour mixed CH4-CO» hydrates. The third gases (G3) like Kr, N>, CO and Ne also form G3-G3
dual cages or G3-CHs and G3-CO» dual cages in regions R-/I and R-111, thus, these gases would
reduce CO; sequestration over CH4®!°. There is a large difference in AGp of LLDC (R-1I) and
SLDC (R-III) for CO,-COz as SLDC of CO»-CO; is energetically unfavourable '°. Thus, gases
that show AGp. of LLDC in region R-/II could facilitate the formation of SLDC of CO2-CO»
and enhance CO; sequestration (Kr-CO», Ar-Ar and Ar-CO3). The trends in free energies in
present work (without bulk water) are in qualitative agreement with earlier reports of DFT
calculations of N2 where N> prefer SCs and N>-CHj4 free energies are more favourable then N»-
CO, '°. If the difference between the AGp. of SLDC and LLDC of pure (e.g. Xe-Xe and Ar-

Ar) or mixed (e.g. LLDC of N>-N2 and SLDC of N>-CO.) gas combinations is small, these
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gases could form GS though at low conc. if in region R-// R-II or they could form cages at high

conc. after the initial dual cage formation by gases in R-/ and R-11.

% - v W b~ O

28 6 28[ 6 28
I 1s 24f R 5 24f ]
e LB Wk Aty |
gzo ;328 g16 15 8 g16* i
= i o CH,(L) ] 2 =12 aco() |y = Z12 I A CH(L)
L . | 8 . co,L,) 8 : 0coyL) |
16 (a) Ar(2:2 E]T:é(u 14 af (b) Ar(2.5:1.5) 7% 14 (c) Kr(3:1) v cors ]
r N A:(L; , N o CH(L) ar oKLy |
1%““““““‘1? 0 |.& 0, U NN T NN S NN SR SN SR
0 12 14 16 18 20 22 2 1 25 3 12 14 16 18 20 22 24 2
t,ns t,ns
28 6 28 6
24/ 1° D [ e S R 1°
- 4 r —
02015 1%y 20 /i% 2E000E 14
- F - O
Z; 82 zg 3
16 acHLy | 2 16 A Xe(L,)
i (d) Kr(2:2) oxw | F oxety 2
12 o CHS) {1 12 e CHS) |4
P D P R R B A R A cl [ . M
Y2 12 16 18 20 22 24 26 28 8 6 18 20

t,ns t', ns

Figure 3.7: Number of water molecules (Ngw) around a gas species in a growth synthon and number of gas species
(Ngc) in growth synthon within a distance of 8 A as a function of ¢*. Here t" is considered from the beginning of
simulation (2ns NVT at 250K (t"=2ns) + 10ns NVT at 300K (t"=12ns) and 60ns of NPT (t"=72ns) at 250K and
15MPa).
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Figure 3.8: Free energy profiles of Ar(2.5:1.5) in large system size, Xe(3:1), Kr(3:1) and Kr(2:2) systems as a
function of two collective variables; CV1 (distance between gases in SL dual cages) and CV2 (distance between
gases in LL dual cages).
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Selective sequestration of CO; over CHas in hydrate cages was assessed as selectivity (AS) for
COz over CHy in the first hydrate layer besides the interface as shown in Eq. 3.3 where N is

the number of total cages occupied by a gas.

Neo, — Ny, )100
as = Neo, = New,) /Ntot Eq. (3.3)

Figure 3.9b shows that N¢o, > 60% in all the third gas systems as compared to 70% in bulk
CO; system (Chapter 2) due to the presence of monatomic gases along-with CO> in bulk phase
in these systems. The largest and the least number of CO» molecules encapsulated in the cages
of first layers were observed in Ne(3:1) and Kr(2:2) systems respectively. There is gradual
decrease in N¢o, with increase in size of monatomic gas species and vice versa trend is
observed for Ng,. The number of methane molecules encapsulated in cages of first layer are
low only for Ar based systems with high conc. of Ar (2.5:1.5, 2.35:1.65 and 2:2) and Kr(2:2)
systems. As a result, COz selectivity is better in Ar based systems with the highest selectivity
in Ar(2.5:1.5) system. The number of SCs and LCs occupied by gases in Ar based systems can
be compared in Figures 3.4b and 3.9(c-d) where CO; occupies maximum number of LCs in all
the Ar systems except Ar(2:2) system where Ar occupies the maximum number of LCs. On the
other hand, Ar occupancy in SCs in different systems increase as (3:1) <(2.5:1.5) <(2.35:1.65)
< (2:2) as a results optimum CO> sequestration was observed in Ar(2.5:1.5) system. Further,
we looked into system size effect for Ar(2.5:1.5) system by simulating double the simulation
size system along z-axis and shows AS= 41.6% which is higher than original Ar(2.5:1.5) (AS
= 30.6%) system and further studies are required to explore CO; selectivity as a function of

system size.
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Figure 3.9: Different orientations chosen for gas species in dual cages for DFT free energy calculations.
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system.
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Conclusions

We have elucidated the factors that govern CH4-CO» exchange in NGHs in the presence of
monatomic gases by performing molecular dynamics simulations at 250K and 15MPa. The
formation of sI hydrates in heterogeneous medium is governed by dual cages where LL and SL
(L-large, S-small) cages lead to the formation of Y-shaped (LLSL) growth synthon similar to
polyatomic gas systems. If a third gas (N2, H2S, CO, Ne, Kr and Xe) forms energetically
favourable dual cages with both CH4 and CO- then mixed CH4-CO> hydrates are formed in the
system that reduces CO2 sequestration. However, if the conc. of third gas (N2, HoS, Ar, Kr and
CO) is high and it forms favourable dual cages with itself and CO> then it competes with CO>
to occupy the cages and reduces CO; sequestration. An ideal third gas candidate to enhance
selective CO> sequestration is a gas species that (i) shows large difference in SLDC and LLDC
with CH4 (i1) forms SLDC and LLDC with less free energy difference with itself or COz in a
range similar to free energy of SL dual cages of CO2. Argon meets conditions (i) and (ii), thus,
shows good selective CO: sequestration at different concentrations and the highest CO>
selectivity is observed for CO2(2.5):Ar(1.5) system. Most of the noble (monatomic in present
study) gases form pure sl hydrates with large dissociation pressures but earlier reports of
methane-carbon dioxide exchange with CO; and N> showed that N> as a third gas forms sl

hydrates with CO, and CH4 with lower hydrate dissociation pressure 4.
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Chapter 4

Role of Flue Gases and Noble Gases in CO,;-CHy4
exchange in NGHs

Introduction

Recovery of methane from natural gas hydrates is one of the promising approaches for clean
energy to meet the growing demands for energy all over the world. Natural gas hydrates
(NGHs) are non-stochiometric crystalline compounds with non-polar gas molecules entrapped
inside the hydrogen-bonded water cages and are formed at low temperature and high pressures
under sea sediments and in permafrost regions!?. The sl hydrate is the most abundant NGHs
with methane entrapped in its small and large cages as compared to sII and sH hydrates *. The
sl hydrates are considered as the potential future clean energy resource with dual-purpose as
methane can be recovered during melting of NGHs cages and simultaneously carbon dioxide
can be trapped in the newly formed NGHs 2. Currently, methane is extracted from NGHs
through traditional approaches like heat injection and depressurization at a limited scale to
avoid any natural geo-catastrophe or excessive release of methane as greenhouse gas due to
large-scale melting of NGHs 7. The enthalpy for formation of methane hydrates and carbon
dioxide hydrates is very similar as a result large scale exchange of methane with carbon dioxide
has practical limitations due to the formation of energetically favourable mixed hydrates of
methane and carbon dioxide at the interface of sl hydrates and bulk liquid water. Hence,
currently different approaches are being explored at laboratory scale to enhance methane-
carbon dioxide exchange in NGHs such as use of hydrate promoters or injection of flue gases

8-9,13

along-with CO> during extraction of methane from NGHs . Nitrogen is explored mainly

as a flue gas along-with carbon dioxide during CH4-CO» exchange in NGHs in swap process
where N» replaces CHs in small cages and CO> occupies the large cages of sI hydrates 13-4,
However, there is decrease in sequestration of CO» with increase in the concentration of N> and

maximum methane recovery was obtained with 30-40% of CO, in CO2/N> mixture 2*. Other
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flue gases like SO», H2S, N> and NO are also reported along-with CO» to enhance CH4-CO»
exchange in NGHs but the results show reduction in uptake of CO> with increase in the
concentration of these flue gases !”. Hydrogen sulfide has been theoretically reported as one of
the gases that shows faster rate of hydrate formation than the natural sI-NGHs with methane as
the inclusion gas *°. The theoretical studies could provide detailed insights into mechanism of
hydrate growth as current state of the art of experiments is beyond the spatiotemporal limits of
nucleation in hydrates. There are several mechanisms reported for the formation of pure gas
hydrates in homogeneous medium; formation of labile clusters of methane and water that leads
to cages and nucleation in hydrates, thermal fluctuations leading to formation of ordered cages
of water with gas entrapped in them, formation of three-atom gas aggregate and formation of
CO; amorphous cages (4'°5'26%) along-with high concentration of CO2 molecules around these
cages 2°3!. The mechanism of CHs-CO; exchange is currently understood as either a direct
exchange of methane and carbon dioxide through hydrate cages or melting of methane cages
due to heat released from formation of carbon dioxide cages in sI hydrates ' 323, The atomic
level insights into the role of flue gases during CH4-CO> exchange in NGHs in heterogeneous

medium is currently reported mainly with N> as the flue gas 72224,

Gas hydrates of noble gases (Ar, Kr and Xe) are known to exist at very high pressure (1.5GPa)
and low temperatures and thus, noble gases could be one of the potential third gases like flue
gases that could be employed to enhance CH4-CO> in NGHs %%, There are no reports of
hydrates of He and Ne which could be due to labile nature of these gases due to very small size
(< 3.5A) as compared to size of the hydrate cages . One of the challenges during CHs-CO:
exchange is the formation of first hydrate layer at the interface that blocks the access to inner
layers of hydrate during heterogeneous nucleation **°. Thus, multiphase recovery of methane
has been proposed as one of the alternatives to enhance CH4-CO» exchange in NGHs 2. Some
of the key challenges in this direction are how to enhance methane release and carbon dioxide
sequestration in the first hydrate layer that forms at the interface; what is the role of flue and
noble gases during formation of hydrate layer interface and how to select third gas species that
could enhance CO; sequestration during CH4-CO; exchange in sI-NGHs. In this work, we
explore the role of mixture of flue gases (H2S and N») and noble gases (Ne, Ar, Kr and Xe) in
the formation of first hydrate layer at the interface during CH4-CO; exchange in sI-NGHs and
to our best knowledge there are no such studies reported till date. We report an atomic level
insight into factors that control CO> sequestration in sI-NGHs in presence of flue and noble

gases using molecular dynamics simulation techniques and DFT calculations.
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Computational Details

Model Systems We simulated following systems; (i) H2S based (HG) systems that consisted
of four systems where H>S was chosen as third gas, G3 and noble gas as fourth gas (G4 = Ne /
Ar / Kr / Xe) with ratio of 2:1:1 for CO2: G3 : G4 (ii) Kr based (KG) systems that had Kr as
third gas and Ar as fourth gas and two systems with ratios of CO2:G3:Gs as 2:1.25:0.75 and
2:0.5:1.5 (ii1) a N2 based system (NG) that had N> as G3 and Ar as G4 with ratio of 2:1:1 for
C02:G3:Gg. The initial configuration for HG systems consisted of a sI hydrate seed (simulation
cell of 5x5x3)* in the centre of simulation box and other molecules (H20, CO2, HzS and a
noble gas (Ne / Ar / Kr / Xe) were randomly placed in a ratio of 2:1:1 on either sides of the
hydrate seed (equivalent to number of molecules in 5x5x1.5 simulation cell of a sI hydrate) as
reported in Table 4.1. All the four systems were simulated in NVT ensemble for 2ns at 250K
followed NVT simulations for 10ns at 300K. We generated interface in KG and NG systems
similar to HG systems, thus, a system with CO2 and H»S in ratio of 3:1 in bulk phases on either
sides of a sI hydrate seed (5x5x3) was simulated to generate initial configuration for KG and
NG systems. This configuration was simulated in NVT ensemble for 2ns at 250K followed
NVT simulations for 10ns at 300K. The final configuration was used to replace the required
number of CO; and H>S molecules in bulk phases with the desired ratios of CO2, third and
fourth gases in KG and NG systems respectively as shown in Table 4.1. These systems were
further equilibrated for 0.5ns at 250K in NVT ensemble to relax the systems. We also simulated
a bulk CO; system, (COz)g with only CO; in bulk phase and sI hydrate as seed in the centre of
box to calculate CO» selectivity in absence of flue and noble gases. Hereon, all the systems are
referred in terms of ratio of G3 and G4 gases as CO; is the common gas in all the systems (for

e.g. CO2:N2:Ar(2:1:1) will be referred as N2:Ar).

Simulation details All the systems were modelled using all-atom forcefields; water molecules
were modelled using TIP4P/2005 forcefield ****; methane and neon were modelled using
OPLS-AA forcefield *°; forcefield parameters for CO, were taken from Cygan et. al.*’, N>

parameters from Somasundaram et. al. 43

, H2S parameters from Pie-Hsing Huang and forcefield
parameters Ar, Kr and Xe were taken from Loup and Jean *-°. The Lorentz-Berthelot mixing
rule was used to calculate the interaction parameters for cross-interaction terms. All the
simulations were performed in LAMMPS package with a simulation timestep of 1fs and
Noose-Hoover thermostat and barostat with relaxation times of 0.06ps and 2ps were employed

for NVT and NPT simulations 2. The cut-off distances for van der Waals and electrostatic
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interactions were chosen as 12A and 10A respectively . The periodic boundary conditions were
applied in all the directions. All the configurations of different systems were simulated using
NPT ensemble for 60ns at 250K and 15MPa *!. The data for analysis was stored at every 1ps

during the simulation. All the snapshots were generated using VESTA or VMD 3334,

CAGE ANALYSIS - GRADE code was used to perform cage analysis where criteria for a
cage is that water molecules belong to a cage if cut-off distance is equal to or less than 3.5 A
and distance between guest and centre of mass of the cage is less than 2 A °. We only

considered filled cages for the analysis.

FREE ENERGY(FE) ANALYSIS - The free energy calculations were performed by
constraining the dihedral angle between the gas species of a growth synthon to 180° with force
constant of 50 kcal/mol using restraint metadynamics with PLUMED2 plugin in LAMMPS
free energy data was analysed using METADYNMINER package . The initial
configuration for FE calculations was chosen as configuration Ins a prior to the formation of
growth synthon. The width and height of Gaussians were chosen as 0.25 kcal/mol and

0.50kcal/mol respectively and the Gaussians were deposited every 100fs.

Table 4.1: Number of different species and box dimensions in different systems where box dimension in the all
systems is 58.1 x5 8.1 x 69.72 A3; half of each of Ng3, Ngs and Nco» molecules are present in the bulk phases on

either side of the seed along z-axis of simulation box. Here seed is sI hydrate.

System Nu20 Ncua | Ncoz | Ngs+ Nas
(Seed+ Bulk)
CO2:G3:G4 (2:1:1)
G3=H»S; G4=Ne, Ar, Kr and Xe 306 152+152
G3=N2; Gs=Ar
3450 + 3440 | 600
CO2:Kr:Ar (2:1.25:0.75) 306 190+114
CO2:Kr:Ar (2:0.5:1.5) 306 76+228
Bulk CO; 610 -

Results and Discussions

Interface formation between the bulk phase and hydrate seed occurred during the NVT

simulations at 300K in all the systems. Figure 4.1a shows the number of methane molecules
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that diffused into the bulk phase due to the melting of hydrate seed layer during the formation
of interface. We observed that the maximum number of methane molecules (84%) melted from
hydrate seed layer (Ncus = 200, one layer of hydrate seed) in bulk CO; system whereas number
of diffused methane molecules (< 74%) reduced in presence of third and fourth gases in bulk
phase. However, melting of seed is slower in HG systems with Ar, Kr and Xe as noble gases
as only 63-67% of CH4 molecules diffused from the hydrate seed into the bulk phase unlike
H>S:Ne, N>:Ar and KG systems that have (68-74)% of methane molecules in bulk phase. There
was no further melting of inner layers of hydrate seed which is consistent with the earlier
reports that only outer layers of hydrate seed melt and further access to the inner layers is
blocked due to the formation of hydrate layer near the interface in heterogeneous medium 7
39 The growth of a hydrate can be quantitatively analysed based on order parameters that can
differentiate between the water molecules in liquid and hydrate phase. F4 order parameter (OP)
can quantitatively differentiate between the water molecules that belong to hydrate, liquid and
ice phases as F4 OP value are 0.7, -0.04 and 0.4 in these phases. F4 OP is calculated as an
average of cos(39;) over all the water molecules (N) in a system where @; is the torsion angle
between the farthest hydrogen atoms of two water molecules that are within a distance of 3.5A

as shown in Eq. 4.1 *°.

1
F4 = ;2{-21 cos3 @; Eq. (4.1)
(a) (b) —H,s:Ne(1:1) —H,S:Ar(1:1) —H,S:Kr(1:1) —H,S:Xe(1:1)
90 Kr:Ar(1.25:0.75) — Kr:Ar(0.5:1.5) —N,:Ar(1:1)— (CO,),
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Figure 4.1: (a) Number of methane molecules on left (orange) and right(purple) sides of interface in the bulk phase
and (b) potential energy (kcal/mol) and F4 order parameter as a function of time in different systems; H>S:Ne,

H,S:Ar, H>S:Kr, H>S:Xe, Kr(1.25):Ar(0.75), Kr(0.50):Ar(1.50), N2:Ar and bulk CO»; (CO»)s.
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Similarly, change in potential energy of the system can be used to estimate the hydrate growth
as the nucleation of gas hydrates in heterogeneous medium can be simulated using brute-force
molecular dynamics simulation techniques *. Figure 4.1b shows the change in potential energy
and F4 OP as a function of time for different systems. The change in potential energy and F4
OP is steep in HG systems and is the slowest for KG systems. The HG systems with different

noble gases show trend of decrease in PE and increase in F4 OP as Xe > Ne ~ Kr > Ar.

(a) (b)

50 60 -
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[72] - M (7]
2 30 @
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0 H,S:Ne H,S:Ar H,S:Kr H,S:Xe Kr:Ar  Kr:Ar  Nj:Ar (CO,); 20 Hz;NE H,S:Ar H,S:Kr  H,S:Xe Kr:Ar  Kr:Ar  NpAr  (CO,),

1:1 1:1 1:1 1:1  1.25:0.750.5:1.5 11 1:1 1:1 1:1 1:1 1.25:0.75 0.5:1.5 1:1

Figure 4.2: (a) Induction time, ;s (ns) for the formation of first layers on left (green) and right (cyan) sides of

interface and (b) total time, #,, (ns) for the formation of hydrate in the bulk phase in different systems.

Heterogeneous nucleation could simultaneously initiate from several nucleation sites, thus, we
chose formation of first layer besides the interface (along z-axis, 12A from the interface on
either side) as the induction time for the hydrate growth in all the systems. Figure 4.2a shows
the induction time (#;.q) for first layers on left and right sides of the hydrate seed when value of
F4 OP reaches 0.70. The induction time is minimum in H>S:Xe among all the systems followed
by H2S:Ne and H2S:Kr systems. The KG and NG systems show the largest induction time and
these trends are consistent with the observed trends in change in potential energy and F4 OP in
these systems. However, the induction time for the formation of first layer is lower in all the
systems with third and fourth gases than bulk CO: system with the exception of
Kr(1.25):Ar(0.5) system. Among all the systems, we observed only one 6*5'% cage in H,S:Kr
system else 5'2 and 625'% cages were observed in all systems that suggest that only sl type
hydrates were formed in all the systems. Interestingly, time for complete hydrate growth (#:./)
in the simulation cell show different trends then ¢, in different systems as shown in Figure

4.2b. The hydrate growth completion is the fastest in H2S:Ne (#o: =21ns) system followed by
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H»S:Xe (23ns) which is reverse of #,4 in these systems. Furthermore, all other systems show

slower completion of hydrate growth with #,; > 55ns.

a, —co,—HS —Ne (b)) 459 —HS —Ar

Figure 4.3: (a-d) Time plot of number of small (SC; full line) and large (LC; broken line) cages in HG systems
with H,S as third gas (a) H»S:Ne, (b) H2S:Ar, (¢) H.S:Kr and (d) H»S: Xe.
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Figure 4.4: (a-c) Time plot of number of small (SC; full line) and large (LC; broken line) cages in KG systems (a)
Kr(1.25):Ar(0.75) and (b) Kr(0.50):Ar(1.50); NG system (c) N2:Ar system.
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Naturally occurring sI hydrates have two small (5'?) and six large (6°5'%) cages per unit cell.
Figures 4.3 and 4.4 report the number of small and large cages (SC and LC) occupied by
different gas species as a function of time in different systems. Carbon dioxide molecules
occupy maximum number of LC in all the systems which is in agreement with the earlier
reports that CO, prefers LC of sl hydrates during CH4-CO, exchange '*!!. Interestingly, we
observed that after 20ns, CO> dominates SC in all the systems (with exception of H»S:Xe and
Kr(1.25):Ar(0.75) systems) which is contrary to the earlier reports that CO; prefers only LC in
sI hydrates ***7. Among all the systems, CHa occupies minimum number of cages in HoS:Ar
system where the inclusion of different gases in cages of H,S:Ar system follows the order as
COz > HaS > Ar > CH4. However, CHg inclusion in hydrate cages is different in other Ar-based
systems (KG and NG systems) where the other gas is either Kr or N> respectively. Thus, both
H>S and Ar could potentially be the right candidates for better extraction of CH4 during CHs-
CO; exchange in sI-NGHs. A small decrease in number of included CH4 molecules in cages
was also observed in H2S:Kr system. Figure 4.4c shows that in N2:Ar system, CH4 competes
with N> and Ar to occupy both SC and LC. Interestingly, in KG systems, both Kr and Ar show
concentration dependent occupancy of cages. The cage occupancy follows CO2 = Kr > CH4 >
Ar for SC and CO2 > CH4 = Kr > Ar for LC respectively in Kr(1.25):Ar(0.75) system. On the
other hand, Ar occupies the highest number of both SC and LC with a trend of Ar = CO2 > CH4
> Kr in Kr(0.5):Ar(1.5) system. Among all the systems, H>S:Xe system is an exceptional
system where all the gas species (CO», H2S, Xe and CH4) compete to occupy both SC and LC

and this could be the reason for the lowest induction time in this system.

Mechanism of hydrate growth in different systems was elucidated by initially assessing the
snapshots of configurations at different times, ¢* during the simulation; here ¢ represents time
from the beginning of simulations (NVT, 250K, ¢* = 0) as formation of cages in some systems
(H2S:Ne, H>S:Kr and H>S:Xe) started during the NVT simulations at 300K. The formation of
single cages or dual cages was observed in all the systems during the beginning of NPT
simulations but most of these cages decay within I1ns of simulation time as discussed in Chapter
2. However, we observed formation of a large cage besides the methane cage of sI hydrate that
was stable and eventually there was formation of new large and small cages around this large
cage that further leads to a Y-shaped growth synthon (GS) as shown in Figures 4.5-4.7. This is
contradictory to the earlier reports of formation of labile gas cages lead to hydrate nuclei 2°.

The Y-shaped growth synthon is formed by three LC and one SC and is involved in the
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formation of hydrate unit cell and was observed at different times in different systems; at
£'=18ns (H2S:Ne), £'=25ns (H2S:Ar), £ =16ns (H2S:Kr), '=14ns (H.S:Xe), £'=19ns for Kr:Ar
(1.25:0.75 and 0.50:1.50) and £=20ns (N2:Ar). The arms and tail of the Y-shaped growth
synthon are formed by the large hydrate cages (Li, L2, L3) and all the larges cages are joined

in the middle by a common small cage, S.

Formation of large and small cages in a growth synthon was analysed by calculating time plot
of number of water molecules around a gas species (Nwg) of a growth synthon along-with
number of gas molecules (Ngg) that are within distance of 6-8A and eventually lead to
formation of growth synthon as shown in Figures 4.8 and 4.9. There are 24 and 20 water
molecules in LC and SC of sI-NGH respectively with gas species in neighbouring cages within
a distance of 6-8 A. Most of the systems show formation of partial dual large cages (LL) in the
early stages of growth synthon formation as shown in Figures 4.5a and 4.8a (by two CHs
molecules at ' =11ns; LiL3) for H,S:Ne system, Figures 4.5b and 4.8b (by Ar and H,S at
t*=12ns; L2L3) for H»S:Ar system, Figures 4.6a and 4.8c (by Kr and CHs at £ =9ns; LiL3) in
H>S:Kr system, Figures 4.6b and 4.8d (two CHs molecules at £ =6ns; L2L3) in H2S:Xe system,
Figures 4.7a and 4.9a (N2 and CHy at £'=13ns) in Na:Ar system, Figures 4.7b and 4.9b (Kr and
CHy4 at t*= 14ns; L2L3) in in Kr(1.25):Ar(0.75) system except for Kr(0.50):Ar(1.50) system
where small and large (SL>) dual cages are initially formed at ' =12ns (Figures 4.7c and 4.9c)
by two Ar atoms. Later, there is local ordering of water molecules around the LL dual cage that
leads to formation of S cage in-and LiL>S cluster. This local ordering of water gas molecules
is consistent with the earlier reports in CO> hydrate systems 2%, Finally, there is formation of a
large cage near LLS aggregate that leads to a Y-shaped growth synthon. However, in case of
Kr(0.50):Ar(1.50) system, there is formation of L cage after the initial formation of SL> dual
cage that also leads to LL»S type cluster that eventually forms Y-shaped GS with the formation
of the fourth cage (L cage).

The thermodynamic stability of the cages that form a growth synthon was assessed by
calculating the free energy (FE) of dual cages (SL and LL) as a function of two collective
variables; CV1 and CV2 where CV1 is the distance between guests of LL dual cage and CV2
is distance between guests of SL cage in a growth synthon. Figures 4.10 and 4.11 show free

energy profiles of dual cages as a function of collective variables CV1 and CV2 for a growth
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synthon in different system. The energetically favourable regions are around 8A for both CV1
and CV2 in all the systems except for a wider range of distance (5-8)A for CV1 in HaS:Ar
system and for CV2 in Kr(0.5):Ar(1.5) system that suggests that Ar is more labile in these
cages. The free energy of LL and SL cages that form growth synthon are similar in most of the

systems; Na:Ar system has the lowest FE among all the systems where FELCOZLNZ =
FEScochu4 = —39 kcal/mol ; H>S:Xe system shows the next most favourable FE with
FELXeLCH4 = FESXeLCH4_ = —32 kcal/mol,; (FELCH4LCH4 = FESHZSLCH4)in H>S:Ne system, in
H>S:Krand (FEy, 1, = FESKrLCH4) in Kr(1.25):Ar(0.75) systems. However FEg, 1, is more
favourable than FEp, L, in Kr(0.5):Ar(1.5)system and similarly,
FELCOZLHZS is more favorable than FEg, ;, by 2kcal/mol in H>S:Ar system and in both the

systems broader free energy minima is observed in less favourable dual cages which is

consistent with free energy profile results in Figures 4.10 and 4.11.
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Figure 4.5: Snapshots of trajectories at different times (¢*) for (a) H2S:Ne and (b) H,S:Ar during the formation of
a growth synthons. Here ¢" is the simulation time from beginning of the simulation where total "= 72ns (2ns NVT
at 250K + 10ns NVT at 300K + 60ns NPT at 250K). The red, cream, cyan, mustard, yellow and purple spheres

represent oxygen, hydrogen, carbon in methane, sulfur, carbon in carbon dioxide and argon respectively.
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Figure 4.6: Snapshots of trajectories at different times (¢*) for (a) H2S:Kr and (b) H»S:Xe during the formation of
a growth synthons. Here ¢" is the simulation time from beginning of the simulation where total #*= 72ns (2ns NVT
at 250K + 10ns NVT at 300K + 60ns NPT at 250K). The red, cream, cyan, green and magenta spheres represent

oxygen, hydrogen, carbon in methane, xenon and krypton respectively.
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Figure 4.7: Snapshots of trajectories at different times (¢") for (a) Kr(1.25):Ar(0.75), (b) Kr(0.50):Ar(1.50) and (c)
N2:Ar during the formation of a growth synthons. Here ¢" is the simulation time from beginning of the simulation
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carbon dioxide and argon respectively.
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Figure 4.11: Free energy profile (kcal/mol) of dual cages in different systems as a function of two collective
variable CV1 and CV2 where CVI and CV2 are distance between the guests in large-large and small-large dual

cages.

Selective encapsulation of CO2 over CH4 in different systems was evaluated by calculating the
percentage difference in number of ordered cages (based on GRADE code) formed by CO2 and
CHy respectively and represented as CO: selectivity (AS.) as shown in Egs. 4.2 and 4.3.
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Similarly, total selectivity, ASt of cages occupied by CO,, third and fourth gases as compared

to CH4 was calculated as shown in Eq 4.4.

N,
Sgas (Y0) = ( gaS/Ntot) 100 Eq. (4.2)
AS¢ (%) = Sco, — Sc, Eq. (4.3)
ASt (%) = SC02+G3+G4 - SCH4 Eq. (4.4)

Figures 4.12(a-b) report number of gas species encapsulated in cages (Nyq,) and selectivities
(AS; and ASy) for ordered cages in the first layer formed beside the interface in different
systems. Among HG systems, N¢p, is minimum for Ar system and is maximum for Xe system.
The encapsulated number of CO2 molecules (N¢,) decreases with increase in the size of noble
gas in a system. N, is maximum for Ne but Ny, is also high as a result COz selectivity (ASc)
is low for H2S:Ne system. Interestingly, both N¢o, and N¢op, are similar in H>S:Xe system, as
aresult AS. is minimum in this system. Among all Ar based systems, AS. decreases as H>S:Ar
< Kr(1.25):Ar(0.75) < Kr(0.5):Ar(1.5). This trend can be understood in terms of number of
third and fourth gases that are included in cages in different systems. In HG systems, inclusion
of third gas, G3 (H2S) decreases with increase in size of noble (fourth, G4) gas. However,
reverse trend is observed for inclusion of fourth gas and thus, minimum uptake of both third
and fourth gases is observed only in H>S:Ar system followed by H>S:Kr system. The inclusion
of COz 1s low in NG and KG systems than HG systems (except for H>S:Xe system). In KG
systems, third (Kr) and fourth (Ar) gases show reverse trends for cage occupation where Ar
occupies large number of cages when conc. of Ar is high in the system (Kr(0.5):Ar(1.5)). As a
result, total selectivity, ASr is high in KG systems as Gz and G4 occupy more cages than CO;
that results in low value of AS¢. Similarly, in HG systems with Kr and Xe as G4 gases, ASy is
high but AS, is low as more number of G4 gases occupy cages than CO». This is consistent with
earlier reports where flue gases showed higher cage encapsulation than CO> during CH4-CO>
exchange in NGHs 718, The inclusion of both N> and Ar in cages is less than CO but CHy4
inclusion is high in N2:Ar system that reduces both AS: and AS7 in this system. H>S:Ar system
is the only system where inclusion of CHa, Ar and H>S are low but inclusion of COz is high due
to which both AS. and AS; are high in this system. This could be due to fast growth of hydrate
in H>S:Ar system due to faster formation of energetically favourable H>S dual cages which

gives kinetic control for cage occupancy by gases at lower conc. except for CO: (high conc.).
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However, in KG systems, the hydrate growth is slow, thus, thermodynamically favourable Ar-
Ar along-with Ar-CO; dominate the system with time when conc. of Ar is high in

Kr(0.5):Ar(1.5) system.
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Figure 4.12: (a) Percentage of number of ordered cages (N) formed by methane (M), carbon dioxide (C), sum of
third, Gs, fourth gases, G4 and G4 is the sum of third and fourth gases (b) CO; selectivity, AS. and total selectivity,

AS7 in the first layers formed beside the interface in different systems.

Conclusions

The present work shows that noble gases along-with flue gases can affect the exchange of
methane and carbon dioxide in sl natural gas hydrates and could be one of the potential
approaches to enhance selectivity for carbon dioxide over methane in sl hydrates. CO2:HoS: Ar
(2:1:1) system shows the best selectivity for CO2 over CH4 in formation of hydrate cages. The
formation of dual cages (large-large, LL and small-large, SL) play a crucial in the formation of
Y-shaped (formed by four cages; LLSL) growth synthon that initiates unit cell growth. The SL
and LL dual cages for Ar-Ar and Ar-CO> have small difference in DFT free energies unlike
large difference in DFT free energies for Ar-CH4 combination that leads to better, kinetically-
driven COz selectivity in H2S:Ar system then thermodynamically dominance of Ar over CO»
to occupy cages in Kr(0.5):Ar(1.5) system. Thus, concentration and choice of mixture of flue
and noble gases is crucial in the CO2 selectivity during CH4-CO; exchange in sI-NGHs. Further

studies are required in this direction to understand the role of concentration of Ar and H,S as a
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function of temperature, pressure and hydrate promoter in CO> selectivity during CH4-CO»

exchange in sI-NGHs.
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Chapter 5

Role of Hydrate Promoter (EDTA Bisamides) in
CO,-CH,; Exchange in NGHs in Presence of
Monatomic and Polyatomic Gases

Introduction

Currently, fossil fuels are the primary source of energy but are limited resources that also
contribute to pollution. The amount of carbon, mainly stored as CH4 in Natural Gas Hydrate
(NGHs) reservoirs is approximately twice the amount of carbon present in fossil fuels all over
the worldwide !. Thus, NGHs could be potential clean energy resources that could also be
potential candidates for sequestration of carbon dioxide. Natural gas hydrates are solid, non-
stochiometric crystalline compound in with small gas species entrapped as guest molecules in
cages for e.g. gases like CHs, CO», ethane and propane where these gases stabilize the cavities
of hydrogen-bonded water molecules of cages through van der Waals interactions. NGHs
primarily exists in sea sediments and permafrost regions and form at low temperature and high
pressure 2. The safe and efficient recovery of methane from NGHs is a grand challenge. Some
of the conventional methods such as depressurization >, heat injection >’ and hydrate inhibitor
techniques >® are employed to recover methane from NGHs. The methane recovery occurs by
exploiting the hydrate structure via altering the phase equilibria of hydrate reservoirs to high
temperature and low pressure. These techniques are based on the principle of hydrate
decomposition. Thus, large scale usage of these techniques may affect the strength of gas

hydrate reservoirs that could lead to reservoir destruction that could cause geological disasters
9

CO»-CH4 exchange in NGHs is considered as a better alternative over the conventional
techniques to recover methane from NGH reservoirs as simultaneous sequestration of CO» as
hydrates could stabilize the hydrate reservoirs '°. However, both CO, and CH4 form stable
mixed hydrates as compared to pure CHs or CO> hydrates that reduces the CH4-CO> exchange
rate 14, The exchange of CO, and CH4 in NGHs is confirmed by several experimental reports

1521 '\where both CO, and CHy prefer to form sl hydrate and enthalpy of CO, hydrate formation
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(-57.98 kcal/mol) is less than enthalpy of CH4 hydrate formation (-54.49 kcal/mol) ?2. The
thermodynamic equilibrium curve for CO; and CHy4 falls in a narrow region at hydrate forming
conditions that reduces the exchange efficiency 2*-2°. Thus, other approaches like inclusion of
flue gases or hydrate promoters along-with CO; are being explored to enhance CH4-CO>
exchange in NGHs. Nitrogen has been mainly employed as flue gas to enhance CH4-CO»
exchange in NGHs 23, Park et at. had first reported usage of mixture of CO; and N2 (80 mol%
+ 20 mol%) in CH4-CO> exchange in NGHs where 85% and 92% of methane was recovered
in sI and sII hydrates 6. However, a very high conc. of N2 could collapse the hydrates and thus,

injection pressure of CO2/N> is crucial to improve the CO; capture efficiency

Hydrate Promotes (HP) are compounds that could enhance formation of hydrates and are
divided into two groups; thermodynamic hydrate promotes (THPs) and kinetic hydrate
promoters (KHPs) *3. THPs shifts the phase equilibrium curve of hydrate to the right side (i.e.,
low pressure and high temperature), thus, high concentration of THPs is required for hydrate
growth 33, Tetrahydrofuran (THF) **, cyclopentane (CP) *°, propane *° and tetrabutylammonium
bromide (TBAB) *¢ are some of the widely used THPs for CO> and CH4 hydrates, however,

37 acetone ** and methylcyclohexane 37 that are employed

there are other THPs: cyclohexane
to enhance formation of other gas hydrates. THPs usually form the gas hydrates at mild
conditions, where, gas molecules as well as hydrate promoter molecules participate in hydrate
formation and THF is good example in this direction, it forms sII- hydrate (6*5'%) at ~277.5K
and ambient pressure **. KHPs do not participate itself in cage formation and are employed in
low concentration and thus they do not show effect hydrate equilibria curve. KHPs do not
participate itself in cage formation * for e.g. surfactants (anionic, cationic, and nonionic) %,
amino acids *°, nanoparticles *!, oxide of metals ** and derivatives of cellulose **, cyclodextrin
# and starches *. KHPs enhance nucleation process by reducing the induction time and
accelerate the hydrate formation process. Sodium dodecyl sulphate (SDS) is one of widely
explored and a well-known KHP and theoretical studies have shown that SDS-CO; interactions
are entirely different than SDS-CHys interactions *°. CO, shows strong interactions with SDS,
as a result, CO: loses its ability to drive water molecules to form a suitable hydrate cage.
However, shape distortion does not occur when SDS interacts with CHs due to weak
interactions, and drives water molecules to form the cages **7. The two main functional group
in a hydrate promoter are polar groups (sulfonate, sulfate, hydroxyl, amine, amide, and so on)
that interact with water molecules and solubilize the hydrate promoter in water and secondly,

alkyl chains of different size and branching. In this work, we report CH4-CO; exchange in
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NGHs in presence of monatomic and polyatomic gases that show better CO» selectivity in
NGHs and a KHPs (Ethylenediamine Tetraacetic Acid (EDTA) bisamide) *%. The earlier
studies on EDTA-bisamide were reported for pure CH4 system where the length of alkyl side-
chain effects the CH4 hydrate formation; short alky chains (n-propyl and isopropyl) promoted
CHj4 hydrate formation with prolonged nucleation time and long chain length (butyl and hexyl)
showed a transition from promotion to inhibition of hydrate growth. Currently, there are no
reports into the role of hydrate promoters on mixture of flue gases and CO; for CH4-CO2
exchange in NGHs. Hence, in this work, we report role of EDTA-bisamide in CH4-CO;
exchange in NGHs in presence of polyatomic (flue) and monatomic (noble). We have chosen

n-heptyl alkyl chain as side group in EDTA-bisamide as shown in Figure 5.1.

Computational Details

Model System We chose few systems based on the earlier results (Chapter 2-4) of better CO>
selectivity [CO2:Kr(2:2), CO2:Ar(2.5:1.5) and CO2:Kr(3:1)] or fast hydrate growth [Xe(3:1)]
in these systems and also N2 (N2(2:2) and N»(3:1)) for two different concentrations as most of
studies are reported with N2 as flue gas for CHs-COz exchange in sI-NGHs till date. We also
chose Xe and Ar based system, CO2(3):Xe(0.67):Ar(0.33) as Xe enhances hydrate growth and
Ar induces COz selectivity in NGHs (Chapter 3). All the gas selectivity results were compared
with bulk CO; system, (CO2)g. The initial configuration for systems with third gas (except for
C0O2:Xe:Ar(3:0.67:0.33) system) were generated from the equilibrated configuration of
H>S(3:1) system (Chapter 2) that was simulated in NVT ensemble for 2ns at 250K and for
10ns at 300K. The H>S(3:1) system consisted of a 5x5x3 supercell of sl hydrate seed in the
centre of simulation box with a bulk phase on either side of seed where bulk phase consisted
of water and gas molecules equivalent to 5x5x2.5 supercell of sI hydrate on either side of the
hydrate seed. The CO> and H>S molecules were replaced by the desired gas species in the
equilibrated configuration of HoS(3:1) system to generate a system of interest. We included one
molecule each of ethylenediamine tetraacetic acid bisamide as hydrate promoter, (HP) in left
and right bulk phases. The structure of hydrate promoter is shown in Figure 5.1. The details of
system size and number of gas species in each system are reported in Table 5.1. However,
CO2:Xe:Ar(3:0.67:0.33) system was generated by replacing the gas species from equilibrated
configuration of CO2:Xe(3:1) system with HP.
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Simulation Details

We chose different forcefields to model the systems; TIP4P/2005 #°-3° for water, OPLS-AA for
CHa4, hydrate promoter and Ne °!, parameters from Cyan et al. 3 for CO,, parameters from
Somasundaram et. al. for N2 3, parameters from Pie-Hsing Huang >* for H,S and from Loup
and Jean for noble gases (Ar, Kr and Xe) *. All the cross-interaction parameters were generated
using Lorentz—Berthelot combination rules. All the simulations were performed in LAMMPS
5 and Noose-Hoover thermostat and barostat with relaxation time of 0.06ps and 2ps were
chosen **>?. The cut-off distances for van der Waals and electrostatic interactions were chosen
as 12.0A and 10.0A. The three-dimensional periodic boundary conditions were applied in all
the systems. A time step of 1fs was chosen and data was stored at every 1ps for analysis. The
simulation runs were divided into three sets; (i) all the systems except for CO2:Xe (3:1) and
CO2:Xe:Ar(3:0.67:0.33) systems, were energy minimized by descent algorithm followed by
2ns of NVT at 300K to equilibrate the system; (i1) CO2:Xe(3:1) system was simulated for 5ns
of NVT at 300K due to slow diffusivity of Xe and (iii) CO2:Xe:Ar(3:0.67:0.33) was generated
from equilibrated configuration of CO2:Xe(3:1) system by energy minimization using descent
algorithm. Further, all systems were simulated for 80ns using NPT simulations at 250K and

15MPa.

Figure 5.1: Structure of Ethylenediamine tetraacetic acid bisamide, hydrate promoter (HP). Here, cyan, white,

blue and red spheres represent carbon, hydrogen, nitrogen and oxygen atoms respectively.
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Table 5.1: Number of gas species and box dimensions in different systems.

S.No.| Systems Box Dimension (A®) | Nmo | Ncns Ncoz Nes
1 Bulk CO, 1010 -
2 | COxKr(2:2) 506 504
3 CO2:N2(2:2) 506 504
4 CO2:H2S(2:2) 506 504
58.1 x 58.1 x96.96 9190 600
5 | COxKr(3:1) 758 252
6 | CONi3:1) 758 252
7 | COxXe(3:1) 758 252
8 CO2:Ar(2.5:1.5) 632 378
9 COz:Xe:Ar 758 168(Xe)
(3:0.67:0.33)
84 (Ar)

Results and Discussions

Figure 5.2a shows the potential energy (PE) and F4 OP as a function of time in different
systems. There is a steep decrease in potential energy and increase in F4 OP for H2S(2:2)
system and F4 OP value reaches 0.7 at 40ns. However, in all other systems F4 OP value is
between 0.66 to 0.69 at the end of NPT simulation run (80ns) which could be due to formation
of disordered hydrate cages in these systems. Figure 5.2b shows the time for formation of first
hydrate layers on either side of the interface in different systems. The trends in PE and F4 OP
are consistent with the time taken for formation of first hydrate layer where rate of hydrate
growth decreases as H2S(2:2) > (CO2)e > Kr(3:1) > Kr(2:2) = N2(3:1) > N2(2:2) =
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Xe:Ar(3:0.67:0.33) = Ar(2.5:1.5) > Xe(3:1). Krand N2 show reverse trend in hydrate growth
as a function of concentration of the respective third gas in the system. Interestingly, Xe(3:1)
system was the fastest growing system without hydrate promoter (Chapter 3) and reverse trend

is observed in the presence of hydrate promoters.

—Kr(3:1) — N(3:1) — Xe(3:1)—Kr{2:2)
(a) N(2:2) _ H,S(2:2)  Ar(2.5:1.5)— Bulk co, (b) 30
-11.1 0.8
| Xe:Ar(3:0.67:0.33)
—-114 s
=
X -11.7 :
E 1ol ¥ Ew
[ ;
g .
o -12.3F-
o
-12.6

BCO, Kr N, H.S Kr N, Xe Ar XeAr
(2:2) (2:2) (2:2) (G:1) (3:1) (3:1) (2.5:1.5) (3:0.67:0.33)

Figure 5.2:(a) Potential Energy and F4 OP as a function of time (b) time for formation of first layer on left and
right side of bulk-seed interface in different systems: (COz)gs (BCOg, bulk CO,) , Kr(2:2), N2(2:2), N2(3:1),
H2S(2:2), Kr(3:1), Xe(3:1), Xe(0.67):Ar(0.33) and Ar(2.5:1.5).

We observed only 52 and 6252 type of hydrate cages during hydrate growth in all the systems
that confirmed that only sl hydrate formed in all the systems. Figure 5.3, shows the number of
small (SC) and large (LC) cages occupied by gas species as a function of time during hydrate
growth in different systems. CO2 dominates SC and LC in all the systems though CO>
occupancy in cages initiates mainly after 10ns in most of the systems except for H.S(2:2) and
bulk CO, where it occurs by 5ns. CO2 dominates occupancy of both LC and SC in Xe(3:1)
system similar to bulk CO> system. However, occupancy of SC by CHys is slightly lower in
Xe(3:1) then bulk CO2 system. The cage occupancy is dependent on conc. of Kr in Kr(3:1)
and Kr(2:2) systems where LC are dominated by CO- at low conc of Kr, however, Kr occupies
large number of LC along-with CO at high conc of Kr in system respectively. Similar trend is
observed in N2(3:1) and N2(2:2) systems though occupancy of LC by Kr at high conc. is
comparatively less than CO2. H>S and CO, compete to occupy small and large cages in
H2S(2:2) system. The SC occupancy is Ar(2.5:1.5) system is CO2 > Ar > CH4, however, Ar
and CH4 compete to occupy LC and maximum LC are occupied by CO.. Interestingly, in
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Xe(0.67):Ar(0.33) system, CH4 occupies more number of SC and LC then Xe and Ar as
compared to lower occupancy of CHs than Xe and Ar in Xe(3:1) and Ar(2.5:1.5) systems.
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Figure 5.3: Number of small (Nsc) and large (N.c) cages as a function of time for different gas species in different
systems; (a) Kr(3:1) and Kr(2:2), (b) N2(3:1) and N2(2:2), (c) H2S(2:2), (d) Xe(3:1), (e) Xe(0.67):Ar(0.33) and
Ar(2.5:1.5) and (f) (CO2)e.

Figure 5.4 and 5.5 show the formation of Y-shaped growth synthon in different system which
is similar to results reported in previous Chapters during hydrate formation. Growth synthon
(GS) is formed by the combination of three large and one small cages, where two large cages
(L1 and L2) form the arms, third large(Ls) cage forms the tail and small cage (S) connects the
arms and tails in the GS. We also report the number of water molecules around a gas species
that form cages in a growth synthon as Nwe in Figure 5.6. The number of gas species that form
a growth synthon are reported as Neg in Figure 5.6 where any two gas species that belong to
cage of growth synthon should be within a distance of 6-8A. The number of gas species that
form GS in Xe(3:1) are at a distance > 8A till t" = 15ns as can be seen in Figures 5.4a and 5.6a.
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There is formation of tri-cage [L1(Xe)L3(CH4)S(CH.)] by 17ns and a 4-caged GS was observed
at t'=27ns. Similarly, formation of a tri-cage cluster [Li(Kr)Ls(Kr)S(Kr) and
L1(H2S)L3(CO2)S(CO2)] was observed in Kr(2:2) and H2S(2:2) systems as shown in Figures
5.4b, 5.5a and 5.6(b-c) at t* = 14ns and 13.6ns respectively. The GS in these systems were
observed at t* = 24ns and 28ns respectively. The formation of tri-cage cluster in presence of
hydrate promoter is contrary to dual-cages (LL or LS) formed in systems without hydrate
promoter (Chapters 2-4). However, we observed dual-cages (LL, CO; and N2) att” = 13.6ns in
N2(2:2) system though larges cages are partially formed as shown in Figures 5.5b and 5.6d.
Similar hydrate growth mechanism is observed in Ar(2.5:1.5) system as shown in Figures 5.5¢
and 5.6e where there is initial formation of LL dual cages formed by CH4 molecules. The bulk
CO2 system shows formation of dual LL (CH4 and CO2) cages followed by tri-cage cluster

leading to a growth synthon as reported in Figures 5.5d and 5.6f.
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Figure 5.4: Snapshots of MD trajectories during formation of growth synthon in (a) Xe(3:1) at t* = 27ns and (b)
Kr(2:2) at t* = 24ns. The red, white, yellow, cyan, dark green and purple spheres represent oxygen, hydrogen,

carbon (CO,), carbon (CH,), xenon and krypton atoms respectively.
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Figure 5.5: Snapshots of MD trajectories during formation of growth synthon in (a) H,S(2:2) at t* = 28ns, (b)
N2(2:2) at t* = 24ns, (c) Ar(2.5:1.5) at t" = 24ns and (d) (CO,)s at t" = 24ns. The red, white, yellow, cyan, brown,
blue and purple spheres represent oxygen, hydrogen, carbon (COy), carbon (CHa,), sulfur, nitrogen and argon

atoms respectively.
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Figure 5.6: Guest-water (Ngw) and guest-guest (Ngg) coordination number of gas species in a growth synthon as
a function of time (") (a) Xe(3:1), (b) Kr(2:2), (c) H2S(2:2), (d) N2(2:2), (e) Ar(2.5:1.5) and (f) (CO2)s systems.
The black, green, blue and red plot represent Nwg for large(L1), large(L2), small(S) and large(Ls) cages of growth

synthon. Cyan and magenta plot represents the Ngg coordination number.
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Figure 5.7: Schematic representation of cluster size and hydrate promoter in the system for (a-b) Xe(3:1) at 6ns
and 60ns (c-d) N2(3:1) at 1ns and 60ns. Green sphere represents the gas molecules contains in the gas cluster.
Rest of molecules are discarded for clear understanding. Cyan, white, red and blue sphere represent the carbon,
hydrogen, oxygen and nitrogen of hydrate promoter. Hydrogen bonding and polyhedral representation used for

water and methane of system, respectively.

The hydrate promoters preferred to be at the edges of the simulation box in all the systems as
shown for reference in Xe(3:1) and N2(3:1) systems in Figure 5.7. The side groups of HP
generated a hydrophobic region in bulk phase that lead to clustering of gas molecules near the
HP and was observed during NVT simulations at 300K. In most of the systems, HP was near
the gas clusters but in case of Kr(3:1) system, hydrophobic tail of HP interacted with gases in
the gas cluster. The hydrate cages start forming when the temperature of simulation was
lowered to 250K during NPT simulations and due to concentration gradient, gas species diffuse
from the gas hydrates into solution. However, the rate of diffusion of gas species from cluster
into the bulk phase varied based on the type of gas species. The gas species were assigned to
the cluster based on coordination number of water molecules around the gas species. If the
coordination number is 9 for distance between gas species and water being 6.0A, gas species
was assigned to the gas cluster else it belonged to the bulk solution. Figure 5.7 shows the ratio,
R of gas species that belong to the gas cluster to gas species in the bulk solution as given in Eq.
5.1.

Number of gas molecules in cluster

Roasi = Eqg. (5.1
gas in cluster Number of gas moleclules in bulk region q ( )
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Figure 5.8a shows the ratio of all the gas species in a cluster as compared to gases in bulk
solution and Figures 5.8(b-d) show R for a gas type (CHs, CO2 and Ggz). The largest gas cluster
was observed in Kr(2:2) system followed by Xe(3:1) system at the beginning of the production
run as reported in Figure 5.8a. However, with time, Xe(3:1) system also forms similar-sized
cluster and gas clusters are stable in both the systems over a long time. The gas cluster is the
smallest in Xe(0.67):Ar(0.33) system followed by H2S(2:2) system and cluster size in these
systems is smaller than (CO.)s system. There are different trends in lifetime of clusters and
amount of gas species in a cluster if we look at individual gas contribution to gas cluster as
shown in Figures 5.8(b-d). CH4 in gas clusters is retained for a longer time in Xe(3:1), Kr(2:2)
and N2(3:1) systems than any other system which could enhance selectivity of other gases than
CHa in the cages of first layer besides the interface. CHs4 contribution to gas cluster is least in
Xe(0.67):Ar(0.33) system, however, maximum contribution in this system is due to Xe and Ar
gases (Figure 5.8b). The contribution of third gas species (also fourth gas, Ar in
Xe(0.67):Ar(0.33) system) is shown in Figure 5.8d where H»S diffuses fastest out of gas cluster
in H2S(2:2) system followed by N2 in N2(2:2) system. Xe in the gas cluster shows a slower
decay than Kr cluster with time in Xe(3:1) and Kr(2:2) systems respectively. CO; is the most

labile gas in all the systems as could be seen due to small ratio of R, in Figure 5.8c.
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Figure 5.8: Ratio, R (a) all the gas species (b) methane (c) carbon dioxide and (d) third gas (Gs) in a gas cluster

as a function of time (t, ns) in different systems.
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Figure 5.9-5.11 shows the number of gas species in the simulation box as a function of time in
terms of three regions on left (Region -1, Region -2 and Region -3) and right (Region 1, Region
2 and Region 3) sides of seed (here seed is Region 0) where each region is of 12.0A along z-
direction in the simulation box. Figure 5.9 shows that number of CH4 molecules in different
regions for different systems. Regions -3 and 3 show a greater number of CH4 molecules with
time in all the systems due to the presence of hydrate promoter and gas cluster in these regions.
The maximum number of CH4 molecules in the Regions 3 and -3 are observed in Xe(3:1)
system as shown in Figure 5.9g. Similar scenario was observed in Xe:Ar(3:0.67:0.33) system
(Figure 5.9h) but with time few CHs molecules diffused from Regions 3 and -3 into the Regions
2 and -2. There was diffusion of substantial number of CH4 molecules between Regions 2 and
3 with time in Kr(3:1) and N2(3:1) systems with time as shown in Figure 5.9(e-f). However,
high concentration of CH4 was observed in Region I in H2S(2:2) system followed by N2(2:2)
and Kr(2:2) systems. Ar(2:5:1.5) system showed higher number of average number of CH4
molecules in Regions -1 and [ than in Regions -3 and 3. The bulk CO; system showed the

highest number of CH4 molecules in Regions -1 and [ as reported in Figure 5.91.

Figure 5.10(a-1) shows the number of CO; molecules in different regions as a function of time
in different systems. The minimum number of CO; molecules in the first layer beside the
hydrate seed (Regions -1 and 1) were observed in H2S(2:2) system followed by systems with
high conc. of third gas where CO> conc. decreases as Kr(2:2) < Ar(2.5:1.5) < N2 (2:2). The
highest number of CO2 molecules in Regions -1 and / were observed for Xe(3:1) system

followed by Xe(0.67):Ar(0.33) <Kr(3:1) <N2(3:1) systems.

Figure 5.11(a-h) shows the 3" gas distribution in different regions over time for all the systems
and Figure 5.11i represent the 4" gas (i.e., Ar) distribution in Xe:Ar(3:0.67:0.33) system only,
respectively. At low conentration, in the case of Xe(3:1), Xe:Ar(3:0.67:0.33) system,
maximum amount of 3™ gas contains in the 3™ regions over other two regions and least
diffusion was observer during simulation. It seems maximum amount of Xe participated in gas
cluster fomation that can be seen in Figure 5.9d. N»(3:1) behave similar to Xe(3:1) system
unlike region (-3) showed higher exchange with neighbouring region over time. 3™ gas
diffusion between 2" and 3™ regions was found for Kr(3:1) system. Initially, 3™ gas
concentration was high in 3™ regions that diffused with time. Region (3) showed the highest

highest exchange with neighbouring region (3) over other sides. The number of third gas
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molecules in first layer are higher than in other systems in Kr(2:2), N2(2:2), H2S(2:2) systems
as shown in Figure 5.11(a-c). This is in contradiction to the observed trend of less number of
CO; molecules in these systems in Figure 5.10(a-c). Similarly, Xe(3:1), N2(3:1) and
Xe(0.67):Ar(0.33) systems show less conc. of third and fourth gas in Regions I and -1 which
is contradictory to CO; conc. in these regions of these systems. The number of Xe and Ar atoms

are the lowest in Regions I and -1 in Xe(0.67):Ar(0.33) system.
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Figure 5.9: Number of CH4 molecules as a function of time in different regions on left and right side of hydrate
seed (region 0) in different systems: (a) Kr(2:2) (b) N2(2:2) (c) H.S(2:2) (d) Ar(2.5:1.5) (e) Kr(3:1) (f) N2(3:1) (g)
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We calculated the percentage of CO: selectivity, S over CHa in different systems as shown in
Eq (5.2), where Ngas is the number of gas molecules of a gas species and Niota are the total
number of gas molecules in the first hydrate layer formed in bulk phase. Selective sequestration
of CO2 over CHg is calculated as CO; selectivity, AS.,, which is difference in selectivity of
COz2and CHj4 as shown in Eq (5.3). Similarly, total selectivity, AS,, is difference in selectivity
of CO2 and third gas, Gs (except in Xe:Ar (0.67:0.33) system where 4™ gas also included) over
CHjs as shown in Eq. (5.4).

— (Neas
Sgas% = (Ntotal) 100 Eq. (5.2)
AScy (%) = Sco2(%) — Scua(%) Eq. (5.3)
AS7y (%) = Sco,+645(%) — Scua(%) Eq. (5.4)

Figure 5.12(a-b) shows AS.,, and AS;,, for ordered and total hydrate cages, respectively in
different systems where number of ordered cages are calculated using GRADE code and total
cages are calculated based on hydrate layer dimension (i.e., 12.0A from interface along z-axis)
for the first layer. Xe(3:1) showed the highest CO- selectivity (AS,,) both for ordered (65%)
and total (66%) cages. However, Ar(2.5:1.5) shows poor CO; selectivity in the presence of the
hydrate promoter. This is contradictory to poor CO2 selectivity observed in Xe(3:1) system and
best selectivity observed for Ar(2.5:1.5) system in absence of hydrate promoter (Chapter 4).
Similarly, good AS.y, (61%) was observed in Xe:Ar(3:0.67:0.33) for both ordered and total
cages. However, H2S(2:2) the lowest CO- selectivity. All other systems with third gases Kr and
N2 show lower selectivity than Xe(3:1) but higher than Ar(2.5:2.5) system. The selectivity for
COs2 in a system can be compared with bulk CO. system only in terms of total selectivity
(AStp) as both CO2 and third gas constitute the gases other than only CO: in bulk phase in
bulk CO2 system. The total selectivity for both ordered and total cages is relatively higher in
all the systems as compared to CO; selectivity. Xe(3:1) system shows good total selectivity
both in ordered(74%) and total(73%) cages similar to CO: selectivity in this system.
Interestingly, Kr(2:2) system also shows large total selectivity for both ordered (74.0%) and
total (77%) cages that suggests that Kr along-with CO, competes with CH4 to occupy cages in
Kr(2:2) system.

113



240 —|® (1)65ns (a) 240 — (b)
200} |= 25 200}
| 30ns o
51601 g 160
O (&) N
] i =
120} P " 120 - .
L% " p Lo = 1 ¥
so-* 2 o X 80~ * &
| ® . L ] | L ] ;
iy - 1 1 [ ] 1 1 1
o 123 PS8 2z-a0 123
Region Region
240 ) 240 -— (e)
200} 200
8“ 160 _o 8N160 __' E o :
z [ = i ¢ .
[ ® x 5 R * i * X L4 ]
801 . @ 80 *
I = x |
1 1 1 1 1 1 1
Vs T a0 128 82107123
Region Region
240 (2) 240 (h)
200 200
5160, ) 5 160,
Zo i n $ 4 A zo [~ ° - :
1202 o 1% « * 5|° 120}-= . 1
x x
e & o i & . &
80 80
1 L 1 1 1 1 1 1 1 1 1 1 1 1
0 3 -2 10 1 2 3 10 3 -2 -1 0 1 2 3
Region Region

240 (©)
200
S 160
P i L]
1204 x
= | s @
8e I : e x @
a0 ] ] 1 e ¥
3210 1 2 3
Region
240 -— @
200
5160 -
o B L
120-* = "ox
B l N
80 . °
1 1 1 1 1 1 1
b 3 -2 -1 0 1 2 3
Region
240 —: @)
200 _—. :
&
g 160§ s 3§
120 * ° .
80
1 L 1 1 1 1 1
4 3 -2 -1 0 1 2 3
Region
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different systems. Here, CM represents selectivity of CO, over CH, and TM represents selectivity of both CO,

Disordered cages) hydrate cages in

and third gas (in Xe:Ar (0.67:0.33) system where fourth gas is also included) as compared to CHa.

115



Conclusions

The present work reports the role of hydrate promoter in selective inclusion of CO> in sI-NGHs
in presence of polyatomic and monatomic third gases. The hydrate growth occurs via growth
synthon as was observed in systems without hydrate promoter (Chapters 2-4). However,
formation of three-caged aggregate in the initial stages of formation of growth synthon is
observed in presence of hydrate growth unlike the dual cages in systems without hydrate
promoter. There is formation of gas cluster near the hydrate promoter in all the system. The
lifetime of cluster is short in systems with H>S and N as third gases and lifetime is the largest
in Xe(3:1) system. The hydrate formation time reduces in presence of growth synthon in most
of the systems as compared to systems without hydrate promoter in Chapter 2 and 3, for e.g. in
Kr(2:2) system, ¢ = 25ns in presence of HP and 52ns in absence of HP; in Kr(3:1) system, ¢ =
25ns, in presence of HP and 45ns in absence of HP and in H>S(2:2) system, # = 16ns in presence
of HP and 55ns in absence of HP. Interestingly, though Xe(3:1) shows slow hydrate growth in
presence of HP (¢ = 42ns) as compared to system without HP (# = 28ns) but in current work
Xe(3:1) shows highest selectivity for CO2 among all third gas systems unlike poor CO>

selectivity of Xe(3:1) system in the absence of hydrate promoter.
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Chapter 6

Future Directions

Current work highlights the role of third gases in enhancing COz selectivity in different systems
at 250K and 15MPa. Argon is one of the promising third gases for enhancing CO» selectivity
in the absence of hydrate promoter at low temperature and high pressure and Xe shows the
poorest CO> selectivity in sI NGHs. However, the trend is reversed in the presence of hydrate
promoter (EDTA Bisamides) where Xe showed the highest CO» selectivity. Moreover, few
third gases like Kr and H2S showed different trends in formation of hydrate under different
conditions. Based on the current insights from the role of third gas in governing the CO>

selectivity in sSI-NGHs, we proposed the following aspects that could be explored in future.

ROLE OF CONCENTRATION OF THIRD GAS - In this thesis, we explored only two
ratios of CO; and third gases, 3:1 and 2:2 for all the third gases except Ar. Future work would
focus on exploring other CO: and third gas ranges and their effect in CO; selective

sequestration in natural gas hydrates.

ROLE OF TEMPERATURE AND PRESSURE - sI-NGHs with methane or carbon dioxide
as guest species have been explored over a wide range of temperature (250K to 280K) and
pressure (1MPa to 15MPa) '. However, the temperature and pressure in realistic conditions at
sea floors that favor methane hydrates are in range of 270K to 277K and pressure up-to SMPa.
The future works would explore the effect of third gases on CHs-CO; exchange with different
range of temperatures and pressures especially in temperature and pressure range which is

feasible for ocean floors.

ROLE OF HYDRATE PROMOTER - The current work highlights the formation of gas
clusters in presence of hydrate promoter, EDTA Bisamide. The future work would involve
understanding into the role of length of alkyl chains of EDTA Bisamides in formation of gas
hydrates with its effect on hydrate formation and COx selectivity in presence of different third
gases in CH4-CO» exchange in sI-NGHs. The insights from these studies would be helpful to
generate a library of novel, biodegradable hydrate promoters that could enhance selectivity of
CO> at low concentrations of third gas species as to enhance more encapsulation of CO2 in gas

hydrate cages.
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ROLE OF MIXTURE OF THIRD GASES — Chapter 4 explored the role of mixture of few
of the monatomic and polyatomic gases in CH4-CO; exchange in sI-NGHs. The future work
would include simulation and analysis for other polyatomic gases (CO, N2O and NO) and

monatomic gases (Ne, Ar, Kr and Xe) in CH4-CO> exchange in sI-NGHs.
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