
Time-dependent wave packet dynamics
of adiabatic and nonadiabatic reactive

scattering

A Thesis
submitted for the Degree of

Doctor of Philosophy

by

Jayakrushna Sahoo

School of Chemistry

University of Hyderabad

Hyderabad - 500 046, INDIA

December 2022





Dedicated

to
my Family

i







Certificate

School of Chemistry

University of Hyderabad

Hyderabad-500 046

India

This is to certify that the work contained in this thesis, titled “Time-dependent wave
packet dynamics of adiabatic and nonadiabatic reactive scattering”by Jayakrushna
Sahoo (Reg.No. 16CHPH12), has been carried out under my supervision and is not

submitted elsewhere for a degree.

This thesis is free from plagiarism and has not been submitted previously in part or in

full to this or any other University or Institution for award of any degree or diploma.

Parts of this thesis have been published in the following publications:

1. Sugata Goswami, Jayakrushna Sahoo, Suranjan K. Paul, T. Rajagopala Rao and S.

Mahapatra*, J. Phys. Chem. A 124, 9343 (2020).

2. Jayakrushna Sahoo, Ajay Mohan Singh Rawat and S Mahapatra*, J. Phys. Chem.

A 125, 3387 (2021).

3. Jayakrushna Sahoo, Ajay Mohan Singh Rawat and S Mahapatra*, Phys. Chem.

Chem. Phys. 23, 27327 (2021).

and presented in following conferences :

1. 16th Theoretical Chemistry Symposium (TCS-2019), 13-16 February, 2019, at BITS

Pilani, Pilani campus, Rajasthan, India (International).

2. The DAE Symposium in Current Trends in Theoretical Chemistry (CTTC-2020), 23-

25 September, 2021, (Virtual) by Chemistry Division, Bhabha Atomic Research Centre,

Mumbai, India (National).

3. 17th Theoretical Chemistry Symposium (TCS-2021), 11-14 December, 2021, (Vir-

tual) by Department of Chemistry, IISER Kolkata, India (International).

iv





“ Of course! I was an ordinary person who studied hard. There is no miracle peo-

ple! It just happens they got interest in these things and then learned all the stuff. They

are just people. There is no talent or special miracle ability to understand Quantum Me-

chanics or miracle ability to imagine electromagnetic fields that comes without practice

and reading and learning and study. So if you say you take an ordinary person who is

willing to devote a great deal of time and study and work and thinking and mathematics

then he’s become a scientist! ”

- Richard P. Feynman
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Chapter 1

Introduction

Understanding the chemical transformation of substances and predicting its outcomes

lies in the heart of chemistry. As is well known, a chemical change takes place when

the reacting species, or say the reagents change their chemical identity by breaking

the old chemical bonds to produce the products forming new bonds. These chemical

transformations take place in between the atoms or molecules of the reagents. Hence,

a molecular level understanding of these processes is necessary in order to explain the

underlying mechanism. This field of study falls under a broad umbrella of molecular

reaction dynamics [1]. The central theme of molecular reaction dynamics is to gain an

in-depth understanding of the chemical processes at the microscopic level. Basically,

it concerns with the answers to the fundamental questions, “how exactly does a chem-

ical reaction occur? how to predict and control its outcomes?”. Studies of reaction

dynamics in many senses is different from the bulk kinetics study of the chemical re-

actions. Most importantly, in bulk kinetics studies the reaction rate is measured under

the thermal equilibrium condition. In such cases the measured rate constant involves

many averages over all the accessible states of reagent and product. As a limitation

such studies are not capable to provide the detailed required information about the re-

action at a molecular level which is lost due to averaging. In contrast, the study of

molecular reaction dynamics offers a microscopic level understanding of the reactions

without averaging any information, and seek to explicate what actually happens to the

atoms or molecules during the reaction events. In addition, the informations obtained

from reaction dynamical studies can provide any particulars of the reaction in regard

to the bulk kinetics with appropriately averaging whenever required. Hence, studying

reaction dynamics is also crucial in interpreting the chemical kinetics of a reaction at a

macroscopic level.
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Most of the chemical phenomena occuring in the universe involves a series of or

a chain of basic single reaction steps. These individual steps are known as elementary

chemical reactions. For example, the reaction between hydrogen (H2) and oxygen (O2)

to form water (H2O),

H2 + O2 → 2H2O

generally involves the following elementary reaction steps.

H2 + O2 → H• + HO2
•

H• + O2 → O• + OH•

O• + H2 → OH• + H•

OH• + H2 → H2O + H•

The elementary reactions are generally part of big chemical reaction networks which

spans from simple molecules to complex molecular systems. They play a central role in

elucidating the mechanism of the whole reaction network. Hence understanding of the

elementary reactions is important in order to provide any information about the chains

of reactions they are involved in. Among various types of elementary reactions the

bimolecular reactions are most common. Research on the bimolecular reactions were

started in the preliminary days from studying the simple atom-diatom collisions in gas

phase, and still it is one of the most important area of research, both in experimental and

theoretical chemical dynamics [2]. Studying such reactions has immmense importance

in the chemistry of primordial universe, interstellar media and planetary atmosphere, as

well as in exploring the chemistry of various combustion processes [3]. Many of such

bimolecular reactions, particularly those involving alkali and alkaline earth metals have

been studied at the cold (temperature below 1 K) and ultracold (temperature below 1

mK) condition because of their potential applications in quantum information science

[4].

The bimolecular elementary reactions can be thought of as collisional events be-

tween the reacting species, scattering products into various possible directions. Every

single collision corresponding to the elementary reaction are uniquely characterized by

the velocity distributions, angular distributions, and rotational and vibrational quantum

state distributions of the newly formed products. These properties demonstrate the na-

ture of force acting among the constituent species during the reaction. Furthermore,

the outcome of a reactive chemical collision also depends on the chemical identity and

structure of the reacting species, and also on the relative orientation, velocity, and their

electronic, vibrational and rotational states. For example, consider a typical SN2 raction,
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F− + CH3Cl→ CH3F + Cl−.

For this reaction, the product formation will be more facile if the methyl chloride is ori-

ented in such a way that it faces the approaching F− ion from the CH3 side rather than

the Cl side. In such situation, the Cl− ion is expected to scatter into the forward direction

with reference to the initial approach direction of F− ion. Moreover, the products are ex-

pected to scatter with high relative velocity as a consequence of breaking of C-Cl bond,

and the reaction cross section can be enhanced by exciting the C-Cl stretching mode.

The intricate dependency of the outcome of a bimolecular collisional encounter on a

broad range of aspects has made their study highly exciting and also very challenging

too.

On the experimental side, many sophisticated techniques have been developed in

the last few decades to accurately examine the reaction dynamics of bimolecular colli-

sions. Most importantly, the emergence of crossed molecular beam apparatus in combi-

nation with suitable detection strategy has made the investigation of gas phase reactions

possible to a single collision event level by isolating the molecules/atoms of interest

spatially and also temporally. With the use of state-of-the-art pump-probe femtosecond

spectroscopic techniques the fast time scale measurements can be perfomed not only in

the gas phase, but also in the liquid and other condensed phases [5, 6]. Furthermore,

with the inception of futuristic detection techniques, like the laser induced fluorescence,

resonance-enhanced multiphoton ionization (REMPI), time-of-flight mass spectrome-

try, Rydberg atom tagging time-of-flight spectroscopy, and velocity map imaging, the

angular distribution of quantum state-resolved products can be measured with highest

possible resolution and unprecedented accuracy [7]. In case of certain reagents that

are difficult to generate in molecular beams, PHOTOLOC (Photoinitiated reaction ana-

lyzed by the law of cosines) [8] technique can work as an alternative to generate the re-

quired reagent with appropriate velocity by photodissociating some precursor molecules

[9–12]. The Quantum-state-specific backward scattering spectroscopy (QSSBSS) tech-

nique [13] can be used to measure the collision energy dependent angular distribution of

quantum state-resolved products which is mainly helpful in characterizing the reactive

resonances in bimolecular reactions. Moreover, with the use of Stark-induced adiabatic

Raman passage (SARP) technique [14], the reagent molecules can now be prepared

efficiently in their highly rovibrational excited quantum states with a large population

density. With the help of this technique the stereo-dynamical coherent control of in-

elastic cold collision between He and D2/HD have recently been perfomed by the Zare

group [15–17], which showed many interesting phenomena such as the role of shape
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resonance, the double-slit like molecular quantum interferometry etc. Reactive scatter-

ing experiment with rovibrationally excited reagent using the SARP technique is yet to

be explored.

Besides their importance in elucidating the scattering mechanisms, the experimen-

tal study of molecular collisions, particularly at cold and ultracold temperature condi-

tions, also aims at for the effective probe of the interaction potential among the col-

liding atoms. In this regard the complementarity between experimental measurements

and theoretically calculated results plays an extremely important role. The connection

between theory and experiment is especially strong and has been compelling in the field

of molecular reaction dynamics [18].

The entity that serves as a bridge between theory and experiment is the poten-

tial energy surface (PES), a fundamentally crucial concept in reaction dynamics. The

PES describes the potential energy with respect to a particular electronic state of the

system under study as a function of nuclear coordinates of each atom involved. The po-

tential energy arises from the electrostatic interactions among the electrons and nuclei

of the system in a given electronic state. The determination of PES is generally done

by invoking the celebrated Born-Oppenheimer (BO) approximation [19]. The BO ap-

proximation eases the theoretical procedure by disentangling the electronic and nuclear

motion from each other and then treating them separately. This is justified since the

nuclei are ≈1836 times heavier than the electrons and hence remain almost stationary

when the electrons complete a cycle of their motion. Therefore, to a good approxima-

tion it is reasonable to treat the electronic and nuclear motion separately, such that the

nuclei can be thought as to move under the average potential established by electrons,

while the electrons move instantaneously in a field of fixed nuclei. In principle, the

PES is generated by solving the electronic Schrödinger equation by ab initio electronic

structure methods for different chosen fixed nuclear configurations, and then by fitting

globally the ab initio generated potential energy points to suitable analytic function or

following interpolation techniques. In recent years the field of quantum chemistry has

seen an enormous advancement in the development of more accurate ab initio elec-

tronic structure theory which has made the precise calculation of highly accurate ab

initio electronic energies feasible. On the other hand, the advancement of fitting tech-

niques, particularly the emergence of machine-learning based artificial neural network

and gaussian process regression techniques [20] has perfected the ability to map out the

global PESs with high accuracy and efficiency, not only for atom-diatom systems but

also for bimolecular reactive systems involving many nuclear degrees of freedom.
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The PES acts as a force field and provides the potential energy for nuclear motion.

The gradient of the PES at a given point corresponding to a particular nulear configu-

ration determines the force acting on the atoms on that point, defining their subsequent

motion. Different region of the PES corresponds to different molecular structure of

the system under investigation. The region corresponding to the reagents and products

occur at the asymptotic part of PES. The most important points on a PES are the sta-

tionary points which correspond to the structures where the system remain stationary

without any external force i.e., the first partial derivative of the potential energy with

respect to at least one nuclear degrees of freedom is equal to zero. These points occur

in the interaction region of the PES, and include the molecular structure representing

the equilibrium minima and the transition states. The stationary points uniquely define

the topography or landscape of the underlying PES of a system. The chemical reac-

tion can be imagined as the movement of the nuclei over a potential energy landscape

from reagent asymptote to the product asymptote through the interaction region. Hence,

once the PES of the system under study is available, the dynamics of the reaction can

be studied by solving the equations for nuclear motion on the PES.

The BO approximation relies on the assumption that the electronic wave func-

tion behaves adiabatically with respect to the nuclear wave function, hence it is also

known as the BO adiabatic approximation. Here the term adiabatic is in the context

of the adiabatic theorem of quantum mechanics which in simpler terms means that if a

quantum mechanical system is subjected gradually to a changing external condition, it

adjusts/adapts itself to remain in the same functional form (wave function) during the

process. In that sense the PES which is calculated by solving the electronic Schrödinger

equation is referred to as adiabatic PES, and the electronic and nuclear wave functions

are said to be in the adiabatic representation. The validity of the BO approximation

remains intact as long as different electronic state PESs of the system are energetically

far apart from each other at all possible nuclear configurations. This may seem as an

oversimplification because in many cases, even starting from triatomic systems, there

is an increasing number of evidence that the adiabatic electronic states can come en-

ergetically closer and eventually cross or intersect with each other at certain nuclear

configurations, forming avoided crossings and conical intersections [21]. In such sit-

uations the electronic states are said to be coupled to each other through the nuclear

degrees of freedom, and this coupling is very strong in cases of electronic degenera-

cies. This leads to break-down of the BO approximation and the situation is no longer

adiabatic as the electronic transition now can happen in between the electronic states

through the coupling with change in nuclear configurations. This is known as electronic
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nonadiabatic phenomenon and the coupling between the electronic states are known as

nonadiabatic couplings. Sometimes the nonadiabatic coupling terms can be ignored

under strict BO approximation so as to confine the nuclear motion to a single adiabatic

PES, mostly to the ground electronic state PES. This is generally valid in most cases

of the bimolecular collisions under thermal conditions, if not all. In such cases a single

state adiabatic dynamics is carried out to obtain the reaction observables. However, re-

cent studies have shown that the bimolecular collisions can also be strongly influenced

by electronic nonadiabatic transitions [22, 23],even at cold and ultracold temperature

conditions [24–27]. In such cases a single state adiabatic dynamics is not sufficient,

and the reaction dynamical calculation must be perfomed in a coupled manifold involv-

ing more than one electronic states with the inclusion of the nonadiabatic couplings

among them. This is generally done numerically efficiently in a diabatic representation

[28, 29] where the complicacy due to singular nature of the nonadiabatic coupling is

circumvented by a suitable unitary transformation [21].

The reliability of the dynamical outcomes depends upon the accuracy of the un-

derlying PES. However, only the accuracy of the PES is not sufficient if the underlying

physical principle for describing the dynamics of the quantum mechanical objects, i.e.,

the atoms and molecules, is not accurate enough to reproduce the experimental mea-

surements within the experimental uncertainties. In principle, the nuclear dynamics can

be studied by following various methods with different underlying theory such as quan-

tum mechanical, classical or quasi-classical and statistical methods. The main aim of

the theoretical calculation is to compute a few reaction observables whose thorough ex-

amination reveals the details of the reaction dynamics. The most common observables

for the bimolecular reactions are reaction probability, opacity function, integral and dif-

ferential cross section, rate constant etc. A more detailed reaction mechanism, e.g., the

energy disposal and angular distribution of products, can be elucidated by resolving the

reaction observables into the quantum states of product diatom. In such cases it is called

as state-to-state dynamical study. The fundamental quantity from which various reac-

tion observables are computed quantum mechanically is known as the scattering matrix

or the S-matrix [30]. It is a unitary matrix and borrows the similar concept as in particle

scattering in theoretical physics [30]. In simpler terms it is defined as a matrix whose

individual elements represent the transition probability of an initial quantum state to

a final quantum state of a physical system encountering a scattering process. Various

quantum mechanical and semi-classical methods can be used to obtain the S-matrix

elements of the reactive scattering events in bimolecular collisions.
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In quantum mechanical methodologies, the time-dependent quantum mechanical

(TDQM) and time-independent quantum mechanical (TIQM) methods are generally

followed to study the reactive dynamics, which respectively solve the time-dependent

and time-independent Schrödinger equations. In the TIQM approach, the coupled-

channel Schrödinger equation is solved as an boundary value problem which involves

the diagonalization of the Hamiltonian matrix. Thus this method scales steeply with the

size of the problem as ∝ N3. For reactive scattering of triatomic systems, it is convenient

to use hyperspherical coordinates, which are independent of the arrangement channels.

However, it is not very straightforward to use hyperspherical coordinates for larger sys-

tems. Due to its potential of handling very low collision energies, the TIQM method

is best suited for cold and ultracold collisions. Moreover, the extraction of S-matrix is

done for only a single collision energy for each TIQM calculation.

Alternatively, in TDQM approach the time-dependent Schrödinger equation (TDSE)

is solved as an initial value problem by wave packet (WP) propagation techniques.

That is why this technique is also known as the time-dependent wave packet (TDWP)

method. In this thesis, the two acronyms TDQM and TDWP are used synonymously.

The TDWP method scales much better than the TIQM methods with respect to the

problem size (∝ N log N). Therefore, most of the atom-diatom quantum reactive scat-

tering calculations, and particularly those beyond the triatomic systems, have employed

such TDWP methods. Using TDWP method is advantageous in a way that the dynam-

ics of the process can be visualized pictorially by recording the WP snapshots inter-

mittently. For atom-diatom systems, Jacobi coordinates pertinent to either reagent or

product channel are most convenient to use in the TDWP methods. However, for state-

to-state calculations where the extraction of S-matrix is required, a time-consuming

tedious procedure of transformation between the two coordinate systems is inevitable.

There are various approaches exist in the literature which uses the TDWP methodology

for the calculation of S-matrix elements namely the reactant coordinate based (RCB)

[31–33], the product coordinate based (PCB) [34–36] , reactant product decoupling

(RPD) [37, 38], and the transition state wave packet (TSWP) [39–41] methods. More-

over, the scattering observables can be computed by calculating the outgoing flux at a

dividing surface. In such type of approaches, however, the reaction observables can not

be resolved into product internal quantum states. Another major advantage of using

the TDWP approach is that the scattering information can be computed for a range of

energy, corresponding to the energy range of the initial WP, for a single calculation.

Inspite of many advantages of the TDWP method, its major drawback is its inability

to operate at very low collision energies. This is because of the long de Broglie wave
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length of the WP at low collision energy which consequently needs a longer absorp-

tion range, and also a longer grid range, to efficiently damp out the reflected part of the

WP at the edge of the grid. Moreover, it needs a longer propagation time for the WP.

This particular problem had made the TDWP approach computationally unfeasible for

the study of low energy bimolecular collisions. However, with a recent crucial devel-

opment in the TDWP formalism, particularly in the absorption of the WP at the long

range region, it can now be used in the study of bimolecular reactive scattering at cold

and ultracold conditions even all the way down to the Wigner threshold regime [42].

There is another quantum mechanical method for studying the dynamics of bi-

molecular reactions particularly those involve intermediate complex during the reaction

which are supported by the deep wells present on the underlying PES. This is known as

the statistical quantum mechanical (SQM) method [43–50]. The fundamental supposi-

tion underlying the SQM method is that because of the long-lived nature of the interme-

diate complexes a complete randomization of the available energy into its all degrees

of freedom is assumed. This leads to a statistical behaviour of the energy disposal in

products. This statistical behaviour is also reflected in the isotropic angular distribution

of the products which comes as a consequence of the random nature of the phases of

the reactive S-matrix elements. This is due to the fact that the collision complex for

such reactions can survive more than a few of its rotational periods. In the formalism of

SQM method, the reaction observables are generally computed by calculating the cap-

ture probabilities of various reagent and product quantum states into the potential well.

The capture probabilities can be efficiently obtained by using TIQM or TDWP methods

[48, 49]. The SQM method is generally suitable for the complex-forming bimolecular

reactions and can be perfomed with low computational cost particularly when the scalar

observables like the integral cross section (ICS) and rate constant are desirable.

The detailed mechanism and the characteristic feature of a bimolecular reaction

can be examined from the knowledge of the various reaction observables. The reaction

probability gives the probability of the reactive event to occur and is generally expressed

as a function of energy. A sharp fluctuation or any type of undulation in the energy

dependence of the reaction probability is generally considered as the signature of the

reactive resonances in the reaction. When the reaction probabilities are expressed as

a function of the impact parameter or the total angular momentum (J) at a particular

value of collision energy, it is known as the opacity function. The knowledge of opacity

function is crucial in determining the maximum number of partial waves required to

obtain the converged reaction cross section. The ICS is defined as the effective area of
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target where the reacting species approach to each other and form the products. The

differential cross section (DCS) is also called the angular distribution of the products as

it provides the information as to which most probable angular direction the product is

scattered with reference to the direction of the attacking reagent atom. The DCS has

directional property and hence is crucial in examining the scattering mechanism of the

reaction. The integration of the DCS over the scattering angle provides the ICS. The

rate constant as is well known provides the information about the rate of the reaction

and is expressed as a function of the temperature. In addition, the product internal

state-resolved state-to-state reaction probabilities, ICSs and DCSs can be examined as

a function of product vibrational and rotational levels to elucidate the energy disposal

and scattering mechanism of products.

An extensive number of studies on a vast number of bimolecular reactions have

been done in the last few decades [2, 3, 51, 52]. Generally the dynamics of the reactions

is perceived and then categorized in terms of the type of mechanism they follow. More-

over, the mechanism of the reaction is intimately connected to mainly the topography

of the underlying PES of the reactive system. Nevertheless, other various factors also

affect the dynamics and mechanism of the reaction. This connection was first pioneered

by John C. Polanyi in the seventies, who studied an extensive number of atom-diatom

bimolecular reactions and led to establish the well known Polanyi’s rule [53, 54]. This

rule gives a qualitative idea about the energy disposal and energy requirement for var-

ious reactions based on the location of the transition-state barrier, whether it is early

or late, on the PES. Reactions with a barrier on the reaction path normally undergo di-

rect mechanism. These reactions are generally very fast and involves a simultaneous

bond breaking and forming at the transition-state geometry. The DCS of such reac-

tions strongly depends on the scattering angle and are very specific toward a particular

scattering direction, either backward or forward. However, reactions without barrier

generally involve complex formation during the reaction and are said to undergo indi-

rect mechanism. These reactions generally take more time to complete as compared

to the direct reactions because the collision complex spends a significant amount of

time inside the potential wells. The DCS of such reactions is generally symmetric with

respect to forward and backward region along the scattering angle. In addition to the

topography of the underlying PES, there are other major factors which can affect the

mechanism of the reaction such as the exoergicity or endoergicity of the reaction, the

mass combination of the reactive system and some additional factors such as the energy

supplied to the reagents in the form of vibration, rotation or translation.
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1.1 Objective of the thesis

The main objective of the current investigation is to understand and interpret the de-

tailed dynamical mechanism of various atom-diatom bimolecular reactions with vary-

ing complexity in the topography of the underlying PES. In particular, to study the

product energy disposal and the scattering mechanism by carrying out accurate quan-

tum dynamics. The reactions studied in this thesis are H (D) + LiH+ → H2 (HD) +

Li+ on the electronic ground state, the benchmark H + H2 → H2 + H reaction and

the S + OH → SO + H reaction on the ground electronic state PES of HSO reactive

system. These reactions are relevant to study of interstellar medium in astrochemistry.

In addition the hydrogen exchange reaction has its fundamental importance in under-

standing of the chemical reaction dynamics. Although a number of studies have been

performed on these reactions a comprehensive an accurate dynamical study relating to

the mechanism is lacking particularly for the first three reactions. Hence, the aim of the

present work is to provide an understanding of the mechanism of these reactions as well

as to obtain the accurate reaction observables like rate constant which can be used in

the astrophysical modelling of the corresponding reaction networks for the prediction

of accurate abundances of the interstellar ions and molecules. From the mechanistic

point of view, another goal is to emphasize on importance of the effect of extra energy

given initially in terms of vibrational and rotational excitation of reagent diatom and the

collision energy on dynamical outcomes and the consequent effect of the topography

of the underlying PES on the reaction observables. The notion to distinguish the sta-

tistical or non-statistical nature of a reaction histrorically lies on the forward-backward

symmetry of the product angular distribution. Another objective of the present work is

to quantity the interference terms due to the coherence among the partial waves which

can be used to distinguish the non-statistical nature of a reactions. Moreover, the mag-

nitude of the interference terms corresponding to different reactions can be related to

the topography of the PES of reactive system. The reactive dynamics of all the above

mentioned reactions are carried out by means of a product coordinate based TDWP

method [34, 36]. The first three reactions are studied in the adiabatic framework where

single state adiabatic state-to-state dynamics is carried out to obtain the necessary reac-

tion observables. For the hydrogen-exchange reaction, the dynamics is carried out in a

nonadiabatic framework in order to illuminate on the effect of nonadiabatic coupling on

the state-to-state reactive scattering dynamics.
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1.2 Overview of the thesis

In chapter 2, the details of the theoretical and computational methodologies for study-

ing the nuclear dynamics of the above mentioned reactions is presented. It begins with

a short introduction of the real wave packet (RWP) based TDWP method [34] to study

the nuclear dynamics of the three reactions. The method employed to study the single

state adiabatic state-to-state dynamics is described in detailed. The same methodology

is then extended to the nonadiabatic framework involving two strongly coupled elec-

tronic states. The methodology and the relevant equations for the nonadiabatic state-

to-state quantum reactive scattering study are introduced. The relevant equations for

the calculation of various reaction observables are presented and discussed. The impor-

tance of quantitying the interference terms among the partial waves and its relation to

the non-statistical nature of a chemical reaction is analyzed by introducing the relevant

equations. Finally, a short outline of the flux based TDWP method is given.

In chapter 3, a detailed state-to-state quantum dynamical study of the astrochemi-

cally relevant H + LiH+ → H2 + Li+ and D + LiH+ → HD + Li+ reactions is reported.

Fully converged quantum mechanical calculations accurately involving the coriolis cou-

pling terms are performed by a TDWP method at state-to-state level on the ab initio

electronic ground state PES of the LiH+2 ionic system. Initial state-selected total reac-

tion probabilities, ICSs, DCSs and thermal rate constants are calculated and compared

with the available results in the literature. Product state-resolved cross sections and

product vibrational and rotational quantum level distributions are also presented to un-

derstand the state-to-state dynamics. The average fractions of available energy entering

into product vibration, rotation and translation are calculated from the quantum me-

chanical cross sections to examine the energy disposal mechanism of the two reactions.

The scattering mechanism of the two reactions is also elucidated by calculating the

product state-resolved DCSs and the coherent partial wave contribution to the DCS as

a function of the scattering angle. The interference terms existing due to the coherence

between the partial waves are quantified and the nature of the interference, whether con-

structive or destructive, is deduced by plotting along the scattering angle. The effect of

ro-vibrational excitation of the reagent LiH+ on various reaction observales is examined

for the former reaction.

In chapter 4, the state-to-state quantum dynamical study of the benchmark H +

H2 → H2 + H reaction both in the adiabatic and nonadiabatic framework is presented.

The adiabatic dynamical calculations are performed on the lower adiabatic BKMP2
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PES by following the TDWP methodology. For the nonadiabatic calculations a two-

state coupled diabatic theoretical model is used to include all the nonadiabatic coupling

present in the 1E� electronic manifold of the H3 system. The nonadiabatic couplings are

considered here up to the quadratic approximation. The chapter is primarily divided into

three parts. The first part contains the findings on the effect of nonadiabatic coupling

in the state-to-state dynamics of the reaction with vibrationally hot reagent H2 (v=3,4,

j=0). In the second part, the effect of reagent vibrational excitation from v=0 to v=4 on

the scattering mechanism of the eaction is discussed from a mechanistic point of view.

The third part contains the findings on the effect of rotational excitation of the reagent

diatom in its ground vibrational (v=0) manifold on the state-to-state as well as overall

dynamics of the reaction.

In chapter 5, the dynamics of the S + OH → SO + H reaction at the the state-

to-state level is presented. The dynamical calculations are perfomed on the electronic

ground state (X̃2A
��
) PES and by following the TDWP method. Initial state-delected

total as well as state-to-state reaction probabilities, ICSs, DCSs and product vibrational

and rotational level distributions are obtained to elucidate the mechanistic details of the

reaction. Coriolis coupling terms of the nuclear Hamiltonian are included accurately.

The effect of reagent rovibrational excitations on the dynamics is examined in terms

of reaction probabilities, and the ICSs and DCSs are calculated for the reagent OH

(v=0, j=0). The dynamical observables are related to the topographical details of the

underlying PES.

Finally, in chapter 6 a short summary of all the work repoted in the thesis is pre-

sented along with the concluding remarks and a brief outlook.
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Theoretical and computational details

The theoretical formalism employed to study the state-to-state dynamics of different

atom-diatom bimolecular reactions are presented in this chapter. A real wave packet

(RWP) based TDWP method [34, 36] is used to obtain the state-to-state information

both in the adiabatic and nonadiabatic dynamics situations. In this method, the Schrödinger

equation for nuclear motion is solved numerically on a grid created in the Jacobi coor-

dinate system corresponding to the product arrangement channel. An initial WP cor-

responding to the reagent channel is constructed in a grid representation and then is

transformed to the Jacobi coordinates of the product arrangement channel. Then only

the real part of the WP is propagated in time by a Chebyshev polynomial based iterative

equation which is derived from the RWP formalism [34]. Finally the WP is analyzed at

the product channel to obtain the required reaction observables. The purpose of using

product Jacobi coordinate is to efficiently compute the S-matrix elements. The Coriolis

coupling terms present in the nuclear Hamiltonian is treated explicitly by this method.

This TDWP method in conjuction with the two-state coupled diabatic theoretical model

of Mahapatra et al. [55] is used for the nonadiabatic dynamical calculations. In the

nonadiabatic picture the WP is however propagated in a diabatic representation but is

analyzed in the adiabatic representation.

2.1 Methodology for adiabatic dynamics

Within the BO approximation the TDSE for the nuclear motion on a single adiabatic

PES is given as,

i�
∂Ψ

∂t
= ĤNΨ (2.1)

13
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where ĤN (=T̂N+V̂) is the nuclear Hamiltonian, which include the kinetic energy opera-

tor for the nuclei, T̂N and the PES V̂ , and |Ψ(t)� is the wave function for nuclear motion.

The coordinate dependency of the wave function is omitted here for brevity and will be

expressed later. In case of a explicitly time-independent Hamiltonian, the solution of

the TDSE can be written as

|Ψ(t)� = exp
�−iĤNt
�

�
|Ψ(t = 0)�. (2.2)

From the above equation of the solution of the TDSE, the working iterative equations

in the formalism of RWP method can be derived. In the formalism of the RWP method,

the system is allowed to satisfy a modified Schrödinger equation where a function of

the Hamiltonian replaces the Hamiltonian operator itself [34].

i�
∂Ψ�

∂τ
= f (ĤN)Ψ�. (2.3)

Here, |Ψ�(τ)� is the modified wave function, which has similar information as |Ψ(t)�, and

τ is the modified time [34]. After separating the real and imaginary part of the equation

from each other, the two different equations of motion are given as,

q(τ + Δτ) = −q(τ − Δτ) + 2 cos
�

f (ĤN)Δτ
�

�
q(τ), (2.4)

q(Δτ) = cos
�

f (ĤN)Δτ
�

�
q(0) + sin

�
f (ĤN)Δτ
�

�
p(0), (2.5)

where, |p(τ)� and |q(τ)� represent the imaginary and real part of the wave function

|Ψ(τ)�, and f (ĤN) is a function of the Hamiltonian which satisfies the modified Schrödinger

equation. Here Δτ represents the discrete time step for the modified time. For the time

propagation of the WP, the Chebyshev polynomial based three term iterative equation is

obtained by a cos−1 functional mapping, f (ĤN) = − �
Δτ

cos−1(ĤN,s), of the Hamiltonian

[34], where, ĤN,s = asĤN + bs, is the scaled and shifted Hamiltonian whose spectrum

lies in the interval −1 ≤ ĤN,s ≤ 1. Such type of scaling and shifting is necessary to

ensure a one-to-one mapping of the Hamiltonian. Here as and bs are the scaling param-

eters and are defined as,

as =
2

Emax − Emin
bs = −1 − asEmin,
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where Emax and Emin are the upper and lower bound of the Hamiltonian spectrum. Now

replacing the f (ĤN) in equations 2.4 and 2.5 with its functional mapping, the three term

iterative equation including the absorption boundary condition reads as [34, 56]

q(n + 1) = Â
�
− Â q(n − 1) + 2 ĤN,s q(n)

�
(2.6)

where n is the order of the Chebyshev polynomials, similar to the order/angle formula-

tion of Chen and Guo [57], and is related to the time as τ = nΔτ [58, 59]. Â is a damping

function applied at each iteration step to absorb the reflected omponents of WP near the

finite sized grid edges and given by the following functional form.

Â(x) = exp
�
−cabse

−2(xmax−xabs)
x−xabs

�
, (2.7)

where xabs is the grid point at which the absorption function is activated and cabs is the

strength of the absorption. Since the equation 2.6 can not be used to obtain the WP at

the first iteration step, the iteration is started by using the following equation [34],

q(1) = ĤN,s q(0) −
�

1 − Ĥ2
N,s p(0). (2.8)

The action of the operator
�

1 − Ĥ2
N,s on p(0) is achieved by expanding it in the Cheby-

shev polynomials as [59],

�
1 − Ĥ2

N,s =
�

k

ckTk(ĤN,s). (2.9)

The equations 2.6 and 2.8 serve as the principal iterative equations for the WP propaga-

tion in the RWP formalism. According to the two equations, sufficient information can

be obtained by propagating only the real part of the WP. However, the imaginary part is

required only once at the first iteration step.

For a A + BC→ AB + C reactive scattering problem, the two equations are solved

in the grid prepared in Jacobi coordinates corresponding to the product AB + C arrange-

ment channel. We define the reagent and product Jacobi coordinates as (R, r, γ) and (R�,

r�, γ�), respectively, where, R (R�) is the distance of A (C) atom from the center-of-mass

of BC (AB) diatom, r (r�) is the internuclear distance of BC (AB) diatom and γ (γ�) is

the approach angle of A (C) to the center-of-mass of BC (AB). These Jacobi coordinates

are schematically shown in Figure 2.1. An initial WP describing a particular initial con-

dition and a range of energies is prepared at the reagent asymptote in the body-fixed
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Figure 2.1: Schematic representation of the Jacobi coordinates corresponding to the
reagent (A + BC) and product (C + AB) arrangement channels used in the TDWP
method.

(BF) reagent Jacobi coordinate system. The real part of the WP is given as [36]

qjΩ(R, r, γ, 0) = F(R)φBC
v j (r)

√
wγPΩj (cos γ), (2.10)

where

F(R) =
sin[δ(R − R0)]

R − R0
cos[k0(R − R0)]e−βs(R−R0)2

(2.11)

is the translation component of the initial WP and represents the real part of a Gaussian

WP centered at, R=R0, multiplied with a Sinc function. The use of Sinc function is

advantageous in the sense that it helps the WP to produce a constant amplitude in the

distribution of desired range of momentum (or energy) [60]. The quantities δ and βs are

the width and smoothness parameter of the WP, and k0 represents the magnitude of the

wave vector corresponding to the negative momentum given to the WP equivalent to

the mean translational energy, Etrans. The term, φBC
v j is the rovibrational eigenfunction

of BC diatom in its vth vibrational and jth rotational level which is evaluated here by the

sine-DVR approach of Colbert and Miller [61]. PΩj (cos γ) are the associated Legendre

polynomials where Ω represents the projection of the total angular momentum, J, onto

the BF z-axis of the reagent Jacobi coordinate system. The imaginary part of the initial

WP, pjΩ(R, r, γ, 0) is given in the same way as qjΩ(R, r, γ, 0) [cf., equation 2.10] but with

cos[k0(R − R0)] is replaced with − sin[k0(R − R0)] in equation 2.10.

In order to propagate the WP in product Jacobi coordinates, both the real and

imaginary part of the initial WP are transformed from the reagent to product Jacobi

coordinate system before the start of the propagation. After the transformation, each

JΩ
�

component (corresponds to the projection state (Ω
�
) of J on the �R� vector which is

chosen as the BF z-axis of product Jacobi coordinate system) is given by the relation
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[36]

qJΩ�(R�, r�, γ�, 0) = NqjΩ(R, r, γ, 0)
R�r�

Rr
dJ
ΩΩ�(ϑ). (2.12)

In the above equation, N represents the normalization constant, dJ
ΩΩ�(ϑ) is the element

of reduced Wigner rotation matrix [62, 63] and ϑ is the angle between �R� and �R. After

preparation of the initial WP, the equations 2.6 and 2.8 are used for its propagation.

The action of the nuclear Hamiltonian ĤN,s on the real part of the WP is given by

the following equations [36] (atomic units used here).

ĤN,s qJΩ�(R�, r�, γ�, n) =
�
− 1

2µR�

∂2

∂R�2
− 1

2µr�

∂2

∂r�2

�
qJΩ�(R�, r�, γ�, n)

−
�

1
2µR�R�2

+
1

2µr�r�2

� �
1

sin γ�
∂

∂γ�
sin γ�

∂

∂γ�
− Ω�2

sin2 γ�

�

× qJΩ�(R�, r�, γ�, n)

+ V̂(R�, r�, γ�)qJΩ�(R�, r�, γ�, n)

+

�
J(J + 1) − 2Ω�2

2µR�R�2

�
qJΩ�(R�, r�, γ�, n)

− C+JΩ�
2µR�R�2

�
∂

∂γ�
−Ω� cot γ�

�
qJ(Ω�+1)(R�, r�, γ�, n)

− C−JΩ�
2µR�R�2

�
− ∂
∂γ�
−Ω� cot γ�

�
qJ(Ω�−1)(R�, r�, γ�, n) (2.13)

In the above equation, C±JΩ� =
√

J(J + 1) −Ω�(Ω� ± 1), represent the Coriolis coupling

terms. The quantities, µR� = mC(mA + mB)/(mA + mB + mC) and µr� = mAmB/(mA + mB)

represent the three body and two body reduced masses corresponding to the product

Jacobi arrangement channel. The Hamiltonian operator forms a tridiagonal matrix inΩ
�

for each J. The diagonal part of the matrix contains the radial kinetic energy operator

in R� and r�, the angular kinetic energy operator for ĵ�
2

and Ĵ2 and the potential energy

operator, V̂(R�, r�, γ�). The off-diagonal part contains the Coriolis coupling terms and is

responsible for the coupling of the WP qJΩ� with qJΩ�+1 and qJΩ�−1 components.

The action of the radial kinetic energy operator along R� and r� are evaluated by

fast sine transformation (sine-FFT) technique [64]. The action of the angular part of

the kinetic energy operator, which contains both the centrifugal and Coriolis coupling

terms, is evaluated by a discrete variable representation (DVR)- finite basis represen-

tation (FBR) transformation. The DVR basis constructed along γ� are based on the

Gauss-Legendre quadrature [65–67] rule where each node of the quadrature points are
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considered as the grid points along the Jacobi angle γ�. The action of the potential en-

ergy operator is evaluated by simple multiplication in the grid representation. The evalu-

ation of the Coriolis coupling terms becomes easier by parallelizing the calculation over

different Ω�. In this case each combination of the J, JΩ� and parity p (0 and 1) quan-

tum numbers is assigned to different processors so that the overall parity corresponds to

(−1)J+p. The communication is necessary only between the adjacent processors having

same J and same parity quantum numbers. It is noteworthy to mentioned here that the

calculations involving rotationally excited reagent are computationally more expensive

than those for reagent ( j=0). This is because both the parities are required to be consid-

ered for all values of J(> 0) [36, 68] in case of rotationally excited reagent. For every

J, a total of J+1 and (2J+1) values of Ω� are required for the reagent ( j=0) and ( j �0),

respectively.

At every step of iteration, the propagated WP is analyzed at the product asymptote

(at R� = R�d) by projecting it onto the specific product rovibrational states, φAB
v�, j� , which

yields the iteration number dependent coefficients as [59]

CJ
v, j,Ω→v�, j�,Ω�(n) =

�
φAB

v�, j�
∗(r�, γ�)qJΩ�(R� = R

�
d, r
�, γ�, n)dr� sin γ�dγ�. (2.14)

The product rovibrational wave functions φAB
v�, j� are evaluated prior to the WP propaga-

tion by solving the diatomic Hamiltonian of AB diatom at product asymptote, R� → ∞.

This is numerically evaluated by the sine-DVR approach of Colbert and Miller [61].

These coefficients are then used to obtain the energy dependent amplitudes in the

f -scale [34, 59], AJ
v, j,Ω→v�, j�,Ω�( f ), by the discrete Fourier transform method.

AJ
v, j,Ω→v�, j�,Ω�( f ) =

1
2π

N�

n=0

�
1 − δ0,n

2

�
CJ

v, j,Ω→v�, j�,Ω�(n)ei f n (2.15)

Here the symbol f represents f (Es) = − �Δτ cos−1 (asE + bs) which is the scaled and

shifted energy eigenvalue of f (Ĥs). The energy dependent amplitudes are transformed

to the space-fixed (SF) frame in order to account for the effect of long-range nature of

the centrifugal potential and the Coriolis couplings. This BF to SF transformation is

done by the following equation,

AJ
v, j,l→v�, j�,l�( f ) =

min( j�,J)�

Ω�Ω

T J
lΩAJ

v, j,Ω→v�, j�,Ω�( f )T J
l�Ω� . (2.16)
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In the above equation T J
lΩ and T J

l�Ω� represent the elements of the transformation ma-

trices, T and T�, corresponding to the reagent and product arrangement, respectively.

The matrices are the eigen vector matrix which diagonalizes the one-dimendional tridi-

agonal Coriolis coupling matrix at separate arrangement channels. The terms l and l�

represent the orbital angular momentum quantum numbers for teh relative motion of

reagents and products, respectively.

The energy dependent amplitudes in the SF frame are then used to calculate the

S-matrix elements in E−scale. With necessary phase correction, the equation reads as,

S J
v, j,l→v�, j�,l�(E) = − as

Δτ
�

1 − E2
s

�
k�k
µR�µR

2AJ
v, j,l→v�, j�,l�( f )

ḡ(−k)
e−i(k�R�d+δηv� j�l�+δηv jl). (2.17)

In the above equation, k and k� define the wave vector components associated with the

reagent and product channels, respectively. The term µR = mA(mB+mC)/(mA+mB+mC)

is the three body reduced mass corresponding to the reagent Jacobi arrangement chan-

nel. The quantity, ḡ(−k), is the incoming component of the initial WP having negative

wavevector, −k, and is determined at the reagent asymptote by the back propagation

method [69]. Here Es represents the scaled energy. The above S-matrix elements are

then transformed back to the BF frame by using the transpose of the transformation

matrices T and T� to obtain S J
v, j,Ω→v�, j�,Ω�(E) in helicity representation.

S J
v, j,Ω→v�, j�,Ω�(E) =

�

l�l

T J
ΩlS

J
v, j,l→v�, j�,l�(E)T J

Ω�l� . (2.18)

These S-matrix elements in the helicity representation can be used to obtain various

state-to-state observables.

2.2 Methodology for nonadiabatic state-to-state scatter-

ing dynamics

The methodology used to carry out the nonadiabatic state-to-state scattering dynamics

in the thesis is presented in this section. The RWP based TDWP method discussed in

the previous section is modified and extended to the nonadiabatic picture involving two

strongly coupled electronic states. A two-state coupled diabatic theoretical model is

used to include all the nonadiabatic couplings. In the present version of this formalism,
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only two electronic states have been considered, but due to its simplicity it can be read-

ily extended to the coupled states situations involving any number of electronic states

provided the diabatic potentials and diabatic couplings are given in advance.

For a coupled states situation involving two electronic states, the time-independent

nuclear Schrödinger equation in the adiabatic electronic representation is given as [55],

T̂N(Q)


1 0

0 1

 +

V−(Q) 0

0 V−(Q)

 +

Λ11(Q) Λ12(Q)

Λ21(Q) Λ22(Q)






Ψad
− (Q)

Ψad
+ (Q)

 = E


Ψad
− (Q)

Ψad
+ (Q)

 .

(2.19)

In the above equation, T̂N(Q) refers to the nuclear kinetic energy operator and {Q} col-

lectively represents the set of nuclear coordinates. V−(Q) and V+(Q) refer to the lower

and upper components of the adiabatic PESs, and Ψad
− (Q) and Ψad

+ (Q) are the corre-

sponding nuclear wave functions. The terms, Λi j (i, j=1,2), are known as the nonadia-

batic coupling elements which couples the two electronic states in the adiabatic repre-

sentation. These elements are given as [21],

Λi j = −
�

m

�2

2Mm

�
2Fi j

∂

∂Qm
+Gi j

�
, (2.20)

where, Mm represents the mass of mth nucleus and

F(m)
i j (Q) =

�
ϕel

i (qel; Q)
�����
∂

∂Qm

�����ϕ
el
j (qel; Q)

�
(2.21)

G(m)
i j (Q) =

�
ϕel

i (qel; Q)

������
∂2

∂Q2
m

������ϕ
el
j (qel; Q)

�
. (2.22)

In the above, |ϕel
i (qel; Q)� represents the adiabatic electronic wave functions which de-

pends on the set of electronic coordinates {qel} and also parametrically on the nuclear

coordinates {Q}. The terms F(m)
i j (Q) and G(m)

i j (Q) are known as the derivative coupling

and scalar coupling, respectively. When these two terms are non-zero, it is obvious from

the equations 2.21 and 2.22 that the two electronic states i and j are coupled through

nuclear motion.

Applying the Hellmann-Feynman theorem to the electronic Schrödinger equation

(Hel(qel; Q)ϕel
i (qel; Q) = Vi(Q)ϕel

i (qel; Q); Hel(qel; Q) being the electronic Hamiltonian),

it can be proved for the derivative coupling operator that [70],

F(m)
i j (Q) =

�
ϕel

i (qel; Q)
���� ∂∂Qm

Hel(qel; Q)
����ϕel

j (qel; Q)
�

Vi(Q) − Vj(Q)
, (2.23)
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where, Vi(Q) and Vj(Q) are the adiabatic PESs and are same as the V−(Q) and V+(Q).

When the two electronic states i and j are degenerate at some point in the nuclear co-

ordinates then Vi(Q) = Vj(Q), and Fi j(Q) exhibit singularity at those nuclear configura-

tions. Because of the diverging nature of the derivative of the electronic wave function,

the adiabatic electronic states lack analytical continuity [71]. This makes the adiabatic

representation unsuitable for numerically solving the Schrödinger equation in case of

strongly coupled electronic state situations.

This difficulty of adiabatic representation is circumvented by resorting to a dia-

batic representation [28, 29]. These two representations are related by an adiabatic-to-

diabatic unitary transformation (ADT). The diabatic representation is derived in such

way that the problematic singular derivative couplings vanishes in the new representa-

tion, making it suitable for numerical evaluation. Actually, in the new representation

the singular kinetic couplings are transformed to smooth potential couplings. Mathe-

matically, this transformation can be written as,

Ψd = SΨad, (2.24)

Hd = SHadS† = T̂NIn + U, (2.25)

where Hd is the diabatic Hamiltonian and U is called the diabatic potential energy ma-

trix (DPEM). The transformation matrix S is called as the ADT matrix. In the above

equation In is a n × n unit matrix, n being the number of electronic states involved.

For a coupled two-state situation as in the present case, the diabatic Hamiltonian

is given as [55],

Hd = T̂N(Q)


1 0

0 1

 +

U11(Q) U12(Q)

U21(Q) U22(Q)

 , (2.26)

and the time-independent nuclear Schrödinger equation in the diabatic electronic repre-

sentation is given as,

T̂N(Q)


1 0

0 1

 +

U11(Q) U12(Q)

U21(Q) U22(Q)






Ψd

1(Q)

Ψd
2(Q)

 = E


Ψd

1(Q)

Ψd
2(Q)

 , (2.27)

from where the corresponding TDSE can be obtained. The DPEM elements can be
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obtained by diabatizing the diagonal adiabatic potential energy matrix through the fol-

lowing similarity transformation,


U11 U12

U21 U22

 = S


V− 0

0 V+

 S†

=
V+ + V−

2
I2 +

V+ − V−
2


− cos 2α sin 2α

sin 2α cos 2α

 (2.28)

with

S =


cosα(Q) sinα(Q)

− sinα(Q) cosα(Q)

 . (2.29)

In equation 2.28, the dependency of the nuclear coordinate {Q} of different terms has

been omitted for brevity. The term α(Q) is known as the ADT angle and depends

upon the nuclear coordinates. It is system dependent and uniquely defines the DPEM

elements. The determination of the ADT angle and hence the DPEM is the central

part of constructing the diabatic representation where the nonadiabatic dynamics can be

carried out conveniently.

The initial WP is prepared in the adiabatic representation at the asymptotic reagent

channel. It can be located initially on either of the adiabatic PESs depending upon the

choice of the reaction dynamics study. The WP is first prepared in the BF reagent Jacobi

coordinate system (R, r and γ) and then transformed to the product Jacobi coordinate

(R�, r� and γ�) system. The real part of the adiabatic WP located on the lower adiabatic

PES V− is expressed as a column matrix,

qad,JΩ�(R�, r�, γ�, 0) = F(R)φBC
v j (r)

√
wPΩj (cos γ)

R�r�

Rr
dJ
ΩΩ�(ϑ)


1

0

 , (2.30)

where F(R) is the same as given in equation 2.11. The definition of rest of the terms

is the same as given in equation 2.10. The imaginary part of the adiabatic WP (pad,JΩ�)

is similar to the real counter part qad,JΩ� except the function cos[k0(R − R0)] in F(R) is

replaced by − sin[k0(R − R0)]. The initial real and imaginary parts of the WP defined

in the above equations are transformed to the diabatic representation by using the ADT

matrix (equation 2.29) prior to the propagation. In the diabatic representation these

functions can be written as

qd,JΩ�(R�, r�, γ�, 0) =


qd,JΩ�

1 (R�, r�, γ�, 0)

qd,JΩ�
2 (R�, r�, γ�, 0)

 = S qad,JΩ� , (2.31)
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pd,JΩ�(R�, r�, γ�, 0) =


pd,JΩ�

1 (R�, r�, γ�, 0)

pd,JΩ�
2 (R�, r�, γ�, 0)

 = S pad,JΩ� . (2.32)

Having prepared the initial diabatic WP and the diabatic Hamiltonian, the dynam-

ics is then carried out in the coupled diabatic representation by the RWP methodology.

In case of this coupled two-states situation, the main three-term iterative equation for

the propagation of the WP in time is given as,


qd,JΩ�

1 (n + 1)

qd,JΩ�
2 (n + 1)

 = Â

−Â


qd,JΩ�

1 (n − 1)

qd,JΩ�
2 (n − 1)

 + 2 Hd
s


qd,JΩ�

1 (n)

qd,JΩ�
2 (n)



 , (2.33)

where the coordinate dependence of the WP is omitted for brevity. In the above equation

Â is the absorption function which has same functional form as given in 2.7. Moreover,

Hd
s = asHd+bs1 is the scaled Hamiltonian matrix whose individual elements are scaled

and shifted so as to keep the respective eigenvalues in the range of -1 to +1. The

scaling parameters have been calculated in the same way as explained in the section

2.1. Moreover, the initial step of the iterative propagation is evaluated in similar way as

given in equation 2.8 but with required modification.

The action of the 2×2 diabatic Hamiltonian matrix Hd on the real (qd,JΩ�) and imag-

inary (pd,JΩ�) part of the diabatic WP column vectors is carried out by a straightforward

matrix multiplication. This is be given as,

Hd


qd,JΩ�

1 (n)

qd,JΩ�
2 (n)

 =

T̂Nqd,JΩ�

1 (n) 0

0 T̂Nqd,JΩ�
2 (n)

+

U11qd,JΩ�

1 (n) U12qd,JΩ�
2 (n)

U21qd,JΩ�
2 (n) U22qd,JΩ�

1 (n)

 . (2.34)

The action of the nuclear kinetic energy and the diabatic potential on the diabatic WP

is carried out in the same way as it is done in the adiabatic dynamics study, given in

equation 2.13 and explained in section 2.1. It is important to note here that the com-

putational time for the WP propagation in diabatic representation (involving both the

electronic states) increases twice as compared to the adiabatic single surface propaga-

tion. This is because the number of operations of the Hamiltonian on the WPs become

doubled in case of the former. Hence the calculations involving both the electronic

states are more time consuming than the single surface adiabatic calculations.
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At each step of iteration the diabatic WP is transformed to the adiabatic represen-

tation by using the ADT matrix as follows,

qad,JΩ�(R�, r�, γ�, n) =


qad,JΩ�
− (R�, r�, γ�, n)

qad,JΩ�
+ (R�, r�, γ�, n)

 = S† qd,JΩ�(R�, r�, γ�, n). (2.35)

After obtaining the adiabatic WP, any of its component can be analyzed depending

upon which product channel is to be investigated. The analysis is done at the product

asymptote (at R� = R�d) by projecting the adiabatic components of the WP onto the

specific product rovibrational states, φAB
v�, j� , which yields the iteration number dependent

coefficients as,

CJ
v, j,Ω→v�, j�,Ω�(n) =

�
φAB

v�, j�
∗(r�, γ�)qad,JΩ�

−/+ (R� = R
�
d, r
�, γ�, n)dr� sin γ�dγ�. (2.36)

These coefficients are then subsequently used to obtain the S-matrix elements. The pro-

cedure of obtaining the S-matrix elements from the iteration number dependent coeffi-

cients is the same as that is done in section 2.1. After obtaining the S-matrix elements,

various reaction observables can be calculated.

2.3 Calculation of reaction observables

2.3.1 Reaction probability, integral and differential cross section,
rate constant

For reactive scattering problem various reaction observables can be obtained from the

S-matrix elements to characterize the reaction dynamics. First of all, the state-to-state

reaction probabilities are obtained by taking the modulus square of the S-matrix ele-

ments as

Pv, j,Ω→v�, j�,Ω�(E) =
���S J

v, j,Ω→v�, j�,Ω�(E)
���2. (2.37)

The initial state-selected total reaction probabilities can be calculated by summing the

state-to-state reaction probabilities over all the final product quantum numbers. Simi-

larly, the product vibrational and rotational level resolved reaction probabilities can be

obtained by summing over appropriate final quantum numbers.
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The state-to-state ICSs and DCSs can be directly calculated from the S-matrix

elements by including all the partial wave contributions as,

σICS
v, j→v�, j�(E) =

π

k2

j�

Ω=0

gΩ
2 j + 1

Jmax�

J≥Ω
(2J + 1)

�

Ω�

����S J
v, j,Ω→v�, j�,Ω�(E)

����
2

(2.38)

σDCS
v j→v� j�(θ) =

1
4k2

�

ΩΩ�

gΩ
2 j + 1

������
Jmax�

J≥Ω
(2J + 1)S J

v jΩ→v� j�Ω�d
J
ΩΩ�(π − θ)

������
2

. (2.39)

In the above equation, dJ
ΩΩ�(π − θ) are the elements of reduced Wigner rotation matrix

[62, 63] and k =
�

2µREcol/�. The term gΩ equals to 1 and 2 for Ω = 0 and Ω > 0,

respectively. In equation 2.39, the definition of the scattering angle, θ, as given by

Zhang and Miller [72] (“π−θ” convention) is used. In this case it is defined as the angle

between the relative velocity vectors of the product diatom and the attacking atom. This

assumes θ = 0° and 180° as forward and backward scattering, respectively.

The state-to-state rate constants are obtained from the corresponding ICSs as,

kv, j→v�, j�(T ) =

�
8kBT
πµ

1
(kBT )2

� ∞

0
σv, j→v�, j�(E)e−E/kBT EdE, (2.40)

where kB is the Boltzmann constant.

The initial state-selected total ICS, DCS and rate constant can be obtained by sum-

ming up the corresponding state-to-state observables over the v� and j� quantum num-

bers.

The rotationally averaged thermal rate constant for v=0 is calculated as [73, 74],

k(T ) =
�

j

kv j(T )
Qrot

(2 j + 1)e−
(B j( j+1)hc)

(kBT ) , (2.41)

where B is the rotational constant of the reagent diatom, kv j(T ) is the initial state-specific

total rate constant, and Qrot is the rotational partition function which is given as,

Qrot =
�

j

(2 j + 1)e−
(B j( j+1)hc)

(kBT ) . (2.42)
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2.3.2 Calculation of product energy disposal

The energy disposal in products can be examined by calculating the average fraction of

the available energy entering into product vibration (� f �V�), rotation (� f �R�) and trans-

lation (� f �T �) from the state-to-state ICSs. The � f �� values are calculated at a particular

value of collision energy by the following equations.

� f �V� = 1
Eavσ

ICS
v j

�

v�

�

j�
σICS

v, j→v�, j�εv� j�=0 (2.43)

� f �R� = 1
Eavσ

ICS
v j

�

v�

�

j�
σICS

v, j→v�, j�(εv� j� − εv� j�=0) (2.44)

� f �T � = 1 −
�
� f �V� + � f �R�

�
(2.45)

where

Eav = Ecol + εv j − ΔE (2.46)

is the energy available to the products. In the above equations εv j and εv� j� represent the

rovibrational energy of the reagent and product diatoms, respectively. These energy val-

ues are taken with respect to the asymptotic reagent and product channels, respectively.

The term, ΔE denotes the exo- or endoergicity of the reaction without the zero-point

energy. The total (σICS
v j ) and state-to-state (σICS

v, j→v�, j�) ICSs are considered at a particular

collision energy of interest, Ecol.

2.3.3 Quantification of the interference between partial waves

It is well known that the DCS calculated by SQM methods [43–50] or by invoking the

random phase approximation (RPA) [43, 44], turns out to be forward-backward sym-

metric. In the RPA, all coherence between different Js are neglected considering the

phases of the reactive S-matrix elements to be random. This is generally justified for

reactions involving deep well where the collision complex survives more than few ro-

tational periods [44]. However, according to the study of Larrégaray and Bonnet [75],

the quenching of interference between partial waves may not be significant particu-

larly around the forward and backward scattering regions, which leads to an asymmet-

ric forward-backward scattering in the state-to-state DCSs. This can happen even for

complex-forming reactions. In their study [75], the deviation (due to the interference)

from the SQM or RPA DCSs was estimated by means of the chaotic dynamical model
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(CDM) [75] where different random numbers were assigned to the modulus and phase

of the S-matrix elements [75].

In the following, however, we quantify the interference terms from the S-matrix

elements calculated by the exact quantum scattering method. The deviation of these

terms from the RPA DCS can shed light on the importance of the non-statistical nature

of the reaction.

The DCS is generally defined as the modulus square of the scattering amplitude.

For the state-to-state DCS, this can be written as

σDCS
v j→v� j�(θ) =

�

ΩΩ�

gΩ
2 j + 1

����� fv jΩ→v� j�Ω�(θ)
�����
2

, (2.47)

where

fv jΩ→v� j�Ω�(θ) =
1

2ik

Jmax�

J=0

(2J + 1)S J
v jΩ→v� j�Ω�d

J
ΩΩ�(π − θ) (2.48)

is the reactive scattering amplitude. From the equation 2.48 onwards the value of Ω

quantum number is considered as 0 without loss of generality which makes the sum-

mation in equation 2.48 starts from 0. According to Jambrina et al. [76], the J-partial

dependent state-to-state scattering amplitude can be expressed as,

f J
v jΩ→v� j�Ω�(θ) =

1
2ik

(2J + 1)S J
v jΩ→v� j�Ω�d

J
ΩΩ�(π − θ), (2.49)

so that equation 2.48 becomes

fv jΩ→v� j�Ω�(θ) =
Jmax�

J=0

f J
v jΩ→v� j�Ω�(θ). (2.50)
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Upon substitution of equation 2.50 into equation 2.47, we get

σDCS
v j→v� j�(θ) =

�

ΩΩ�

gΩ
2 j + 1

������
Jmax�

J=0

f J
v jΩ→v� j�Ω�(θ)

������
2

=
�

ΩΩ�

gΩ
2 j + 1

����� f
0
ΩΩ� + f 1

ΩΩ� + f 2
ΩΩ� + · · ·

�����
2

=
�

ΩΩ�

gΩ
2 j + 1

��
f 0
ΩΩ� + f 1

ΩΩ� + f 2
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In the above equations, the subscripts for v, j, v� and j� were omitted whenever required

without altering the definition of the observables. The first term on the right hand side

of equation 2.51,

σRPA
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is the DCS due to the random phase approximation and is similar to the equation (30)

of Ref. [44]. The second term,
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1
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is the interference term and is similar to the equation (31) of Ref. [44]. This interference

originates due to the coherence among the partial waves which is neglected in the RPA.

The corresponding initial state-selected quantities can be obtained by an incoherent

summation over the v� and j� quantum numbers.

It is important to note some points regarding the nature ofσRPA
v j→v� j�(θ) andσINT

v j→v� j�(θ).

• Since σRPA
v j→v� j� involves modulus square of the complex number S J

v jΩ→v� j�Ω� , it is

always positive. Moreover, it involves modulus square of the reduced rotation

matrix elements, due to which it becomes symmetric with respect to θ = π/2.
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• Since σINT
v j→v� j� involves multiplication of two different complex numbers i.e., the

scattering amplitude corresponding to two different Js, it can have both positive

and negative values corresponding to constructive and destructive interference,

respectively.

• Most importantly, σINT
v j→v� j� can be plotted as a function of θ to illustrate the nature

of interference (constructive or destructive) and their effect on the DCS corre-

sponding to a particular scattering angle.

• The interference terms or the cross terms can be highly oscillatory along θ, par-

ticularly at the state-to-state level and can leave their oscillatory signature in the

state-resolved or even total DCSs.

The above points are true for the total (summed over final states) as well as the

state-resolved quantities. It is important to note here that the magnitude of the inter-

ference terms can be compared with the DCS due to RPA in order to examine their

contribution towards the total DCS. However, the only quantity that contributes to the

ICS is σRPA
v j→v� j� , because once equation 2.51 is integrated over θ (with weight factor of

sinθ), the σINT
v j→v� j� term vanishes due to orthogonality of the reduced rotation matrix el-

ements. Hence, the importance of the interference terms can only be assessed when the

reaction cross section is resolved over the scattering angle.

2.3.4 Partial wave contribution to the DCS

An important tool to contemplate the details of scattering phenomena is to examine the

contributions of different partial waves to the DCS. These partial DCSs can be calcu-

lated by confining the summation over J in equation 2.39 to a specific range, J ∈ [Ji, J f ]

[76], which can be chosen arbitrarily or by examining the variation of the opacity func-

tion as a function of J [77]. However, the partial DCSs calculated in this way include

the coherence between the Js only inside the [Ji, J f ] range but not outside of it [76]. In

order to account for the full coherence between the all Js, it is useful to calculate the

partial DCSs by the following equation,

σDCS(θ; [Ji, J f ]) =
�

ΩΩ�

gΩ
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������
J f�
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f J
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�
, (2.54)
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where the second term on the right hand side denotes the coherence terms outside the

[Ji, J f ] range. As the impact parameter is proportional to the total angular momentum

J, this kind of analysis helps to find a direct correlation between the scattering angle

and the impact parameter from which the scattering of products arises from different

mechanistic paths.

In addition, the first summation over J (from Ji to J f ]) in equation 2.54 can be

omitted to obtain the J−dependent partial DCSs which becomes a function of J. This

is given as,

σDCS
v j→v� j�(θ, J) =

�

ΩΩ�

gΩ
2 j + 1

������ f
J
ΩΩ�(θ)

�����
2

+
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2Re
�
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ΩΩ�(θ) f Ja

ΩΩ�(θ)
��
. (2.55)

In the above two equations, the subscripts for v, j, v� and j� were omitted for simplicity

without altering the definition of the observables. The equation 2.55 is quite similar to

the quantum mechanical generalized deflection function (QM GDF) derived by Jamb-

rina et al. [cf., Ref. [76]] except the term sin θ is not multiplied in the above equation.

This is because for the products scattered at θ = 0° and 180° the QM GDF exactly be-

comes zero making the partial wave analysis difficult. The QM GDF is an important

tool to describe the quantum mechanical correlation between the scattering angle, θ and

the total angular momentum, J.

2.4 Flux operator based TDWP method

The methodology of the flux operator based TDWP approach is discussed in this section

which is used to calculate the reaction probabilities of the S + OH→ SO + H reaction

in chapter 5 in order to compare with the probabilities obtained from the RWP based

TDWP approach. The details of this methodology are already discussed in Refs. [78–

80], hence only a brief description is provided here.

Unlike the RWP based TDWP method the complex WP in this case is propagated

on a grid constructed in the BF reagent Jacobi coordinate system (R, r, γ). Therefore,

the various parts of the Hamiltonian i.e., the kinetic energy and potential energy op-

erators are discretized by a grid representation in the reagent Jacobi coordinates. The

expression for the initial WP is same as in equation 2.10 but with the difference that it is
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complex and the F(R) is given by a Gaussian WP having the minimum uncertainty as,

F(R) = (2πδ2)−1/4 exp
�
− (R − R0)2

4δ2 − ik0(R − R0)
�
. (2.56)

Once the initial WP is prepared, it is propagated in time and space by using a kinetic-

energy-referenced second order split order method. This is simply given as,

|Ψ(Q, t + Δt)� = eiV̂Δt/2� eiT̂NΔt/� eiV̂Δt/2� |Ψ(Q, t)�, (2.57)

where {Q} collectively denotes the reagent Jacobi coordinates (R, r, γ). The action of the

radial kinetic energy operator is perfomed by a fast Fourier transform (FFT) technique

[64], whereas, the action of its angular part is perfomed by a DVR-FBR transformation

[65–67]. The action of potential energy is done by simple multiplication. At each time

step, the reflections of the WP at the grid boundaries are eliminated by using a sine type

damping function [81].

The initial state-specific total reaction probabilities are obtained from the average

value of the flux operator, F̂ = − i�
2µR

[ ∂
∂rδ(r − rd) + δ(r − rd) ∂

∂r ], in the basis of energy-

dependent scattering wave function calculated at a dividing surface (r=rd) located at the

product asymptote as

Pv, j(E) =
�
ψ(R, r = rd, γ, E)

����F̂
����ψ(R, r = rd, γ, E)

�

=
�

µr
Im

��
ψ(R, r = rd, γ, E)

�����
∂ψ(R, r = rd, γ, E)

∂r

��
, (2.58)

where, µr = mBmC/(mB + mC) is the reduced mass of the BC reagent diatom and

|ψ(R, r = rd, γ, E)� is the energy-resolved scattered wave function. The latter is obtained

by doing a Fourier transform the time-dependent WP |Ψ(R, r, γ, t)� at the dividing sur-

face r = rd.
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State-to-state quantum dynamics of H
(D) + LiH+ → H2 (HD) + Li+ reaction

3.1 Introduction

According to the standard Big Bang nucleosynthesis model the cooling of the universe

after the Big Bang was accompanied by the formation of first bound atoms and ions

of the universe i.e., helium, hydrogen and a very small amount of lithium [82–84].

During this recombination era when the temperature was down to some appropriate

value, formation of molecules and molecular ions began by the radiative association

between various atoms and thier corresponding ions. The first molecular species formed

in the early universe is the HeH+ ion [84–86]. Afterwards the formation of various

molecular species like H+2 , H2, He+2 , HD, LiH and LiH+ took place[82–84]. Dalgarno

and Lepp [87] first postulated the formation of LiH+ by the following ion-atom radiative

association processes.

Li+ + H→ LiH+ + ν,

Li + H+ → LiH+ + ν.

Moreover, they suggested that the cation LiH+ might be more abundant than the neu-

tral LiH species in the cosmic environment as the ionization of LiH is feasible at low

redshifts due to its low ionization potential. However, soon after its formation the LiH+

ion can undergo various collisional processes with the more abundant H and D atoms

present in the early universe. Because of its primordial astrochemical relevance, the

33
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chemistry of LiH+2 has received a great deal of attention in the past two decades [88–

115].

For the LiH+2 ionic system, Bodo et al. [89] carried out a computational analysis of

possible reactions occurring on the ground and first excited electronic states. According

to their study, the H + LiH+ collision leads to the following allowed reactions on the

adiabatic singlet ground electronic state.

H + LiH+ → H2 + Li+ (depletion)

H + LiH+ → LiH+ + H (hydrogen exchange)

H + LiH+ → H + LiH+ (Non-reactive)

H + LiH+ → H + H + Li+ (Collision induced dissociation, CID)

Among these the first two collisional processes involve reactive encounter. The deple-

tion reaction is highly exoergic (ΔE0 ≈ − 4.36 eV), as a result of of the large binding

energy difference between the LiH+ (≈ 0.112 eV) and H2 (≈ 4.47 eV) molecules. The

second reaction involves exchange of H atom and is thermoneutral. Both the depletion

and hydrogen exchange reactions are barrierless in nature. The third process is non-

reactive and involves elastic and inelastic energy transfer between H and LiH+. The

fourth one is the collision induced dissociation (CID) and can be assessible in the early

universe condition because of the low binding energy of LiH+. It was predicted that

the two processes, depletion and CID, serve as the major destruction mechanism for the

LiH+ ion in the early universe [96, 116]. In fact it was found that the CID process can

become dominant at intermediate collision energies and the depletion process is domi-

nated only at the low collision energy range [96, 108]. However, the other two processes

viz., non-reactive and hydrogen exchange, are responsible for the survival of the ionic

LiH+. Various theoretical predictions have been made for the above four processes to

estimate the rate of destruction and survival of the LiH+ ion and its relative abundance

in the post-recombination era.

3.1.1 Electronic ground state PES of LiH+2 reactive system

The LiH+2 ion has a relatively simple electronic configuration involving only four elec-

trons. Because of its unique structural features several global adiabatic PESs have been



Chapter 3 35

constructed for the electronic ground state in order to understand its spectral and re-

active behaviour [88, 92, 94, 95, 111, 112, 117–119]. Among these the 3D PES de-

veloped by Martinazzo et al. [92] have been widely employed in a number of spec-

tral (bound and quasi-bound states calculation) and scattering studies [96–98, 100–

102, 105, 108, 110, 114]. The PES was first constructed by calculating more than

11000 ab initio points with a multi-reference valence bond approach [91] and later cor-

rected with about 600 points calculated by MRCI method with CASSCF reference wave

functions and large basis sets [92]. The PES of Martinazzo et al. lacks the BSSE cor-

rection, however, explicitly includes the long-range interactions. For the latter purpose

the quadrupole-charge and polarisability-charge interactions between H2 and Li+ were

calculated at the full-CI level [92]. Subsequent theoretical studies at the CASSCF/MR-

CISD [94] and full-CI [95, 120] levels showed that the PES is reasonably accurate.

Recent calculation of PES includes that of He et al. [111] and Dong et al. [112]. He

et al. [111] reported the PESs of both the ground and first excited electronic state of

the LiH+2 system. They incorporated the correction for the BSSE in their calculations

of ab initio points and studied the dynamics of the reaction on the first excited state

only. Another PES has been reported by Dong et al. [112] for the ground state of the

LiH+2 system. This new PES is based on 7228 ab initio points calculated at the MRCI

level with CASSCF reference wave functions using aug-cc-pVQZ basis for H atom and

the cc-pwCVQ basis for Li atom with BSSE correction. It is worthwhile to mention

here that neither the PES of He et al. nor that of Dong et al. includes the long-range

interactions which can have a significant impact on the dynamics of such ion-molecule

reactions particularly at low collision energies.

The electronic ground state PES of LiH+2 is characterized by a T-shaped shallow

potential well at the C2v geometry. The energy of the potential minimum is −0.286 eV

with respect to the H2 + Li+ asymptote. The global minimum structure of the LiH+2
corresponds to a weakly bound complex resulting from the polarization-charge inter-

action between H2 and Li+. At the equilibrium minimum RH2 distance is 1.42 a0 and

RLi−H2 distance (from Li+ to the center of mass of H2) is 3.62 a0 with RH2 and RLi−H2

are perpendicular to each other. Two schematic representations of the PES is shown in

Figures 3.1 and 3.2 in order to understand its topography. These two figures show the

change in potential energy occurred when the H/Li+ atom attacks the LiH+/H2 diatom

form various angular approach. Figure 3.1 shows the 3D and contour plot for the H

atom moving around the LiH+ diatom fixed at a distance of 3.7 a0 which corresponds

to its value at the C2v minimum structure. Whereas Figure 3.2 shows the contour plot

for the Li+ ion moving around the H2 diatom fixed at its equilibrium bond distance of



Chapter 3 36

Figure 3.1: 3D perspective and contour plot of the PES of the LiH+2 constructed by
Martinazzo et al. shown for the H atom moving around the LiH+ diatom fixed at RLiH
= 3.7 a0 corresponding to the C2v minimum structure.
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Figure 3.2: Contour plot of the PES of the LiH+2 shown for the Li+ ion moving around
the H2 diatom fixed at its equilibrium bond length RH2 = 1.4 a0.
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1.4 a0. The zero of energy is set at the minimum value of the LiH+ diatomic potential

(its equilibrium minimum) when it is infinitely separated from the H atom. From the

Figure 3.1 it can be seen that when H attacks LiH+ it will favour to approach from the

H-side as it encounters attractive interactions rather than the Li-side. The star (∗) repre-

sents the C2v minimum in the diagram. Similarly it can be seen from the Figure 3.2 that

the shallow well appears when the Li+ ion approaches the H2 molecule in a direction

perpendicular to the H−H bond forming a T-shaped structure at C2v geometry.

The minimum energy paths (MEPs) for the depletion reaction are shown in Figure

3.3 for different angular approaches. These MEPs are constructed from the PES of

Martinazzo et al. as a function of the distance RLiH+− RHH at various fixed ∠LiHH bond

angles. It can be seen from the MEPs that the depletion reaction follows a pure downhill

path from the reagent side to the product side with no barrier in the entrance channel.

The MEP that goes through the T-shaped well occurrs at ∠LiHH ≈ 80° suggesting a

favourable glancing collision condition for the depletion reaction.
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Figure 3.3: Minimum energy paths for the depletion reaction, H + LiH+ → H2 + Li+,
at different approach angles (indicated in the panel) of the attacking H atom (∠LiHH
bond angle).

3.1.2 Current state of research

Among the above four processes the depletion reaction is the most studied one. Using

the 3D PES of Martinazzo et al. [92], Pino and co-workers [96] have calculated the
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ICSs and rate constants for the depletion, hydrogen exchange and CID processes for

different ro-vibrational states of the reagent LiH+. They employed a QCT method and

found an inhibiting effect of ro-vibrational excitation of reagent on the depletion pro-

cess. However, this was found to be opposite in case of the hydrogen exchange and the

CID processes. The CID process was in fact found to be dominant at higher collision

energies. Bovino et al. [102] calculated the ICSs and rate constants for the survival

and depletion processes of LiH+ (v=0, j=0) by employing a TIQM method and the PES

of Martinazzo et al. within the reactive infinite-order sudden approximation (R-IOSA)

and centrifugal sudden (CS) approximation. They found that the survival of LiH+ to

be the most likely at low temperature, however, the depletion process still remains to

be an important reactive process that is responsible for the destruction of LiH+ in the

recombination era.

Roy et al. [105] studied the dynamics of both depletion and hydrogen exchange

reactions by a TDWP approach on the PES of Martinazzo et al. The ICSs and rate

constants were calculated within the CS approximation at thermal condition. Sharp res-

onance oscillations were found in the reaction probabilities for both the processes at

low collision energies. Overall they concluded that the depletion process to be more

favoured over the hydrogen exchange process. In a later work [110] they extended their

study of both the reactions to cold and ultracold conditions where state-to-state reaction

probabilities, ICSs and rate constants were reported. They found that the product vibra-

tional and rotational distributions remain similar at both cold and ultracold conditions.

Dong et al. [112] studied the ICSs and DCSs of the depletion reaction calculated by

both QCT and TDWP method on a new PES. They found a good agreement between

their QCT and TDWP ICSs and a clear disagreement with the QCT ICS of Pino et

al. at higher collision energies. At lower collision energy, the disagreement between

their own QCT and TDWP ICSs was attributed to the possible quantum effects of the

resonance states due to presence of a shallow well on the PES (cf., Figure 6 of Ref.

112).

The depletion reaction has also been subjected to many stereodynamical studies

along with its isotopic variants. The DCS and different stereodynamical observables

were calculated by the QCT method on the PES developed by Martinazzo et al. [92].

The total DCS calculated by Li et al. [97] suggested a dominant direct mechanism at

low collision energies owing to more forward scattering than the backward one. At

higher collision energies it showed more backward and sideways behaviour suggest-

ing the possibility of insertion mechanism. In a later study, [101] they found that for
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heavier isotopes of the attacking atom the insertion mechanism at higher collision en-

ergies tends to disappear and the reaction becomes more direct. However, the DCS

calculated by Duan et al. [98] at collision energies below the binding energy of LiH+

shows asymmetric forward-backward behaviour predicting that the depletion reaction

is not a typical atom-diatom insertion reaction. Later Yang et al. [108] calculated the

total DCS for the depletion reaction for different ro-vibrational states of reagent LiH+

and reported that the insertion mechanism appears at low collision energies but with

a dominant direct mechanism. Recent QCT calculation of Li and Lei [114] showed a

fast abstraction mechanism for the depletion process at collision energies above 0.5 eV.

Moreover, using the PES of Dong et al. [112], a state-to-state quantum dynamical study

was carried out by Zhu et al. [113] for the depletion reaction. Product state resolved

ICS and DCS have been calculated by a TDWP method for the ground ro-vibrational

state of the reagent LiH+. The reaction was shown to follow a dominant direct mecha-

nism along with complex forming nature at low collision energies and a complete direct

mechanism at high collision energies.

3.1.3 Motivation of the present work

Although the above studies either employed the same PES of Martinazzo et al. [92]

or that of Dong et al. [112], the expected agreement between the QCT and quantum

mechanical (QM) results for the highly exoergic and barrierless depletion reaction was

not satisfactory [105, 112]. The disagreement could be attributed to the various approx-

imations used in the numerical implementation of the theoretical methods or different

PES used in the calculations. It is to be noted here that for the four processes mentioned

above, the exact QM ICSs and DCSs are yet to be determined on the PES of Martinazzo

et al. Therefore, one of the objective of the present work is to calculate the numerically

exact QM ICS and DCS for the depletion reaction on the PES of Martinazzo et al. for a

meaningful comparison with the previous QCT results.

Moreover, for the depletion reaction, the energy disposal to the various degrees

of freedom of product is not considered so far. It is clear from Figure 3.3 that for the

depletion reaction, the potential energy profile along the reaction path bears similar fea-

tures as that of an “attractive” PES, as classified by Polanyi [53], but with two important

differences that it is barrierless and has a shallow well along the reaction path. Since

the PES has no barrier along the reaction path, it is very unlikely that the Polanyi’s

rule [53, 54] or the sudden vector projection (SVP) model [121–123] can be applied
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to predict the product energy disposal. This is because these models or rules primarily

rely on the information of the transition state located at the energetic barrier. Rather, an

attempt is made here to find the correlation between the results of standard “attractive”

PES with barrier (predicted by Polanyi’s rule or SVP model) and the present results of

an attractive PES without a barrier.

Another important point to note here is that due to the shallow nature of well

present on the reactive PES, it is not clear so far that whether the mechanism of the

depletion reaction would behave statistically or non-statistically. In fact the previous

mechanistic details for the depletion reaction were predicted based upon the forward-

backward symmetry of the total DCS.[] However, according to Larrégaray and Bonnet,

[75] this notion of classification i.e., determining the statistical or non-statistical nature

from the forward-backward symmetry of the DCS, may not always hold true, especially

at the state-to-state level in the quantum limit. [75] This is because at the quantum

limit the interference between the partial waves may become significant around the

extreme forward and backward regions even for the complex-forming reactions [75].

Therefore, another objective of the present work is to quantify the interference effects

due to coherence of the partial waves which then can be used to distinguish the statistical

or non-statistical nature of a reaction.

Since the LiH+ ion is not amenable to direct experiment due to its low binding

energy, an accurate quantum dynamical study of the depletion reaction is essential to

understand the detailed reaction mechanism. In this chapter, a detailed quantum dy-

namical study of the depletion reaction and its isotopic variant

H + LiH+ → H2 + Li+ (R1)

D + LiH+ → HD + Li+ (R2)

is reported.

3.2 Computational details

The theoretical method described in section 2.1 of chapter 2 is followed here to carry

out the dynamical calculations for the two reactions, R1 and R2 on the ab initio PES

of Martinazzo et al. [92]. Various numerical parameters characterizing the WP and

the underlynig grid for the TDWP method need to be converged before the calculation

of any reaction observable. First, the convergence of each parameter is checked with



Chapter 3 41

respect to the energy resolved total reaction probability for J=0 where the WP is prop-

agated for only 20000 chebyshev iteration steps. The value of the concerned parameter

is varied until the total reaction probability is found to be unchanged. For the reagent H

+ LiH+ (v=0, j=0) reaction the initial values of the parameters are guessed arbitrarily.

However, for H + LiH+ (v=1, j=0), H + LiH+ (v=0, j=1) and D + LiH+ (v=0, j=0) the

converged parameters for H + LiH+ (v=0, j=0) are used as initial values.

It is important to note here that in order to ensure the convergence of the final

results, particularly in the low collision energy range, numerous test calculations are

performed with respect to each parameter for different reagent quantum levels of the

two reactions. The details of the converged parameters are given in Table 3.1 for R1

and in Table 3.2 for R2. The description of the parameters are given separately in Table

3.3. The results are converged up to a collision energy as low as 10-3 eV for which the

Table 3.1: Details of the numerical parameters used in the time-dependent wave
packet calculations for the, H + LiH+ (v=0−1, j=0−1) → H2 (v�, j�) + Li+, reaction.
(∗For J >0)

Parameter LiH+(v=0, j=0) LiH+(v=1, j=0) LiH+(v=0, j=1)
NR�/Nr�/Nγ� 255/255/55 255/255/65 255/255/50
R�min/R�max (a0) 0.3/28.0 0.3/30.0 0.3/28.0
r�min/r�max (a0) 0.3/34.0 0.3/34.0 0.3/34.0
R�d (a0) 19.0 19.5 21.0
Vcut (Eh) 0.3 0.3 0.3
R�abs/r�abs (a0) 24.0/24.0 24.0/24.5 23.0/26.0
Cabs/cabs 0.24/0.3 0.3/0.3 0.4/0.4
R0 (a0) 18.0 (23.0∗) 18.0 18.5 (21.5∗)
Etrans (eV) 0.12 0.12 0.14
δ 7.0 7.5 8.0
βs 0.7 0.7 0.7
nvab 15 15 15
n jab 32 32 32
nstep 60000 60000 60000
Time (fs) 2265.5 2275.4 2261.4
J range J=0-86 J=0-88 J=0-70

WP is propagated for longer times. A fine energy grid is prepared with equal spacing

of ≈0.001 eV in order to account for any possible resonances. The parameters listed

in Table 3.1 and 3.2 are also used for J > 0 calculations except for the location of the

center of the initial WP, R0. Since the centrifugal potentials for J > 0 decrease slowly

at large R and also due to the long-range interaction, R0 must be considered far out

in the reagent asymptote than that for J=0. Moreover, the total number of Chebyshev

iterations (nstep) decreases for J > 0 calculations because of the increase of the energy
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Table 3.2: Same as in Table 3.1 but for the, D + LiH+ (v=0, j=0) → HD (v�, j�) +
Li+, reaction. (∗For J >0)

Parameter LiH+(v=0, j=0)
NR�/Nr�/Nγ� 255/255/55
R�min/R�max (a0) 0.3/28.0
r�min/r�max (a0) 0.3/34.0
R�d (a0) 19.0
Vcut (Eh) 0.3
R�abs/r�abs (a0) 24.0/24.0
Cabs/cabs 0.24/0.3
R0 (a0) 18.0 (23.0∗)
Etrans (eV) 0.26
δ 7.5
βs 0.7
nvab 18
n jab 37
nstep 60000
Time (fs) 2297.48
J range J=0-97

Table 3.3: The description of the numerical parameters used in the time-dependent
wave packet calculations.

Parameter Description
NR�/Nr�/Nγ� Number of grid points along three product Jacobi coordinates (R�, r�, γ�)
R�min/R�max Extension of the grid along Rc

r�min/r�max Extension of the grid along rc

R�d Location of the dividing surface in the product channel
Vcut Cut-off potential
R�abs/r�abs (a0) Starting point of absorption along Rc and rc

Cabs/cabs Strength of absorption along Rc and rc

R0 (a0) Center of the initial WP in reagent Jacobi coordinate
Etrans (eV) Initial translational energy
δ Width of the initial WP
βs Smoothness of the initial WP
nvab Number of vibrational levels of the product diatom
n jab Number of rotational levels of the product diatom
nstep Number of iteration steps
Time Total propagation time
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threshold with an increase in J. This makes the reaction probabilities to converge for

less number of iterations. For H + LiH+ (v=0, j=0) the converged values of the nstep

are found to be 60000 and 25000 for J=0-75 and J=76-86, respectively, corresponding

to a total propagation time of 2265.5 fs and 931.3 fs. Similarly, for H + LiH+ (v=1,

j=0) the converged values of nstep are 60000, 30000 and 15000 for J=0-41, J=42-

62 and J=63-88, respectively, corresponding to the total propagation time of 2275.4

fs, 1137.7 fs and 563.4 fs. For H + LiH+(v=0, j=1) these are 60000, 40000, 30000,

21000 and 15000 for J=0-28, J=29-40, J=41-50, J=51-60 and J=61-70, respectively,

corresponding to the total propagation time of 2261.4 fs, 1507.6 fs, 1130.7 fs, 791.5 fs

and 565.3 fs. The number of partial waves considered to obtain converged cross ections

up to Ecol = 1.0 eV are given in the Tables for each initial state of LiH+.

3.3 Results and Discussion

The initial state-selected total as well as state-to-state reaction probability, ICS, DCS

and rate constants of both the reactions are presented and discussed in this section. The

energy disposal mechanism of both the reactions is examined in terms of the product ro-

vibrational level distribution and the average fraction of available energy enetering into

product vibration, rotation and translation. The interference due to coherence among the

partial waves are quantified which can be used as a tool to distinguish the non-statistical

nature of a reaction. The effect of collision energy and reagent ro-vibrational excitation

on various state-to-state dynamical observables of reaction R1 is investigated. A few

computed reaction observables are also compared with the available literature results.

3.3.1 Reaction probability and opacity function

The initial state-selected total reaction probabilities of both reaction R1 and R2 for J=0

are shown in Figure 3.4 as a function of collision energy. For R1 the probabilities are

shown for different initial states of the reagent LiH+. It can be seen from the figure

that for each of the initial ro-vibrational states of the reagent LiH+, the reaction prob-

ability curves exhibit sharp resonance oscillations below collision energy of 0.2 eV.

For energies above 0.2 eV, the resonance oscillations almost disappear and the reaction

probability decreases monotonically as collision energy increases. The resonance os-

cillations are due to the formation of quasi-bound complexes during the course of the

reaction which are supported by the shallow well present on the PES. This behaviour
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Figure 3.4: Initial state-selected total reaction probabilities of the H + LiH+ (v=0-
1, j=0-1) → H2 + Li+ and D + LiH+ (v=0, j=0) → HD + Li+ reactions for J=0
as a function of collision energy. The vertical lines represent the energy required to
dissociate of Li+−H bond from different ro-vibrational levels.

primarily suggests that for J=0, the reaction proceeds via a complex-mode mechanism

at low collision energies and a direct mechanism at higher collision energies. The ab-

sence of threshold in the J=0 probability curves signifies the barrierless nature of both

the reactions R1 and R2. In case of R1 the overall reaction probability decreases with

internal excitation of the reagent. Vibrational excitation is more effective than the ro-

tational excitation in reducing the probability within the binding energy range (marked

as vertical lines, see the inset). However, as collision energy increases, the probability

of LiH+ (v=0, j=1) product yield suddenly decreases and continued to be remain so at

higher collision energies. The reduction of reaction probability with internal excitation

of reagent can perhaps be attributed to the opening up of the competing CID channel.

This is because disposal of more internal energy in the weak Li––H bond facilitate the

dissociation of LiH+. Moreover, for the J=0 case, rotational excitation of LiH+ leads

to strong centrifugal distortion of the weak Li––H bond and can effectively promote the

CID process. now comparing R1 and R2, it can be seen that the probability of forma-

tion of HD is higher than that of H2 at almost entire range of collision energy considered

here. This suggests that with substitution of heavier isotopes on the attacking atom, the

reactivity of the depletion process increases.

In order to show the J dependence of both the reactions, the total reaction prob-

abilities for different J ≥ 0 and the opacity functions summed over all final states,
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(2J+1)P(J; E), are plotted in Figure 3.5 as a function of collision energy and J, re-

spectively. It can be seen from the probability plots that small resonance oscillations
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Figure 3.5: Initial state-selected energy-resolved total reaction probabilities and opac-
ity functions of the H + LiH+ (v=0-1, j=0-1)→ H2 (

�
v�,

�
j�,

�
Ω�) + Li+ and D +

LiH+ (v=0, j=0)→ HD (
�

v�,
�

j�,
�
Ω�) + Li+ reactions. (a)-(b) for H + LiH+ (v=0,

j=0), (c)-(d) for H + LiH+ (v=1, j=0) and (e)-(f) for D + LiH+ (v=0, j=0).

remain in case of J > 0 below collision energy of 0.2 eV, and these oscillations get

completely disappeared at higher collision energies. With increase in J, the threshold

of both the reaction increases, although it is slower in case of R2. This is because in-

crease in the centrifugal barrier height as J increases. The slow increase in reaction

threshold of R2 as compared to R1 is a direct consequence of the higher reduced mass

of the D + LiH+ reactive system. The overall reactivity of R1 is very high in the low

collision energy range and it decreases with reagent vibrational excitation for each J.

However, with heavier isotopic substitution on the attacking atom the overall reactivity

increases for each J quantum number. For higher J values the probability of both the

reactions decreases [cf., Figure 3.5(a), (c) and (e)]. This is due to an increase of cen-

trifugal potential for higher J values which makes the PES repulsive at high collision

energies. With increasing collision energy there is very less contributions from higher

J [cf., Figure 3.5(b), (d) and (f)], implying both the reactions are selective to specific
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J−Ecol region irrespective of the initial state of LiH+. Similar results are also found for

H + LiH+ (v=0, j=1) case of R1 but are not shown here for brevity.

It is well known that the total angular momentum, J, for the j=0 case, is propor-

tional to the impact parameter, b of the collisional system. So the maximum value of

b (bmax) can be estimated by the relation, bmax =

�
Jmax(Jmax+1)

2µEcol
�, where Jmax is the max-

imum number of partial waves contributing to the reaction at the collision energy, Ecol.

This information can provide a qualitative estimate of the maximum range of interaction

region in which the reaction occurs. The calculated values of bmax for H + LiH+ (v=0,

j=0) collision are found to be 12.05 a0, 11.7 a0, 11.33 a0 and 10.25 a0 at Ecol = 0.05,

0.1, 0.2 and 0.3 eV, respectively, with Jmax values 29, 40, 55 and 61 in that order. Since

the overall feature of the opacity functions of R1 for LiH+ (v=0, j=0), (v=1, j=0) and

(v=0, j=1) resemble each other, similar values of bmax can be anticipated for LiH+ (v=1,

j=0) and (v=0, j=1). Moreover, the bmax values for D + LiH+ (v=0, j=0) collision are

found to be 8.94 a0, 11.74 a0, 15.84 a0 and 19.07 a0 at Ecol = 0.05, 0.1, 0.2 and 0.3 eV,

respectively, with corresponding Jmax values of 41, 54, 73 and 88. Such large values of

bmax at such low collision energies suggest that the reactions R1 and R2 are feasible at

higher impact parameter collisions. This is due to the long-range interaction between

the reacting species in the LiH+2 system. For such a large range of b, two different kinds

of reaction mechanisms can operate. One at small and another at large impact param-

eter collisions. The scattering of products from these two kinds of collisions can be

extracted from the DCSs of the reactions which is discussed later in the chapter.

3.3.2 Integral reaction cross section

The initial state-selected total ICSs of the reactions R1 and R2 are plotted in Figure

3.6 as a function of collision energy in the log-log scale. The present QM results of

R1 which include the Coriolis coupling (QM-CC) are compared in panel (a) with var-

ious literature results obtained by QM-CC, QCT and QM-CS (QM method with CS

approximation) methods using different PESs. The results which is obtained by using a

PES other that of Martinazzo et al. are marked with a star (∗). The effect of reagent ro-

vibrational excitation and isotopic substitution is shown in panle (b). It can be seen from

panels (a) and (b) of Figure 3.6 that the total ICS decreases with increasing collision en-

ergy which characteristically features a barrierless reaction. Reagent ro-vibrational ex-

citation reduces the reactivity at all collision energies with a marked reduction in the low

collision energy range. The ICS of reaction R2 is found to larger than that of R1 in the
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higher collision energy range. This means upon substitution with a heavier isotope of

the attacking atom, the reactivity of the depletion process increases, more substantially

at higher collision energies than the lower one. The ICSs hardly carry any signature of

resonance oscillations. However, the reaction probabilities exhibited sharp oscillations

at low collision energies as shown in Figure 3.4 and 3.5 above. The resonance oscilla-

tions in the reaction probability, regarded as the quantal features and attributed to the

presence of a shallow well, are completely washed out in the ICS. This may be due to

an averaging over different partial waves and the sum over product internal states.

It can be seen from Figure 3.6(a) that a marked difference is found when the present

ICS values of R1 are compared with that of Roy et al. [105] This poor agreement

appears to be due to the use of CS approximation in their calculations which excludes

the Coriolis coupling terms. The agreement between the present QM-CC ICS of H

+ LiH+ (v=0, j=0) and that of the QCT ICS of Pino et al. [96] obtained using the

same PES is excellent in the entire collision energy range. In case of an exoergic and

barrierless reaction such an agreement between the QM and QCT results is obvious and

is obtained in the present case. This observation is further complemented with the very

good agreement of the present QM-CC ICS of H + LiH+ (v=1, j=0) with that of Pino

et al. [96] calculated by a QCT method on the same PES [cf., Figure 3.6(b)]. The QCT

ICS of Dong et al. [112], obtained by using a different PES, agree well with the present

ICS values and also with the QCT ICS values of Pino et al. [96] at low collision energies

but disagree at high collision energies. This good agreement between the QM and QCT

results suggests that the quantum effects due to the presence of the shallow well do

not show up in the total ICS even at low collision energies for this exoergic barrierless

reaction because the quantal resonance features average out in the ICS. Since the total

energy of the system is conserved, even at low collision energy, the products of the

reaction may have large energy content owing to the high exoergicity of the reaction (≈
4.6 eV) and the fact that a well is present at the product channel. At such high energy

content of products, the QM and QCT results are expected to agree with each other for

an exoergic and barrierless reaction even if the collision energy is low.

The comparison between the present QM-CC ICS of reaction R1 and the QM-CC

ICS of Dong et al. [112] shows a clear disagreement with each other and the pattern

of the variation of the latter as a function of collision energy approaches to the QM-CS

result of Roy et al. [105] [cf., Figure 3.6(a)]. The disagreement can be attributed to the

differences in the PESs used for the study. At a very low collision energy the reagents

move very slowly relative to each other. As a consequence, the dynamics is largely
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governed by the interaction forces compared to other factors and the latter depends on

the potential energy of the system. Therefore, the differences in the dynamical results

at such low collision energies must be attributed to the difference between the PES

used rather than the quantum effects. It has been observed that such quantum effects

disappear in the ICSs even at cold and ultracold conditions [110]. We mention here that

the PES of Martinazzo et al. explicitly considers the long range interactions between H2

and Li+ [92]. However, in case of the PES of Dong et al., these long range interactions

are not included [112]. This can have significant impact on the dynamics particularly at

lower collision energies. Moreover, the depth of the C2v minimum is found to be ≈0.286

eV with respect to the product (H2 + Li+) asymptote in case of the PES of Martinazzo

et al., [92] whereas, it is ≈0.23 eV with respect to the product asymptote in case of

the PES of Dong et al. [112] These differences in the PESs explain the differences in

the ICS values both at low and high collision energies. Moreover, for the H + LiH

neutral reaction, which has the same mass combination as the present system, such

differences have been reported below 0.06 eV of collision energy and were attributed

to the differences in the PESs used [124]. The QCT ICS of Li and Lei [114] obtained

using the PES of Martinazzo et al. [92] agree well with the present results at very high

collision energies. It is important to note here that for the H + LiH+ (v=0, j=0) reaction,

all of the ICS plots (except that of Li and Lei [114]) shown in Figure 3.6(a) converge up

to ≈ 0.11 eV of collision energy. The latter interestingly coincides with the D0 value of

LiH+ in its ground ro-vibrational state.

3.3.3 Total differential cross section

The initial state-selected total DCSs of both the reactions R1 and R2 are shown in Figure

3.7 as a function of the center-of-mass scattering angle (θ) at a few collision energies.

The effect of reagent ro-vibrational excitation and isotopic substitution on the attacking

atom are also shown. The total DCS values for H + LiH+ (v=0, j=0) reaction calculated

on the PES of Martinazzo et al. [92] are compared with the QM-CC DCS results of

Dong et al. [112] obtained on a different PES. The results are shown in the inset of

each panel of Figure 3.7. It can be seen from the figure that for LiH+ (v=0, j=0) of both

R1 and R2, the DCS is dominated by forward scattering at low collision energies with

little backward scattering, except at Ecol=0.1 eV, where a significant backward peak at

θ=180° is observed in case of R1. This indicates that both direct and complex-mode

mechanisms contribute to the reaction dynamics at low collision energy for H (D) +

LiH+ (v=0, j=0). At higher collision energies, however, the backward scattering almost
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reactions as a function of center-of-mass scattering angle (θ) at various fixed collision
energies. The present QM-CC results for H + LiH+ (v=0, j=0) calculated on the PES
of Martinazzo et al. [92] (black solid lines) are also compared with QM-CC results of
Dong et al. [112] (red dashed lines) obtained on a different PES and shown in the inset
of each panel.

disappears leading to only forward scattering in the total DCS. This indicates both the

reactions in general are dominated by a direct mechanism at higher collision energy. It is

noted here that the total DCSs are also calculated for collision energy greater than 0.35

eV (but up to Ecol=1.0 eV). These DCSs exhibit similar complete forward scattering and

are not shown here for brevity.

Vibrational excitation of the reagent decreases the magnitude of the total DCS of

reaction R1 in the collision energy range below 0.3 eV. However, as collision energy

increases, a forward peak in the DCS emerges and becomes more intense than that of H

+ LiH+ (v=0, j=0) [cf., Figure 3.7(f)]. Since the reduction occurs at almost all scattering

angles and is probably more in the backward region than the forward, it can be said

that the vibrational excitation of LiH+ partially inhibits the indirect mechanism of R1.

Moreover, the backward scattering seen in case of H + LiH+ (v=0, j=0) disappears

with vibrational excitation of the reagent. Therefore, the total DCS for H + LiH+ (v=1,



Chapter 3 51

j=0) becomes completely forward dominated as compared to H + LiH+ (v=0, j=0).

This indicates that the reagent vibrational excitation facilitates the breaking of Li-H

bond making the abstraction of the hydrogen atom easier and the reaction becomes

more direct as compared to H + LiH+ (v=0, j=0). It is to be noted here that with the

vibrational excitation of reagent LiH+, the reactivity of reaction R1 decreases. This is

because of the mirroring effect that the internal excitation of reagent LiH+ enhances the

reactivity of the two competing processes i.e., the hydrogen exchange reaction and the

CID [96]. The DCS for H + LiH+ (v=0, j=1) shows similar behaviour as H + LiH+

(v=0, j=0) except a drop in the magnitude at extreme forward and backward regions

implying a similar mechanism for rotationally excited reagent. By comparing the total

DCSs of R1 and R2 for reagent LiH+ (v=0, j=0) it is seen that the DCS becomes more

forward dominated upon substituting the attacking atom with heavier isotopes. This

primarily suggests that the mechanism of reaction R2 may possibly show more direct

nature as compared to R1.

The comparison of the present QM-CC total DCSs for H + LiH+ (v=0, j=0) with

that of Dong et al. [112] (displayed in the inset of each panel) shows very good agree-

ment with each other at low collision energies except some minor differences at the

extreme forward and backward directions. However, significant quantitative differences

persist at high collision energies particularly in the forward direction. These quantitative

differences can be attributed to the different PESs used in the theoretical investigations.

3.3.4 Rate constant

The initial state-specific thermal rate constants of the reactions R1 and R2 are shown

in Figure 3.8 at temperatures ranging from 50 to 10000 K. The present QM-CC rate

constant for H + LiH+ (v=0, j=0) is compared in panel (a) with the QCT rate constant

of Pino et al. [96] and the RCSA and RIOSA rate constants of Bovino et al. [102] It

is to be noted here that the QCT rate constant of R1 shown in Figure 3.8(a) is derived

from the QCT ICS of Pino et al. [96] for LiH+ (v=0, j=0). The present rate constant

of R1 exhibits negative temperature dependence above T = 180 K and shows a very

good agreement with the QCT rate constant. However, small quantitative differences

persist between the two. This is because the QCT ICS of Pino et al., [96] from which

the QCT rate constant is calculated, is from collision energy of 0.01 to 0.5 eV, whereas,

the present QM-CC ICS is from 0.001 to 1.0 eV. The variation of the QM rate constants

calculated by Bovino et al. [102] is found to be significantly different from the present
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Figure 3.8: Initial state-specific thermal rate constants of reactions R1 and R2 as a
function of temperature. (a) The present QM-CC rate constant of H + LiH+ (v=0,
j=0) is compared with the results available in the literature [96, 102]. The QCT rate
constant shown here is calculated from the QCT ICS of Pino et al. [96] (b) Thermal
rate constants of H + LiH+ (v=0-1, j=0-1) and D + LiH+ (v=0, j=0) showing the effect
of reagent ro-vibrational excitation and isotopic substitution.

result. It is noteworthy to mention here that in the investigation by Bovino et al., [102]

the rate constants were computed only up to 100 K and were then extrapolated up to

5000 K by an equation proposed by Stancil et al. [87] We note here that the Boltzmann

averaged rate constant of R1 obtained by Pino et al. [96] and Roy et al. [105] (not shown

here) also have similar order of magnitude. Even though the same PES of Martinazzo

et al. [92] was used in the above calculations, the differences are attributed to the severe

approximations employed in the previous theoretical studies [102, 105]. Despite the

differences, it can be seen that all the rate constants are of same order of magnitude.

The effect of reagent ro-vibrational excitation and isotopic substitution of the at-

tacking atom on the initial state-specific rate constant is shown in Figure 3.8(b). It can

be seen that the rate of the depletion reaction decreases at all temperatures with internal

excitation of the reagent LiH+ diatom. In particular, the vibrational excitation of the

reagent is more effective in reducing the rate as compared to the rotational excitation.

Moreover, it can be seen that for the reagent LiH+ in its (v=0, j=0) level, the rate of

reaction R2 is found to be a little higher than that of R1 above T ≈ 1000 K, and is

surprisingly lower in the temperature range below 1000 K. This suggests that the rate

of the depletion reaction increases with substituting heavier isotopes for the attacking

atom, but at higher temperatures.

In order to understand the rate of formation of product in its specific quantum state,

the state-to-state rate constants of both the reactions are analyzed. The most probable
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j�-resolved state-to-state rate constants of few selected v� levels are shown in Figure

3.9 for the H + LiH+ (v=0, j=0) case at temperatures ranging from 50 to 4000 K. It
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Figure 3.9: Product rotational level resolved state-to-state rate constants for the, H +
LiH+ (v=0, j=0)→H2 (v�, j�,

�
Ω�) + Li+ reaction shown as a function of temperature.

The state-to-state rate constants are shown by lines of different types and colours.

can be seen that threshold appears for the formation of product in some specific (v�,

j�) states (shown by dashed lines in Figure 3.9). This is because these product energy

levels lie above the LiH+ (v=0, j=0). For the product states which does not exhibit

threshold, the rate constant shows negative temperature dependence starting from T =

180 K. However, for others the rate constant increases with increase in temperature up

to ≈ 1500 K and decreases afterwards. The same observation has also seen in case of

teh reaction R2. It is found that the formation of H2 is most probable in its (v�=10,

j�=12) quantum state below 2000 K and in its (v�=12, j�=9) quantum state above 2000

K. Similarly, the formation of HD from reaction R2 is found to be most probable in

its (v�=11, j�=16) quantum state below 1500 K and in its (v�=12, j�=16) quantum state

above 1500 K. Therefore, it can be concluded that the product H2 and HD preferably

formed in their highly vibrationally and rotationally excited states.

3.3.5 Product ro-vibrational level distribution

So far we have discussed the initial state-selected dynamics of both reaction R1 and

R2. In what follows next we discuss the state-to-state dynamics of both the reactions

in order to understand the detailed reaction mechanism. The product vibrational level

distributions (summed over j�) of the reactions R1 and R2 are shown in Figure 3.10

in terms of ICS at three different collision energies. These distributions represent the

product vibrational level resolved ICSs as a function of v� at selected collision energies.

It can be seen from the figure that the products are highly vibrationally excited leading
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Figure 3.10: Product vibrational level distributions in terms of ICS for the H + LiH+

(v=0-1, j=0-1)→ H2 (v�,
�

j�,
�
Ω�) + Li+ and D + LiH+ (v=0, j=0)→ HD (v�,

�
j�,�

Ω�) + Li+ reactions at three different collision energies, Ecol = 0.03, 0.1, and 0.5 eV.

to an inverse Boltzmann population distribution in both the cases of R1 and R2. This is

a typical feature of the energy disposal on an attractive PES according to the Polanyi’s

rule. [53, 54] The rule suggests, if the energy releases before the formation of the prod-

uct then it mainly goes into product vibration. It is evident from the minimum energy

path of the reaction (cf., Figure 3.3) that the interaction energy decreases before the

formation of Li+––H2 complex while the H atom is still approaching the LiH+ diatom.

The effect of ro-vibrational excitation in reaction R1 is not so apparent as the qual-

itative as well as the quantitative features of the distributions are more or less the same

for a fixed value of collision energy. However, differences persist between the distribu-

tions of R1 and R2 for LiH+ (v=0, j=0). It can be seen that with substitution of heavier

isotope on the attacking atom more vibrational levels of product get populated and the

maximum of the vibrational distribution shifts towards higher v� levels at each collision

energies. This is purely because of the kinematic effect as the product diatom HD of

R2 has lower vibrational energy-spacing than H2 due to heavier mass and consequently

is able to populate more vibrational levels than R1. In fact it is because of this reason

that the reaction R2 has higher reaction cross section than R1 [cf., Figure 3.6(b)]. This

evident from the vibrational distribution plot that the population to the lower v� levels is
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almost same for both R1 and R2, and the major contribution to the cross section of R2

mainly comes from the higher v� levels.

A close examination of Figure 3.10 reveals that the maximum of the vibrational

distribution mildly shifts towards higher v� (reaching to a maximum at v�=12 for R1

and 14 for R2) as collision energy increases up to Ecol = 0.1 eV. Afterwards, it shifts

back to its original position when collision energy further increases [cf., Figure 3.10(c)].

This indicates a very mild effect of collision energy on the vibrational distribution of the

reaction. An examination of the product vibrational energy levels at the asymptote of the

LiH+2 PES shows that a total 15 vibrational levels of H2 (v�=0 to 14) and 18 vibrational

levels of HD (v�=0 to 17) lie below the three-body dissociation limit can be populated.

Indeed, Figure 3.10 shows that the product states are populated up to the energetic limit

i.e., the energy available to the products except at the lowest collision energy. However,

the most efficient energy transfer does not occur to the highest v� level. The maximum of

the vibrational distribution lies at an intermediate v�. This is because of the availability

of a fewer number of quantum states for higher vibrational levels and the possibility

of secondary collisions of Li+ ion with H2 or HD particularly at low collision energy

where complex-mode mechanism can dominate. The latter is indeed supported by the

shallow well on the PES which may reduce the vibrational excitation of the products.

The above observations show that the product vibrational distribution of reaction

R1 is hardly affected by any form of energy supplied to the reactive system. This is

because the structure of the C2v complex is such that it does not allow the relative trans-

lational and the vibrational mode of reagent to effectively couple with the vibrational

mode of product as it is shown in Figure 3.11.

Figure 3.11: Cartoon diagram show-
ing a qualitative scenario of coupling
between various modes of reagent and
product diatoms in the LiH+2 system.

Due to the C2v structure of the complex, the rel-

ative translational mode along R and the vibrational

mode along r of the reagent couples weakly to the

product’s vibrational mode along r�. The vector �R

and �r are almost perpendicular to �r� and hence the

coupling is not strong (cf., Figure 3.11). This indi-

cates the energy released into product vibration must

come from the exoergicity of the reaction; largely

from the binding energy of the H2 molecule. This

reflects the dominant role of the exoergicity in the energy disposal mechanism of the

reaction.
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The consideration of the couplings between various modes of reagent and product

diatoms merits some justification here. First of all we would like to mention here that

the well present at the product valley is not too deep. The depth of the well is only

∼0.286 eV with respect to the product asymptote. Because of the shallow nature of

the well, the intramolecular vibrational redistribution (IVR) can be very slow during

the course of the reaction. In that limit the coupling between various modes of reagent

and product diatoms can be assigned, provided there will be no energy flow among

various internal modes of the complex [125]. This is indeed justified because of the large

frequency difference of the H––H (∼4000 cm−1) and Li––H (∼650 cm−1) vibrations in the

LiH+2 molecular system [126] which can result in slow IVR. Moreover, the reaction is

found to proceed through a direct mechanism at higher collision energies which may

not facilitate IVR. Hence, in the limit of minimal IVR, it is resonable to consider the

couplings between various modes of reagent and product diatoms in the C2v complex.

The product rotational level resolved state-to-state ICSs of reaction R1 and R2

are presented in Figure 3.12 for reagent LiH+ (v=0, j=0). The state-to-state ICSs are

shown here at two collision energies, Ecol = 0.1 and 0.3 eV, in terms of “triangle plots”

[53, 54] as a function of v� along the abscissa and j� along the ordinate. These plots

represent the product ro-vibrational level population distributions at selected energies.

The immediate observation that can be made from these plots is the appearance of a

ridge structure of the distribution nearly along the diagonal. The ridge structure moves

from the region of low v� and high j� to a region of high v� and low j�. This suggests

that for every v� level a very narrow range of j� levels are populated. Almost similar

observations are also found for LiH+ (v=1, j=0) and LiH+ (v=0, j=1) of R1 (not shown).

The above observation is in contrast with the neutral, H + LiH → H2 + Li, reac-

tion where a broad range of j� distribution has been found. [127] Such differences may

arise due to the difference between the exoergicity of the two reactions as the neutral

reaction is less exoergic (ΔE0 ≈ -2.258 eV [128]) than the present ionic reaction. For

lower v� levels, products are rotationally excited and for higher v� levels products are

rotationally cold akin to the j� distributions for the neutral counterpart of the reaction

R1. [127] Similar observations are also reported in cold and ultracold conditions by

Roy and Mahapatra [110]. This suggests that for the reaction R1 the energy disposal

mechanism in thermal conditions is no longer different from that in cold and ultracold

conditions. Moreover, the product rotational level resolved state-to-state ICSs are calcu-

lated at few more collision energies for LiH+ (v=0-1, j=0-1). The results are not shown

here for brevity but indicates a very similar behaviour. This reflects the independent
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Figure 3.12: Contour plots of product rotational level resolved state-to-state ICS for
the H + LiH+ (v=0-1, j=0-1)→ H2 (v�, j�,

�
Ω�) + Li+ and D + LiH+ (v=0, j=0)→

HD (v�, j�,
�
Ω�) + Li+ reactions shown as a function of v� (abscissa) and j� (ordinate)

quantum numbers at two collision energies, Ecol = 0.1 and 0.3 eV. The contour lines
in panels (a) and (c) are separated by 0.1 Å2, while those in panels (b) and (d) are
separated by 0.02 and 0.03 Å2, respectively.

nature of the product rotational level distributions with increasing collision energy and

reagent ro-vibrational excitation. Furthermore, the effect of the isotopic substitution of

the attacking atom is not so significant as can be seen from Figure 3.12(c) and (d).

The diagonal nature of the “triangle plots” is quintessential for exoergic reactions

where attractive energy release mainly dominates the energy disposal mechanism [54].

From the Figure 3.3 it can be seen that the minimum energy path for the reaction occurs

in a bent geometry when the H or D atom approaches the LiH+ diatom from the hydro-

gen side at an angle (∠LiHH) of ≈ 80°. Therefore, when the H or D atom approaches,

it takes away the other H atom from LiH+ diatom in a non-linear (bent) geometry lead-

ing to an efficient rotational excitation of the products. Moreover, the reactive system

considered here belongs to Light (L) + Light (L)-Heavy (H) mass combination where

the recoiling Li+ ion is heavier compared to the incoming hydrogen or deuterium atom.
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So the orbital angular momentum (l�) associated with the heavier Li+ will be much less

than the rotational angular momentum ( j�) of lighter H2 or HD, i.e.,, l� � j�. Since the

total angular momentum is conserved (J = l� + j�), it can be argued that J ≈ j�. This

subsequently leads to an efficient conversion of large J into rotationally excited ( j�)
product. It, therefore, appears that the highly attractive and exoergic nature of the PES,

the non-collinear abstraction of the H atom and the efficient disposal of J into j� are the

reasons for the non-statistical inverse Boltzmann population distribution of products.

3.3.6 Energy disposal mechanism

In order to understand the product energy disposal in more detail the average fraction of

the available energy entering into product vibration (� f �V�), rotation (� f �R�) and translation

(� f �T �) have been calculated by using equations 2.43−2.46. The results are shown in

Figure 3.13 for both R1 and R2 and for different initial states of reagent LiH+ as a

function of collision energy.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

< f’
V

> (v=0, j=0)
< f’

R
> (v=0, j=0)

< f’
T

> (v=0, j=0)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

< f’
V

>
< f’

R
>

< f’
T

>

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

< f’
V
 > (v=1, j=0)

< f’
R

> (v=1, j=0)
< f’

T
> (v=1, j=0)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

< f’
V

>
< f’

R
>

< f’
T

>

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

< f’
V

> (v=0, j=1)
< f’

R
> (v=0, j=1)

< f’
T

> (v=0, j=1)

(v=0, j=0) ; R1 (v=0, j=0) ; R2

V

R

T

(a) (b)

<
 f

’ 
>

Collision energy (eV)

Figure 3.13: Average fraction of the available energy disposal into product vibration,
rotation and translation (� f �V�, � f

�
R� and � f �T �) for the H + LiH+ (v=0-1, j=0-1)→ H2 +

Li+ and D + LiH+ (v=0, j=0)→ HD + Li+ reactions as a function of collision energy.
(a) The � f � � values of reaction R1 with LiH+ (v=0-1, j=0-1) (b) The � f � � values of both
reaction R1 and R2 with LiH+ (v=0, j=0).

It can be seen that a larger portion of the available energy goes into product vibra-

tion which is almost 80% at low collision energy and varies up to 60% at high collision

energy. This behaviour is consistent with the highly “attractive” nature of the PES and

the fact that attractive energy release goes to product vibration for such exoergic reac-

tion. The average fraction of the available energy entering into product rotation and
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translation are very less (15% - 19% and 5% - 21%, respectively) compared to vibra-

tion. � f �T � is the lowest at low collision energies and increases slowly with increasing

collision energy up to 1.0 eV. However, � f �R� attains almost a constant value above Ecol

≈ 0.5 eV after increasing gradually in the low collision energy range. In order to under-

stand the behaviour of the � f �R�, the � f �R�J values for different J are calculated by using

equations 2.43−2.46 but with the total and state-to-state ICSs are replaced by the total

and state-to-state reaction probabilities for a fixed value of J. The results are shown in

Figure 3.14 for J = 0, 10, 30 and 50 as a function of collision energy for R1 with LiH+

(v=0, j=0).
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Figure 3.14: The � f �R�J values of H + LiH+ (v=0,
j=0) → H2 + Li+ reaction as a function of collision
energy for a few fixed value of J.

The � f �R�J values for LiH+ (v=1,

j=0) and LiH+ (v=0, j=1) of R1 follow

the similar trend as in case of LiH+ (v=0,

j=0) and are not shown here for brevity.

It can be seen from Figure 3.14 that for

J = 0, the � f �R�J increases up to Ecol =

0.6 eV and then remains almost flat. The

� f �R�J values increase from J = 0 to 10

at all collision energies. With further in-

crease in J up to 50, the � f �R�J values re-

mains higher than that of J = 0 in the low

collision energy range but decreases at

high collision energies. This is explained

as follows. As in the present case, where the recoiling atom (Li+) is heavier than the

product diatom (H2), J efficiently disposes to j�. This means collisions with low J
would yield products with low j� and vice versa. Generally, as collision energy in-

creases, more partial waves contributes to the reactivity. However, as shown in Figure

3.5 and explained in section 3.3.1, the reactivity dominates in the low collision energy

range and with increasing collision energy there is no significant contributions of the

higher partial waves. Therefore, the � f �R�J values for higher J are highest in the low

collision energy range but lowest in the high collision energies. As a result, at high

collision energies, a smaller portion of the available energy disposes into product rota-

tion. Hence, the � f �R� values, as shown in Figure 3.13, increases slowly at low collision

energies and remains almost flat at high collision energies.

The reactive system may explore more repulsive part of the PES at high collision

energy since the cone of acceptance becomes more wider as collision energy increases.
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[1] This inaccessibility of the attractive part of the PES leads to a reduction of � f �V�
values at high collision energies. The energy released from this repulsive part (≈ 20%)

goes into product translation. Moreover, it can be seen from Figure 3.11 that the rela-

tive translational mode of reagent can effectively couple with the relative translational

(recoil) mode of product. This makes the � f �T � values to increase monotonically with the

increase in collision energy (cf., Figure 3.13).

The extent of energy disposal into various degrees of freedom of product barely

changes with the ro-vibrational excitation of reagent LiH+ diatom. [cf., Figure 3.13(a)]

This implies that the energy disposal mechanism of the depletion reaction is practically

insensitive to the internal excitation of the reagent. However, with the substitution of

heavier isotope of the attacking atom more fractions of available energy goes to product

vibration as compared to R1. This comes with the expense of the product rotational

energy, as can be seen from Figure 3.13(b). It is seen that the � f �R� values of R2 remain

lower than that of R1, at the same time the � f �V� values of R2 remain higher than that of

R1, at collision energy above 0.2 eV. It is also interesting to see that the � f �T � values of

R2 are almost same as that of R1 in the entire range of collision energy. This suggests

that the fraction of available energy entering to product translation does not change with

isotopic substitution on the attacking atom. This is due to the “attractive” nature of the

PES for the depletion reaction where the role of the recoil energy is minimal.

The major factors which can affect the product energy disposal of a particular

reaction are the topography of the underlying PES, exoergicity or endoergicity of the

reaction, the mass combination of the reactive system and some additional factors such

as the energy supplied to the reagents in the form of vibration, rotation or translation.

The unique combination of the two factors, exoergicity and the L + LH mass combina-

tion, for this particular reaction, makes the product energy disposal similar to that of a

reaction occurring on an “attractive” PES.

3.3.7 State-to-state differential cross sections

DCS of a reactive scattering event provides the angular distribution of the products in

various quantum states and hence the detailed reaction mechanism. In this section the

product state-resolved DCSs of the reaction R1 calculated by the exact TDWP method

(discussed in section 3.2) is presented over a wide range of collision energy. The col-

lision energy below 0.2 eV is chosen as low energy regime and those above 0.2 eV as

high energy regime.
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The product rotational level resolved state-to-state DCSs of the H + LiH+ (v=0,

j=0) → H2 (v�, j�) + Li+ reaction are presented in Figures 3.15 and 3.16 at Ecol = 0.1

and 0.3 eV, corresponding to low and high collision energy, respectively. The most
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Figure 3.15: Product rotational level resolved state-to-state DCS of the H + LiH+

(v=0, j=0) → H2 (v�, j�) + Li+, reaction as a function of θ at Ecol = 0.1 eV for few
selected v� levels of H2. The (v�, j�) levels of product H2 are given in the legend.

probable j�-resolved DCSs of few selected v� levels of product H2 are shown here as a

function of θ. It is found that (see section 3.3.5 and Figure 3.12) a very narrow range of

j� levels are populated for every v� levels and therefore the most probable j� levels are

considered here. Furthermore, it is found that the products are rotationally excited for

lower v� levels and are rotationally cold for higher v� levels (cf., section 3.3.5). Similar

behavior is observed at other collision energies and also for ro-vibrationally excited

reagent, which will be discussed later in the text.

It can be seen from Figure 3.15 (for Ecol = 0.1 eV) that for low v� levels, the ro-

tationally excited products are mainly forward scattered. This behavior continues up

to v�=8 and afterwards the backward scattering signal starts appearing in case of rota-

tionally cold products from highly excited v� levels. Sideways scattering in the forward

hemisphere can also be seen for some intermediate v� levels. The situation turns out to

be different for v�=14 which shows forward dominated DCS as the reaction becomes

endoergic for this highly excited vibrational level of H2. However, it can be seen from
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Figure 3.16: Same as in Figure 3.15, but at Ecol = 0.3 eV.

Figure 3.16 (for Ecol = 0.3 eV) that for lower v� levels, the rotationally excited products

are backward scattered. Moreover, the scattering of products becomes sideways for

intermediate v� levels and completely forward for higher v� levels.Therefore, a strong

correlation can be seen between v� and θ for this attractive barrierless exoergic reaction.

As it is found that the total DCS of reaction R1 at Ecol = 0.3 eV shows completely for-

ward scattering [cf., Figure 3.7(e)], backward scattering in the state-to-state DCSs at

the same collision energy could be self-contradicting. However, the magnitude of the

backward scattered state-to-state DCSs for lower v� is found to be very less as com-

pared to that of the forward scattered state-to-state DCSs of higher v� levels (cf., Figure

3.16). This is because of the inverse Boltzmann v� distributions. So from a quantitative

viewpoint, when these state-to-state DCSs are summed over final product states the mi-

nor contributions of backward scattering are not manifested in the total DCS showing a

complete forward scattering.

It is now clear that the behavior of the state-to-state DCSs at high collision energy

is completely in contrast to that at low collision energy. In order to verify this behavior

further, a few more state-to state DCSs for LiH+ (v=0, j=0) have been calculated at Ecol

= 0.05 and 0.5 eV, corresponding to low and high collision energy, respectively. The

results are shown Figure 3.17 in terms of the most probable j�-resolved DCSs for some

selected v� levels. At Ecol = 0.05 eV [cf., Figure 3.17(a)-(f)], the products are found to be
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Figure 3.17: Same as in Figure 3.15, but at Ecol = 0.05 and 0.5 eV.

mainly forward scattered whereas backward signal starts appearing for higher v� levels.

This observation is similar to that found at Ecol = 0.1 eV (cf., Figure 3.15). However,

at Ecol = 0.5 eV [cf., Figure 3.17(g)-(l)], the behavior of the state-to-state DCSs is very

similar to that at Ecol = 0.3 eV and shows a strong correlation between v� and θ. In this

case the backward scattering at lower v� gradually changes to sideways and to forward

with increasing v�. So it is clear that the state-to-state DCSs at two different collision

energy regimes (low and high) are very different.

We note here that the state-to-state DCSs were also calculated by Zhu et al. [113]

for the reaction R1 at Ecol = 0.5 eV on the PES of Dong et al. [112] A complete forward

scattering was found for all v� levels (cf., Figure 7 of Ref. 113) which is in contrast to the

present findings at the same collision energy. This difference is likely to arise from the

differences between the PESs used in the two studies. The PES of Martinazzo et al. used

in the present study considers the long-range interactions between H2 and Li+ explicitly,

[92] whereas, in the case of the PES of Dong et al., these long-range interactions are

not taken into account [112]. The state-to-state DCSs can be very sensitive to a small

change in the topography of the underlying PES.

The effect of ro-vibrational excitation of the reagent LiH+ on the state-to-state dy-

namics of the reaction R1 is also studied. The j�-resolved state-to-state DCSs of reaction

R1 are calculated for LiH+ (v=1, j=0) and (v=0, j=1) at the same collision energies,
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but are not shown here as their overall behavior almost resemble to that of LiH+ (v=0,

j=0). This suggests that the microscopic scattering mechanism of the reaction is hardly

affected by the internal excitation of reagent diatom. Rather it is susceptible to the colli-

sion energy where two completely different type of mechanisms can be observed at the

state-to-state level corresponding to low and high collision energies.

3.3.8 Role of interference between partial waves

In the statistical limit, the contribution of the interference terms towards the exact QM

DCS is considered to be zero. It is to be noted that the forward-backward symmetry of

the DCS, resulting from the assumptions in statistical models, must not depend on the

number of asymptotic states. This is because this symmetry is ensured by the micro-

canonical distribution of the phase space states of the intermediate complex rather than

the asymptotic states [75]. Therefore, the DCSs, whether state-resolved or not, must

be symmetric around π/2 according to the statistical models. However, this does not

happen even for complex-forming reactions because of significant interference between

the partial waves especially around the extreme forward and backward regions, partic-

ularly at the state-to-state level [75]. In this section, the role of these interference terms

(calculated by equation 2.53), which are essentially neglected in the statistical limit, are

discussed both towards the state-to-state and total exact QM DCSs of reaction R1.

The product rotational level resolved state-to-state interference terms for LiH+

(v=0, j=0) are shown in Figure 3.18 at Ecol = 0.1 eV as a function of θ along with

the state-to-state DCSs and the DCSs due to RPA. The results shown here are of the

most probable j� level of some selected v� levels of product H2. Similar results are also

shown for LiH+ (v=0, j=0) at Ecol = 0.3 eV in Figure 3.19. It can be seen from Figures

3.18 and 3.19 that the variation of the state-to-state DCSs as a function of θ closely

resemble that of the state-to-state interference terms. The DCSs due to RPA are found

to be symmetric with respect to θ = π/2 even at the state-to-state level as they should

by definition. Therefore, it is clear that the asymmetry in the state-to-state DCSs arises

from the interference terms. Futhermore, it can be seen that unlike the DCSs due to

RPA, the state-to-state interference terms are highly oscillatory along θ. These oscilla-

tory signatures are finally imprinted in the state-to-state DCSs. These oscillations are

different for different (v�, j�) levels of product. Moreover, it can be seen that the interfer-

ence terms become more prominent in the forward and backward regions as compared

to the sideways regions and at some values of θ, they even become as significant as the
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DCSs due to RPA. Similar observations have been found for LiH+ (v=1, j=0) at the

same value of collision energy, hence not shown further here for brevity.

The total interference terms (summed over all final states) are shown in Figure

3.20 as a function of θ for LiH+ (v=0, j=0) at Ecol = 0.05, 0.1, 0.3 and 0.5 eV along

with the total DCSs and the DCSs due to RPA. It can be seen that the interference
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Figure 3.20: Total (summed over final states) interference terms (green), total DCSs
(black) and DCSs due to RPA (red) for the H + LiH+ (v=0, j=0) → H2 (
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v�,

�
j�,�

Ω�) + Li+ reaction as a function of θ at Ecol = 0.05, 0.1, 0.3 and 0.5 eV. The blue
color dashed line along the abscissa represents the zero of ordinate.

between various partial waves practically becomes zero around θ = π/2, when summed

over the final states. But it remains significant in the forward and backward regions at

all four collision energies. Similar behavior of the interference terms is also found at

other collision energies and the results are not shown here for brevity. As expected, the

DCSs due to RPA are found to be symmetric with respect to θ = π/2. It is found that

the interference between the partial waves is constructive in the forward and destructive

in the backward regions at all collision energies. This is evident from the positive and

negative values of σINT (θ) terms in the forward and backward directions, respectively.

This results into forward dominated total DCSs, which are shown in Figure 3.20 by the

black color lines. However, the nature of the interference switches at θ = 0° and 180°

for Ecol = 0.1 eV [cf., Figure 3.20(b)]. This gives rise to almost equal magnitudes of the

forward and backward scattering.
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The behavior of the total interference terms (summed over all final states) for LiH+

(v=1, j=0) is found to be similar to that for LiH+ (v=0, j=0). However, at Ecol = 0.1 eV,

the interference between partial waves remains constructive at θ = 0° and destructive

at θ = 180°, unlike LiH+ (v=0, j=0). This leads to unequal magnitudes of the forward

and backward intensities in the total DCS with a forward dominance. This is shown in

Figure 3.21. The oscillations along θ, which are present in the state-to-state interference
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Figure 3.21: Same as in Figure 3.20, but for LiH+ (v=1, j=0).

terms and in the state-to-state DCSs, disappear in the total interference terms and total

DCSs. This is probably due to the sum over final states.

It is important to add few comments on the origin of such behavior of the inter-

ference terms. As these are calculated only for LiH+ (v=0-1, j=0), the value of Ω =

0 in the present case. Hence, according to the properties of the reduced Wigner rota-

tion matrix elements, that is, dJ
0Ω�(0) = δ0Ω� , and dJ

0Ω�(π) = (-1)J−Ω� δ0−Ω� , only Ω� = 0

contributes to the interference term (and to the DCS) at θ = 0° and 180°. However,

other Ω�s, including Ω� = 0, contribute over a broad range of θ around π/2. Therefore,

the summation over Ω� in equation 2.51 can involve a substantial number of cancel-

lation around θ = π/2 resulting significant interference effects at the extreme forward

and backward regions rather than the sideways region. It is interesting to note that the

sideways region (around θ = π/2) where the interference terms are zero (cf., Figures

3.20 and 3.21), becomes broader with increasing collision energy. This is because with
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increasing collision energy, more partial waves contribute to the summation over J and

Ja in equation 2.53 resulting into more cancellation around π/2.

It is now clear that the asymmetric nature of the DCSs, whether state-to-state or

total, arises due to different types of interference (constructive or destructive) between

various partial waves, which is neglected in the RPA. The forward-backward symme-

try is generally, however, retrieved for deep well complex forming reactions when the

state-to-state DCSs are summed over several final quantum states [75] and the reaction

is said to behave statistically. This corresponds to an extremely small or even zero con-

tribution of the interference terms to the total (summed over) DCS in case of a complex

forming reaction behaving statistically. In contrast, if the interference terms survive af-

ter the summation over all product quantum states and become significant for any type

of reaction, then it is worthwhile to say that non-statistical feature can appear in those

reactions. In the present case also, the pronounced interference between the partial

waves both at the state-to-state and total DCS levels indicates the non-statistical nature

of reaction R1 to a considerable extent.

3.3.9 Statistical/non-statistical nature

The applicability of various statistical models is often valid for complex forming reac-

tions occurring through deep wells on the PES, as far as the total DCS is concerned.

However, at the state-to-state level, the inherent interference effects can prevail leading

to asymmetry in the state-resolved DCSs questioning the assumptions of the statistical

models. In the present case also the j�-resolved state-to-state DCSs of reaction R1 are

found to be asymmetrical to a large extent (cf., Figures 3.15, 3.16 and 3.17) which re-

sults from the interference terms as shown above. Moreover, the total DCSs of reaction

R1, as discussed in section 3.3.3 and shown in Figure 3.7 (see also Figure 3.20 and

3.21), do not possess a pure forward-backward symmetry. Rather almost equal magni-

tude of forward and backward scattering was observed for LiH+ (v=0, j=0) at Ecol = 0.1

eV. Nevertheless, it was not strictly symmetric around θ = π/2. It was found in some

studies that with a small change in collision energy, the extent of forward-backward

symmetry can vary significantly [129, 130].

Keeping this in mind, the energy dependence of both forward and backward scat-

tering of reaction R1 is presented in Figure 3.22. In the figure the total DCS at θ =

0° and 180° (corresponding to forward and backward scattering, respectively) are sep-

arately plotted as a function of collision energy for different initial states of reagent
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LiH+. It can be seen that the total DCS is forward dominated in the whole collision
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Figure 3.22: Forward and backward scattering of the H + LiH+ (v=0-1, j=0-1)→ H2
(
�

v�,
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j�,
�
Ω�) + Li+ reaction in terms of the total DCS at θ = 0° and 180° as a

function of collision energy.

energy range for LiH+ (v=1, j=0) and (v=0, j=1). The forward dominance in the total

DCS is obvious for this exoergic barrierless reaction, since the well on the PES is not

relatively deep (only ≈0.286 eV below the product asymptote). The same behavior can

also be seen in case of LiH+ (v=0, j=0). However, around Ecol = 0.1 eV, the forward

and backward intensities become almost equal with each other [cf., Figure 3.22(a)]

questioning whether the reaction behaves statistically or not. However, this does not

imply the statistical nature of the reaction R1 as equal magnitudes of the forward and

backward scattering is seen only in a very small range of collision energy. In addi-

tion, the weakly-bound nature of the collision complex may not effectively facilitate the

complete randomization of the available energy. This can be due to the slow IVR in the

LiH+2 molecular system, as discussed in section 3.3.5. This incomplete IVR results into

a non-statistical vibrational distribution of product even for Ecol around 0.1 eV, as found

shown in Figure 3.10(b).

3.3.10 Partial wave contributions to the DCS

In order to understand the detail mechanism and the origin of the forward and backward

scattering in the DCSs of the reaction R1, the DCSs from different partial wave ranges

are calculated by using equation 2.54 and are presented in this section. The partial DCSs
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of reaction R1 for LiH+ (v=0, j=0), summed over all final states, are presented in Figure

3.23 as a function of θ at Ecol = 0.05, 0.1, 0.3 and 0.5 eV.

0

4

8

12

0

2

4

DCS1 (J = 0-19)
DCS2 (J = 20-43)
DCS3 (J = 44-64)

0 60 120 180
0

3

6

0 60 120 180
0

0.5

1

Scattering angle (degree)

D
C

S 
(Å

2  s
r-1

)

(a)

(b) (d)

(c)Ecol = 0.05 eV

Ecol = 0.1 eV Ecol = 0.5 eV

Ecol = 0.3 eV

DCS1 (J = 0-10)

DCS2 (J = 11-20)
DCS3 (J = 21-31)

DCS1 (J = 0-20)

DCS3 (J = 31-41)
DCS2 (J = 21-30)

DCS1 (J = 0-23)
DCS2 (J = 24-49)
DCS3 (J = 50-75)

LiH
+
 (v = 0, j = 0)

Figure 3.23: Initial state-selected partial DCSs (DCS1, DCS2 and DCS3) of the H +
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Ω�) + Li+ reaction as a function of θ at Ecol =

0.05, 0.1, 0.3 and 0.5 eV. The three different ranges of the chosen partial wave, J, are
mentioned inside each panel.

The whole J range (0-Jmax) is divided into three different segments and the partial

DCSs are calculated in each of these segments at a particular collision energy. It is

important to note here that the partial DCS of a specific segment includes the coherent

terms outside of that segment. The three different ranges of chosen partial wave are

mentioned inside each panel of Figure 3.23. The partial DCSs calculated from the

lower, intermediate and higher J ranges are referred to as DCS1, DCS2 and DCS3,

respectively.

It can be seen from the figure that the contributions of partial DCS2 and DCS3

(calculated from the higher J ranges) are more prominent than that of DCS1 at all

collision energies. In particular, DCS2 and DCS3 contribute both to the forward and

backward scattering. However, DCS1 is almost isotropic over the whole range of θ at

lower collision energies [cf., Figure 3.23(a)-(b)], and contributes mainly towards the

sideways and backward scattering over broad range of θ at higher collision energies

with very small scattering intensities [cf., Figure 3.23(c)-(d)].
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It is found that DCS2 and DCS3 predominantly contribute to the forward scatter-

ing at higher collision energies. Similar behavior of the partial DCSs is also found at

collision energy higher than 0.5 eV (not shown here). This indicates that the forward

scattering is caused by the higher J partial waves or equivalently the high impact param-

eter collisions. This suggests that the reaction R1 follows a direct stripping mechanism

at higher collision energies where the heavier Li+ behaves like a spectator when the in-

coming H atom takes the other hydrogen away in the forward direction. This is indeed

supported by the attractive nature of the PES and a little relative translational energy

disposal in products. However, in the low collision energy regime, the partial DCS2

and DCS3 contribute to the forward as well as to the backward scattering. In particular,

at Ecol = 0.1 eV, the contribution to the backward scattering from DCS3 becomes larger

than that to the forward scattering [cf., Figure 3.23(b)].

The appearance of the backward peak in the DCS of a reaction where the PES

supports wells is not unknown in reaction dynamics [1]. However, the fact that it is

produced from the contributions of higher Js in case of a reaction where the major

energy release is attractive in nature, is certainly intriguing. Involvement of higher J

partial waves in the backward scattering obviously discards the possibility of rebound

mechanism for reaction R1. Rather it is indicative of an indirect complex-mode mech-

anism where the same range of J contributes to both forward and backward scattering.

This is unlike the direct reactions where a one-to-one correlation between J and θ exists

[76]. Moreover, an unequal contribution of the partial DCSs towards the forward and

backward scattering suggests that the reaction does not follow a pure complex-mode

mechanism at low collision energies, rather it follows a mixture of direct and indirect

mechanisms.

The partial DCSs, summed over all final states, for LiH+ (v=1, j=0) are shown

in Figure 3.24 of the supplementary material at Ecol = 0.05, 0.1, 0.3 and 0.5 eV. The

three different ranges of the chosen partial waves corresponding to DCS1, DCS2 and

DCS3 are mentioned inside each panel. Similar to LiH+ (v=0, j=0), the partial DCS2

and DCS3 are found to be more prominent than partial DCS1 for LiH+ (v=1, j=0). It

is found that the partial DCS2 and DCS3 mainly contribute to the forward scattering,

whereas, partial DCS1 contributes to all θ almost equally with very small magnitude

at both higher and lower collision energies. Small backward scattering can be seen

for DCS2 and DCS3 at low collision energies which is insignificant as compared to

the forward peak. This observation indicates that the reaction follows a direct strip-

ping mechanism for vibrationally excited reagent LiH+ (v=1, j=0), with a very minor
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Figure 3.24: Same as in Figure 3.23, but for LiH+ (v=1, j=0).

contribution from indirect mechanism.

3.4 Summary

A comprehensive state-to-state quantum dynamical study of the energy disposal and

scattering mechanisms of the astrochemically relevant H + LiH+ → H2 + Li+ and D

+ LiH+ → HD + Li+ reactions is presented in this chapter. Both initial state-selected

total and product state-resolved ICSs and DCSs are calculated over a wide range of col-

lision energies up to 1.0 eV by using a numerically exact TDWP method on the ground

electronic state PES of the LiH+2 ionic system. State-specific and state-to-state rate con-

stants are also reported and compared with the available literature results. The effect

of collision energy and reagent ro-vibrational excitation on the state-to-state dynamical

observables is examined to understand the detailed reaction mechanism.

The total ICS is found to decrease with ro-vibrational excitation of the reagent and

with increasing collision energy, reflecting the barrierless nature of the minimum energy

path of the reaction. With substitution of heavier isotope on the attacking atom the

reactivity increases. The resonance oscillations in the reaction probabilities are found

to be cancelled out in the ICSs, resulting in an excellent and “expected” agreement

of the present QM-CC ICSs with the QCT ICSs of the previous theoretical studies on
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the same PES in the whole collision energy range studied here. The products form in

highly excited vibrational levels with inverse Boltzmann population distribution which

is expected according to Polanyi’s rule [53, 54] because of the “attractive” nature of

the reaction path. It is found that ≈60-80% of the available energy is partitioned into

the product vibration, and a very less amount of energy flows into product rotation

and translation. The energy disposal mechanism is found to be unaffected by the ro-

vibrational excitation of the reagent diatom and is mildly affected by the collision energy

of the reagents.

Analysis of product state-resolved DCSs reveals that the microscopic scattering

mechanisms of the reactions at low and high collision energy regimes are almost oppo-

site to each other. The behaviour of the state-to-state DCSs is found to be insensitive to

the ro-vibrational excitation of the reagent diatom. The interference due to the coher-

ence between the partial waves is quantified and plotted along the scattering angle to il-

lustrate their constructive or destructive nature. Moreover, their contribution to the total

and state-to-state DCSs is examined. It is found that the forward-backward asymmetry

in the total and state-to-state DCSs arises due to the constructive and destructive inter-

ference between various partial waves. Significant interference is found in the reaction,

both at the state-to-state and total DCS levels, indicating its non-statistical nature to a

considerable extent. By analyzing the partial wave contributions to the total DCSs, it is

found that the reaction mainly follows a direct stripping mechanism at higher collision

energies and a mixture of direct and indirect mechanisms, at lower collision energies.

The indirect mechanism is found to be mostly due to the formation of loosely bound

complexes which is supported by the shallow well present on the PES.





Chapter 4

Adiabatic and nonadiabatic
state-to-state quantum dynamics of H
+ H2→ H2 + H reaction

4.1 Introduction

Since the inception of molecular reaction dynamics the hydrogen exchange reaction,

H + H2 → H2 + H, and its isotopic variants have been playing a fundamental role in

the advancement of both theory and experiment. This reaction has been productive in

developing many rudimentary notions in reaction dynamics e.g., potential energy sur-

face [131–133], transition-state [134, 135], reactive resonances [136–139], quantized

bottleneck state (QBS) [18, 140–145], etc. Even after almost a hundred year of study

the so called simplest chemical reaction still continues to surprise with new discoveries

and important phenomena. This reaction has witnessed many new findings in reaction

dynamics e.g., the time-delayed machanism [146], the appearance of Feshbach reso-

nance below the reaction barrier [147, 148], glory scattering in the forward scattered

DCSs [149, 150], etc. Most of all it has been considered as a benchmark reactive sys-

tem to explore the electronic nonadiabatic effects [24–26, 55, 73, 74, 151–156] and the

geometric phase (GP) effects [154, 157–171] in reaction dynamics in the thermal as

well as ultracold temperature conditions. Most of the developments on this reaction

starting from the twenties has been well documented in a number of excellent reviews

[172–174]. Though the pioneering study on this reaction is a century old, still it is used

75
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today along with its isotopic variants for the development of new concepts as well as

theoretical and experimental methodologies.

Because of its simple electronic structure having only three electrons, computa-

tional calculations were affordable and have been carried out with optimal accuracy.

Several global PESs for the H3 reactive system have been reported in the literature

which include the PK2 [175], LSTH [176, 177], DMBE [178], BKMP [179], BKMP2

[180], CCI [181] surface, and that of Wu et al. [182], Abrol and Kuppermann [183],

Yuan et al. [169] and of Yin et al. [184]. With the availability of accurate PESs nu-

merous dynamical calculations have been performed with the aid of quasi-classical and

quantum mechanical formalisms (see Ref. 174 and references therein) to obtain accu-

rate reaction cross sections.

On the other hand, availability of advanced experimental methods [18, 185, 186]

and isotopic substitutions of reagent H2 have made the measurement of the energy-

resolved state-to-state DCS feasible [171]. In fact, the agreement between theory and

experiment has become more closer than ever [169–171, 186–188]. Though the reactive

system seems to be very simple, experimental outcomes made the theorists to look into

the dynamics in more detail and indeed the findings are less simple [189].

Apart from its immense fundamental significance, the hydrogen exchange reac-

tion has been found to have its importance in astrophysical application for the cooling

process of the early universe and in the ortho-para H2 conversion. Several state-to-state

rate constants have been predicted for the reactive and non-reactive processes, and also

for the rotational (de-)excitation of H2 by H which further have been used to accurately

model the cooling mechanism of the warm media and the early universe [190–194].

4.1.1 PES of H3 reactive system

It is well established that the ground (12E�) electronic manifold of H3 is orbitally double

degenerate in its equilateral triangle geometry (D3h). Upon distortion along its asym-

metric stretching and degenerate bending vibrational modes the degeneracy is lifted to

produce two Jahn-Teller split components which form a seam of CIs along the D3h ge-

ometric configuration. [175] The energetic minimum of the CI seam occurs at ≈2.74

eV [180] with respect to the lower adiabatic H + H2 asymptote. Figure 4.1 presents the

three-dimensional perspective and contour diagram of both the lower (V−) and upper

(V+) adiabatic components of the 12E� electronic manifold of H3 system. Both the PESs
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are plotted along the mass-scaled radial Jacobi coordinates Rs and rs (see Ref. 195) at a

fixed value of the Jacobi angle γ = π/2. The seam of the CIs can be seen occurring at Rs

= rs (i.e., R =
√

3r/2) which is represented by a straight line along the diagonal of the

contour plot. The energetic minimum of the seam occurring in the interaction region is

indicated by a point on the contour plot. The V− component is higly repulsive wherein

the H3 system quickly dissociates into the H + H2 channel [196–198], whereas, the V+
component being reverse cone shaped supports bound states [196, 198].
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Figure 4.1: 3D perspective and contour plot of the DMBE PES of the 12E� electronic
states of H3 plotted along the mass-scaled Jacobi coordinates Rs and rs at a fixed value
of the Jacobi angle γ = π2 . The lower (V−) and upper (V+) adiabatic states are shown
by green and red coloured lines, respectively. The straight line in the contour plot
represents the seam of the CIs occurring at Rs = rs (or R =

√
3r
2 ). The point on it

indicates the energetic minimum of the seam occurring at ≈2.74 eV.

The H + H2 reaction predominantly takes place on the V− component as there are

no bound states of H2 diatom in the H + H2 asymptote of the V+ component. In order

to characterize the reaction paths of the H + H2 reaction the MEPs for various angular

approaches are plotted in Figure 4.2. These MEPs are constructed from the BKMP2

PES and are shown here as a function of the difference between the two bond distances

at a fixed value of angle between them. It can be seen from the figure that the lowest

energetic path of the reaction occurs at ∠HaHbHc = 180°. This suggests that the most

favourable path for the H + H2 reaction is that when the attacking atom approaches the

reagent diatom in a collinear fashion with a classical barrier height of ≈0.42 eV. With
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Figure 4.2: Minimum energy paths of the H +H2 reaction at various fixed bond angles
(∠HaHbHc).

increasing the noncollinear nature of the MEP, the barrier height increases to maximum

value of ≈2.74 eV at ∠HaHbHc = 60°. This configuration corresponds to the energetic

minimum of the CI seam wherein the V− and V+ adiabatic components become degen-

erate (cf. Figure 4.2). The value of the barrier height decreases further with decrease

in the bond angle. This phenomenon indicates that the CI may become accessible for

the reaction at higher total energy (above 2.74 eV) where the reactive system can attain

high energetic noncollinear configurations. In this nonadiabatic situation, the presence

of a CI can make way for the reactive system to explore the coupled electronic manifold

once it becomes energetically accessible.

Among the various PESs of H3 system reported in the literature, the most accurate

ones till date are the BKMP2 [180], CCI [181] and that of Yuan et al. [169] and Yin

et al. [184]. The accuracy of these PESs have been checked precisely by comparing

the accurate theoretical DCSs with that of experimental measurements for various iso-

topic variants of the hydrogen exchange reaction [169, 170, 186–188]. For the studies

reported in this chapter, both the BKMP2 and DMBE PESs are used. These PESs were

constructed by calculating the ab initio energies with resonably high level of theory (see

Refs. 178–180 for more details).
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4.1.2 Current state of research

Among many interesting dynamical features embedded in this reactive system, the most

intriguing one is the GP effect which had puzzled both the theorists and the experimen-

talists over a long period of time [174]. The GP effect is a direct consequence of the CI

where the real adiabatic wave function changes its sign, corresponding to a change in

phase of π, upon any odd number of closed loop around the CI in the nuclear parameter

space [199]. The GP may affect the reaction dynamics confined only to the lower adia-

batic PES even at energies below the CI, whenever the nuclear wave function encircles

it [160–162, 164, 165, 170].

The GP effect on the dynamics of this reaction was controversial for some time

in the past [157–159, 200–202] and since then great effort had been made both exper-

imentally [143, 186, 203–207] and theoretically [154, 158–164, 202] to search for any

tiny evidence for this effect. There was no conlusive experimental evidence as such

until recently. In 2018, using a high-resolution crossed-beam apparatus with velocity

map imaging detector Yuan et al. [169] measured the product state-resolved angular

distributions of the H + HD (v=0, j=0)→ H2 + D reaction at a collision energy of 2.77

eV (above the minimum of the CI seam) and also later at an energy below the CI seam

[170]. Furthermore, theoretical calculations were carried out by a TDQM method in the

adiabatic framework without including the GP (non-GP) and with the inclusion of GP.

In addition, the quantum dynamics was also carried out in a two-state coupled diabatic

framework to ascertain the effect of the upper adiabatic PES. An extremely good agree-

ment of the experimental angular distributions with that of the adiabatic plus GP and a

clear disagreement with that of non-GP verified the experimental detection of GP effect

in the H + H2 reaction dynamics [169, 170].

Early theoretical work on the electronic nonadiabatic effects in the H + H2 re-

action dynamics considered the inclusion of the GP in the single surface calculation

on the lower adiabatic PES. Conventionally the GP can be incorporated by two differ-

ent techniques, one is to impose a multi-valued boundary condition to the nuclear wave

function [200, 201, 208] and the other one is to multiply the electronic wave function by

a complex phase factor, which changes sign for any closed path around the CI, thereby

introducing a vector potential into the nuclear Hamiltonian [209]. Furthermore, it was

shown by Mead [210] that in case of three identical nuclei a phase factor of type e3iη/2

(η, describes the coordinate of the path around the CI) must be multiplied to the nuclear
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wave function to account for the correct permutation symmetry. Note that this predic-

tion of Mead was for the nuclear wave functions which do not encircle the CI when

unsymmetrized [210]. This phase change leads to a change in the relative sign of the

reactive and nonreactive scattering amplitudes, and the effect of GP, which in this case

is entirely based on the symmetry argument, is to change the interference between the

reactive and nonreactive scattering amplitudes [210]. This interference is found to be

manifested in the state-to-state DCS as “out-of-phase” oscillations along the scattering

angle between the results computed with and without the GP [159, 201]. While these

effects of GP are purely a consequence of permutation symmetry, the GP effect due to

encirclement of the CI by the nuclear wave function (contribution from the vector po-

tential) was found to be very small in the product state-resolved DCSs [159]. However,

it showed up in the energy resolved state-to-state reaction probabilities above a total

energy of 1.8 eV, but was surprisingly cancelled in the ICSs while summing over all

partial wave contributions [158, 159, 202].

Later Althorpe and coworkers [160] studied the GP effect in the H + H2 reaction

based on the vector potential approach of Mead and Truhlar [209] by employing a quan-

tum wave packet method. Similar to the results of Kendrick, the GP effect was found

in the state-to-state reaction probability but got cancelled in the state-to-state ICSs. It

should be emphasized that the GP effect found in the work of Althorpe and coworkers

are solely due to the encirclement of the nuclear wave function around the CI rather

than that due to the symmetry effect, since their work refrained from applying the per-

mutation symmetry of the identical nuclei. Nevertheless, the GP effect appeared in the

state-to-state DCSs as “out-of-phase” oscillations between the GP and non-GP DCSs

along the scattering angle [160, 161]. However, the GP effect gets cancelled again in

the state-to-state ICSs once the DCSs are integrated over the scattering angle. Using a

topological argument these authors showed that these oscillations are produced due to

the interference between two distinct topological paths, one that is going through one

transition state (1-TS) and the other that is going through two transition states (2-TS)

encircling the CI, as shown schematically in Figure 4.3. The 1-TS and 2-TS paths are

sometimes called as the direct and looping paths (as it loops around the CI), respectively.

The sole effect of GP is to change the relative sign between these two paths [161, 211].

It was found that for the 1-TS and 2-TS paths, the phases of the corresponding scat-

tering amplitudes depend in opposite senses on the scattering angle, hence scattering

their products into opposite regions of space (nearside and farside) [161]. As a result

the interference term becomes highly oscillatory which when integrated over the scat-

tering angle gives a very negligible contribution, effectively cancelling the GP effect in
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Figure 4.3: Schematic diagram of the 1-TS or direct (blue) and 2-TS or looping (red)
reaction paths in the Ha + HbHc → HaHb + Hc reaction superimposed on a PES cut
obtained in hyperspherical coordinates for a fixed value of hyperadius. The center of
the circle represents the equilateral triangle (D3h) configuration and the periphery of
it represents the collinear configurations. The position of three H + H2 arrangement
channels, three transition states (‡), and the location of the CI (×) are also shown.

the state-to-state ICSs [154, 162]. Moreover, these oscillations bearing the signature of

GP effect were even found recently in the energy dependence of the backward scattered

state-to-state DCSs of the H + HD (v=0, j=0) → H2 + D reaction in a combined the-

oretical and experimental study by Xie et al. [171]. The GP effect found in their work

which is verified experimentally is solely due to the encirclement of the nuclear wave

function around the CI.

In addition to GP, other nonadiabatic effects such as Born-Huang (BH) or Born-

Oppenheimer diagonal correction and that due to the derivative coupling to the upper

adiabatic PES, must be considered in the reaction dynamics when the total energy be-

comes higher than or close to the minimum of the CI seam [22, 212]. This is normally

done in a numerically efficient manner by resorting to a suitable diabatic representation

from the adiabatic one [29, 213, 214] where the complicacy due to singular nature of the

derivative coupling is circumvented by a unitary transformation [21, 70, 215]. Such a

two-state coupled diabatic theoretical model was devised in early 2000’s by Mahapatra

et al. [55] to include explicit surface coupling in a TDWP framework where the role

of the upper adiabatic state on the reaction dynamics was examined for the first time.

Since then various work has been done by using such approach to ascertain the role of

the upper excited state PES and other nonadiabatic effects in the H + H2 reaction and its
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isotopic variants [55, 73, 74, 152–155, 169, 196]. However, the role of the upper adi-

abatic state in the reaction dynamics on lower adiabatic PES was found to be minimal

[55, 73, 74, 152–155, 169, 196] and the electronic nonadiabatic effects are found to be

mostly due to the GP effect [24, 25, 154, 169, 216].

Apart from the search for the effect of GP or nonadiabatic interactions, many other

fascinating dynamical features have also been emerged by studying this reaction. It is

generally believed that the H +H2 reaction being direct in nature follows a conventional

collinearly dominated rebound mechanism giving mostly backward scattered products.

Nevertheless, forward scattering has been found for low rotational product states at

relatively higher collision energies and was thought to be due to the quantum mechanical

Feshbach resonances [174]. However, later studies showed that the forward scattering

also appears in the QCT dynamics simulations and its origin is obviously not due to

the quantum mechanical nature [217, 218]. Rather, it is actually due to a time-delayed

mechanism [143, 146, 219], where the delay was found to be due to slow down of

the triatomic complex near the top of an effective barrier of the QBSs corresponding

to higher total angular momentum. With the advent of sophisticated high-resolution

instruments it was possible to measure the previously unachievable forward-scattering

fast angular oscillations in the hydrogen exchange reaction. Yuan et al. [186] for the

first time measured the fast oscillatory state-to-state DCSs in the forward direction of

the H + HD (v=0, j=0)→ H2 (v�, j�) + D reaction at Ecol = 1.35 eV by using a D-atom

near-threshold ionization VMI technique with an estimated angular resolution of ≈1.5°.

They assumed that the origin of these forward scattering angular oscillations is similar

to that in the optical corona phenomena in atmosphere. However, in a later theoretical

study Xiahou and Connor [149, 150] predicted that the forward scattering mainly comes

from the forward glory phenomena. In their semiclassical analysis, it was shown that

these fast angular oscillations actually originate from the quantum interference between

the nearside and farside scattering, as predicted earlier [220, 221].

In the hydrogen exchange reaction, backward scattering results from nearly head-

on collisions with little rotational excitation, whereas, sideways scattering results from

glancing interactions giving rotationally hot product diatoms [188, 222, 223]. This

phenomenon is known as the negative j� − θ correlation [224]. In a recent work by

Jankunas et al. [225], a combined theoretical and experimental study of the H + D2 →
HD + D reaction at a collision energy of 1.97 eV found an anomalous trend opposite

to the usual negative j� − θ for vibrationally hot product HD (v�=4). This surprising

behaviour could not be explained by the purely repulsive MEP of the H + H2 reaction
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with a barrier of ≈0.42 eV (cf. Figure 4.2). Rather it was found to be due to lack of

enough recoil energy between the products while passing over the centrifugal barrier of

the vibrationally adiabatic potential corresponding to v=4 [189]. A later study by Sneha

et al. [224] at a higher collision energy of 3.26 eV confirmed this where the usual

negative j� − θ trend was recovered as the products now have enough recoil energy

to overcome the centrifugal barrier. It is important to note the interesting role of the

vibrationally adiabatic potentials in the scattering mechanism of this so called simplest

chemical reaction. The role of the vibrationally adiabatic potentials has been useful in

explaining the behaviour of the so called barrier resonance [226] and QBSs [142, 145]

in few of the earlier works on this reactive system. The QBSs are also shown to control

the reactivity at the state-to-state level through quantum interference [142, 144, 145].

In the regard of a comprehensive mechanistic aspect, Goswami et al. [227] studied

the effect of rovibrational excitation of the reagent diatom on the state-to-state dynamics

of the H + H2 (v=0-4, j=0-3)→ H2 (v�, j�) + H exchange reaction by a TDWP method

using the BKMP2 PES. Total and state-to-state reaction probabilities, ICSs and product

rovibrational level distributions were reported in order to elucidate the energy disposal

in products. The onset of the reaction was found to shift towards lower collision energies

with reagent vibrational excitation and finally the reaction with a classical barrier of

≈0.42 eV becomes barrierless for reagent H2 (v=4). Vibrational adiabaticity was found

to be followed for the situations where the total angular momentum quantum number

(J) is zero, whereas, it is lost when contributions from all the Js are included in the

ICS. The collision energy and reagent vibrational energy are found to affect the product

vibrational distribution (in terms of ICS) in opposite manner. An overall enhancement

of reactivity with reagent vibrational excitation is also noticed [227]. All these findings

revealed that the dynamics of the hydrogen exchange reaction with vibrationally hot

reagent diatom is different and somehow complicated from that occuring with H2 at its

ground rovibrational level.

4.1.3 Motivation of the present work

The previous studies of nonadiabatic effects on the H +H2 reaction dynamics have been

carried out either by including the GP and/or BH corrections in an adiabatic represen-

tation or by a two-state coupled model in the diabatic representation. It is important

to note that the calculations in the diabatic representation involving both the electronic

states is equivalent to that in the lower adiabatic state with the inclusion of GP and BH
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corrections unless the effect of the excited electronic state is significant [24, 154]. The-

oretically the GP and BH terms are inherently included in the diabatic representation

through the adiabatic-to-diabatic transformation [24, 55, 228]. Hence for the H + H2

reactive system the effect of GP can be eficiently incorporated by doing the calculation

in the diabatic representation at least to some minor approximation. This is elegantly

shown in a recent article by Huang and Zhang [216] in the TDQM framework. Even

though some minor differences were noticed between the results obtained from adia-

batic plus GP and diabatic calculations, the latter was found to essentially capture all

the effects due to GP [216].

This motivates us to study the electronic nonadiabatic effects efficiently in a dia-

batic representation where the GP effect is implicitly included. Studies of nonadiabatic

effects on this reaction so far considered the reagent diatom in either its (v=0, j=0) or

(v=1, j=0) vibrational level. The dynamics of this reaction and its different isotopic

variants has also been studied with vibrationally hot reagent by Kendrick and cowork-

ers [24–26, 164–168] but the calculations were carried out in the cold and ultracold

condition where the effect of GP and other nonadiabatic effects are examined mostly

in terms of the initial state-specific and state-to-state rate constants. In this chapter

the nonadiabatic effects in the state-to-state dynamics of the H + H2 reaction with vi-

brationally excited reagent diatom H2 (v=3,4, j=0) is reported at the thermal energies

where the CI can be made accessible at a lower value of collision energies. This hap-

pens for collision energy higher than 1.0 and 0.57 eV for H2 (v=3, j=0) and H2 (v=4,

j=0), respectively. In addition to the nonadiabatic effects, a comprehensive analysis of

the effect of reagent vibrational and rotational excitation on the scattering mechanism

of the hydrogen exchange reaction is also reported in order to extend the studies done in

Ref. 227. As the DCS is the most subtle dynamical observable among all, it is expected

that the present investigation can provide a better understanding of the dynamics of the

hydrogen exchange reaction.

4.2 Theoretical and computational details

The dynamical calculations are performed by the TDWP method and employing a two-

state coupled diabatic theoretical model, as described in section 2.2 of chapter 2, to

include both lower and upper adiabatic states and the coupling between them. In addi-

tion, single surface (uncoupled) dynamics is also carried out on the lower adiabatic state
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PES by the procedures described in section 2.1 of chapter 2 to differentiate the nona-

diabatic effects in the reaction observables. In this work, the diabatic potential energy

matrix elements are obtained from the diagonal adiabatic potential energy matrix by the

adiabatic-to-diabatic transformation where the ADT angle (α) is approximated both up

to the linear and quadratic coupling. This is given as [178],

α(1) =
φ

2
(4.1)

α(2) =
φ

2
+

1
2

tan−1
�

g0s sin 3φ
f0 + f1s2 + g0s cos 3φ

�
. (4.2)

The angle φ is the pseudorotation angle that encircles the CI and defines the direction of

E−type displacement in its two-dimensional (doubly degenerate) vibrational subspace

of the D3h point group. In the equation 4.2, the term s stands for the normalized radial

distance from the D3h CI in its two dimensional degenerate vibrational subspace; s=0

gives the seam of the CI. According to the analytic formulation of the DMBE PES of

H3 [178], φ and s are given as,

φ = (sgn Qy)
�
π − cos−1

�
Qx

sQz

��
(4.3)

s =

�
Q2

x + Q2
y

Qz
, (4.4)

where Qx and Qy are the two cartesian components of the doubly-degenerate E−type vi-

brational mode and Qz is the normal coordinate for the symmetric stretching (breathing)

vibrational mode, and are given as [178],

Qx = 2R2
1 − R2

2 − R2
3 (4.5)

Qy =
√

3(R2
2 − R2

3) (4.6)

Qz = R2
1 + R2

2 + R2
3, (4.7)

where, R1, R2 and R3 are the three internuclear distances of H3, respectively. In equation

4.2 the quantities f0, f1 and g0 are functions of the nuclear coordinate corresponding

to the symmetric stretching (breathing) vibrational mode of the D3h configuration of

H3. These are calculated by taking the derivatives of the difference between the two

adiabatic PESs as given in equations 50-53 of Ref. [178].

It is necessary to mention here that the quadratic term in α(2) is approximated in

such a way that it avoids the unwanted CIs occuring at nonzero values of s [178, 229].



Chapter 4 86

Up to the linear coupling approximation, the ADT angle is equal to half of the pseu-

dorotation angle which eliminates the leading singular part of the derivative coupling

[230] and is independent of the PESs [178]. The additional term on the right hand

side of equation 4.2 eliminates the remaining non-singular part [24] and depends on the

two adiabatic PESs. This term becomes important mostly near the collinear geometry

[183]. Inclusion of the quadratic terms in the ADT angle makes the diabatic representa-

tion more accurate for reaction dynamical study. In the present work the BKMP2 [180]

PES is used for the lower adiabatic component (V−) and the upper part of the DMBE

[178] PES is used for the upper adiabatic component (V+). In order to ensure the degen-

eracy along the CI seam, a small correction term was introduced to the upper DMBE

surface.

In order to understand the nonadiabatic effect in the state-to-state DCSs, the topo-

logical argument of Althorpe and co-workers [161, 211] can be used to calculate the

1-TS and 2-TS path contributions to the DCS and the possible interference between

them. According to Refs. [161, 211], the scattering amplitudes corresponding to the

1-TS and 2-TS paths are given as,

f1(θ, E) =
1√
2

�
fNGP(θ, E) + fGP(θ, E)

�
(4.8)

f2(θ, E) =
1√
2

�
fNGP(θ, E) − fGP(θ, E)

�
, (4.9)

respectively. Now, as it is discussed in the section 4.1.2 that as long as the upper adi-

abatic surface does not play a significant role in the reaction dynamics on the lower

adiabatic surface then it is justified to a minor approximation that the term fGP in equa-

tions 4.8 and 4.9 can be replaced by fCP, which is the scattering amplitude obtained

from the coupled surface calculation. In this case the DCSs corresponding to the 1-TS

and 2-TS paths can be calculated as

σ1−TS(θ, E) =
���� f1(θ, E)

����
2
=

1
2

���� fUC(θ, E) + fCP(θ, E)
����
2

(4.10)

σ2−TS(θ, E) =
���� f2(θ, E)

����
2
=

1
2

���� fUC(θ, E) − fCP(θ, E)
����
2
, (4.11)

where fUC(θ, E) is the scattering amplitude corresponding to the uncoupled lower adia-

batic surface calculation and is similar to fNGP(θ, E).

The numerical parameters used in the present nonadiabatic TDWP study are taken

from the Ref. [227] for reagent H2 (v=3,4, j=0). The Coriolis coupling terms are treated

here accurately for each J where the coupling between all Ω� substates are considered
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explicitly. All the partial waves are included in the calculation of cross sections up to

collision energy of 1.25 eV. It is important to note here that the computational time

for the WP propagation in diabatic representation (involving both the electronic states)

increases twice as compared to the adiabatic single surface propagation. This is because

the number of operations of the Hamiltonian on the WPs become doubled in case of

the former. Hence the calculations involving both the electronic states are more time

consuming than the single surface adiabatic calculations.

The details of the converged numerical parameters used in the TDWP calculations

in case of rotationally excited reagents are given in Table 4.1. Several test calculations

are performed with respect to each numerical parameter by keeping the reagent diatom

in its Ω=0 helicity state of each of its rotational level, and the same converged param-

eters are used for other (Ω �0) helicity states. It can be seen from Table 4.1 that with

reagent rotational excitation, the details of the numerical parameter do not change sig-

nificantly. However, the total propagation time of the WP increases to a small amount.

Table 4.1: Details of the numerical parameters used in the time-dependent wave
packet calculations for the, H + H2 (v=0, j=1−3)→ H2 (v�, j�) + H, reaction.

Parameter H2(v=0, j=1) H2(v=0, j=2) H2(v=0, j=3)
NR�/Nr�/Nγ� 143/139/60 143/143/60 143/159/65
R�min/R�max (a0) 0.2/18.0 0.2/19.0 0.2/20.0
r�min/r�max (a0) 0.5/14.5 0.5/16.5 0.5/19.5
R�d (a0) 8.0 8.0 8.0
Vcut (Eh) 0.22 0.22 0.22
R�abs/r�abs (a0) 8.5/8.0 9.5/8.0 9.5/8.5
Cabs/cabs 20.0/20.0 20.0/20.0 20.0/20.0
R0 (a0) 7.0 7.0 7.0
Etrans (eV) 0.7 0.7 0.7
δ 8.0 8.0 8.0
βs 0.5 0.6 0.7
nvab 3 3 3
n jab 14 14 14
nstep 3000 4500 4500
Time (fs) 273.2 424.0 433.1
J range J=0-29 J=0-30 J=0-31

It is worthwhile to note here that the calculations are carried out by considering the

three hydrogen nuclei as distinguishable and hence considers only the reactive contri-

butions. In other words the present calculation ignores the GP effect due to the permu-

tation symmetry of three identical nuclei rather considers only that due to encirclement
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of nuclei around CI.

4.3 Results and Discussion

The dynamical outcomes of the H + H2 reaction with vibrationally excited reagent are

presented and discussed here. The discussion part is divided into three parts. In the first

part, the effect of nonadiabatic coupling in the state-to-state dynamics of the hydrogen

exchange reaction with vibrationally hot reagent H2 (v=3,4, j=0) is discussed. In the

second part, the effect of reagent vibrational excitation from v=0 to v=4 on the scattering

dynamics of the hydrogen exchange reaction is discussed from a mechanistic point of

view. Finally, in the third part the effect of rotational excitation of the reagent diatom in

its ground vibrational (v=0) manifold on the state-to-state as well as overall dynamics

is discussed. It should be noted here that the dynamical calculations for reagent H2

(v=0-2, j=0) are performed here only on the lower adiabatic surface without including

the explicit surface coupling. This is because the CI is not accessible energetically for

these vibrational levels within the energy range considered here.

4.3.1 Electronic nonadiabatic effects in the H + H2 (v=3,4, j=0)→
H2 (v�, j�) + H reaction

4.3.1.1 Effect of quadratic coupling and the upper adiabatic state

In the present nonadiabatic calculation for reagent H2 (v=3,4, j=0) the ADT angle is

approximated up to the quadratic term, as mentioned in section 4.2. The effect of the

quadratic term on few representative state-to-state reaction probabilities is shown in

Figure 4.4. The probabilities obtained by considering the ADT angle within the linear

approximation is also shown along with the uncoupled results for a detailed compari-

son. First of all it is clear that for zero total angular momentum significant nonadiabatic

effects appear at collision energies higher than that correspond to the minimum of CI,

both for reagent H2 (v=3, j=0) and H2 (v=4, j=0) (cf. panel a and c). The minimum

value of the CI seam occurs at a collision energy of 1.0 eV for H2 (v=3, j=0) and at

0.57 eV for H2 (v=4, j=0). However, for higher total angular momentum J=15 the

nonadiabatic effects start appearing even from lower collision energies, well below the

minimum of CI (cf. panel b and d). It can be seen that the quadratic term only shows a
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Figure 4.4: Product rotational level resolved state-to-state reaction probabilities
obtained from uncoupled and coupled surface calculations both within linear and
quadratic approximation for the H + H2 (v=3,4, j=0) → H2 (v�=3, j�=0,3) + H re-
action as a function of collision energy for the total angular momentum J = 0 and
15.

very minor effect at lower collision energies where the collinear geometry is mostly ex-

plored. But, surely it does not show much effect at higher collision energies particularly

when the CI becomes accessible. Most importantly at higher energies the probabilities

obtained within the quadratic coupling approximation becomes almost identical to those

obtained within the linear coupling approximation. The same has been found in many

of the state-to-state reaction probabilities which are not shown here for brevity.

Moreover, the similar observation can be seen in case of initial state-selected total

reaction probabilities shown in Figure 4.5 for different J. It is also clear from Figure 4.5

that the nonadiabatic effects seen in state-to-state reaction probabilities are found to be

washed out when summed over final states. Such observations have been also found for

H2 (v=0,1, j=0) in the early work of Juanes-Marcos and Althorpe [160] where the GP

effect is studied by the vector potential approach. Hence, it is clear that the quadratic

term does not affect much the dynamics at energies where the nonadiabatic effects are

important, but only has a minor effect at lower collision energies. However, still the

inclusion of the quadratic term is considered here for the sake of completeness. It
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Figure 4.5: Initial state-selected total reaction probabilities obtained from uncoupled
and coupled surface calculations both within linear and quadratic approximation for the
H + H2 (v=3,4, j=0) → H2 (

�
v�,
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j�,

�
Ω�) + H reaction as a function of collision

energy for the total angular momentum J = 0, 15 and 20.

should be kept in mind that it is the linear term which is responsible for the GP effect

associated with Jahn-Teller CIs. [24, 199, 231]

It known in the literature that for the H + H2 (v=0, j=0) → H2 + H reaction a

large part of the nonadiabatic effects at higher collision energies are mainly caused by

the GP, and the upper adiabatic state has a very minor influence on the dynamics. We

examine here the role of the upper adiabatic state in the reaction with vibrationally

excited reagent H2 (v=3,4, j=0) by studying the population dynamics.
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Figure 4.6: Adiabatic population dynamics for the
H + H2 (v=3,4, j=0) → H2 + H reaction. The pop-
ulation of the upper adiabatic electronic state V+ is
shown in the inset.

The time evolution of the adiabatic

electronic populations are shown in Fig-

ure 4.6 for H2 (v=3,4, j=0) as a func-

tion of Chebyshev iteration number. It

can be seen that almost all of the popula-

tions reside on the lower adiabatic state

and a very tiny amount of the WP tra-

verses to the upper adiabatic state. It is

found that only ∼ 0.8 % and ∼ 2 % of the

WP pass over to the upper adiabatic state

in case of reagent H2 (v=3, j=0) and H2

(v=4, j=0), respectively (cf. inset of Fig-

ure 4.6), for a maximum collision energy

of 1.25 considered in the present work.

Hence, it is clear that even for vibrationally excited reagent (v=3,4, j=0) the role of the
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upper adiabatic electronic state stays minimal in the reaction dynamics. The oscillations

present in the populations are actually an artifact of the real wave packet method used in

the current work where only the half of the wave packet i.e., the real part is propagated.

Therefore, the initial value of the square of the norm is centered around 0.5 instead of

1.

4.3.1.2 Nonadiabatic effects in state-to-state DCSs

In this section the nonadiabatic effects mostly due to GP (according to the discussion

above) on the state-to-state DCSs of the H + H2 (v=4, j=0)→ H2 (v�, j�) + H reaction

is discussed. After analyzing a large number of state-to-state DCSs they are classified

into two categories, one those represent strong nonadiabatic effects and the other which

represent negligible nonadiabatic effects. The state-to-state DCSs for the product H2

(v�=0, j�=12, Ω�=0) at Ecol = 0.57 eV are analyzed in Figure 4.7 which represent strong

nonadiabatic effects on the DCS. This value of collision energy for reagent H2 (v=4,

j=0) corresponds to the total energy of 2.73 eV which is approximately the minimum

value of the CI seam. The DCSs obtained from both uncoupled and coupled surface

calculations are shown in panel (a) as a function of θ. It can be seen from Figure 4.7(a)

that “out-of-phase” oscillations between the uncoupled and coupled surface DCSs oc-

cur along θ in the backward hemisphere region. The “out-of-phase” behaviour of the

oscillations are due to the GP effect which is implicitly included in the coupled surface

diabatic treatment. The DCSs corresponding to the 1-TS and 2-TS paths are calculated

from the scattering amplitudes of uncoupled and coupled surface results and are shown

in Figure 4.7(a) for product H2 (v�=0, j�=12, Ω�=0). It can be seen that the 1-TS DCS

is much higher in magnitude than the 2-TS DCS in the range of θ where the “out-of-

phase” oscillations are seen. Even though the magnitude of 2-TS DCS is less, it is rather

non-negligible.

However, the origin of the “out-of-phase” oscillations can not be directly deduced

from the 1-TS and 2-TS DCSs. This is because the calculation of σ1−TS and σ2−TS does

not consider the inclusion of the interference term between f1(θ, E) and f2(θ, E). The 1-

TS and 2-TS contributions with the inclusion of the interference term can demonstrate

the origin of the “out-of-phase” oscillations as it will be shown. The expressions of

the DCSs corresponding to the 1-TS and 2-TS contributions with the inclusion of the

interference terms are given in the Appendix A. Since GP changes the relative sign

between the 1-TS and 2-TS scattering amplitudes, as a result we get two 1-TS and two
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Figure 4.7: Electronic nonadiabatic effects in the state-to-state DCS of H + H2 (v=4,
j=0)→ H2 (v�=0, j�=12, Ω�=0) + H reaction at Ecol = 0.57 eV. (a) The state-to-state
DCSs obtained from both uncoupled and coupled surface calculations and those corre-
sponding to the 1-TS and 2-TS paths as a function of θ. (b) The DCSs corresponding
to 1-TS[+], 2-TS[+], 1-TS[-] and 2-TS[-] contributions as a function of θ. (c) The in-
terference term between 1-TS and 2-TS path scattering amplitudes and (d) the relative
phase between the 1-TS and 2-TS path scattering amplitudes as a function of θ (shown
for θ = 75°-180°).

2-TS contributions. The corresponding DCSs σ1−TS[+], σ2−TS[+], σ1−TS[-] and σ2−TS[-] for

the product H2 (v�=0, j�=12, Ω�=0) are shown in Figure 4.7(b). It can be seen that

these DCSs show proper oscillating behaviour in the backward hemisphere. Hence,

these oscillations originate from the interference between the 1-TS and 2-TS paths.

Moreover, the oscillations present in σ1−TS[+] and σ1−TS[-] DCSs show “out-of-phase”

behaviour, similar to σ2−TS[+] and σ2−TS[-], which in turn translates to the “out-of-phase”

oscillations found between the uncoupled and coupled DCSs in FIg. 4.7(a). This “out-

of-phase” behaviour arises from the change in sign of the interference term as a result

of GP as shown in equations 4.19−4.22. The interference term f ∗1 f2 and the relative

phase between the two paths (ω1−ω2) are also calculated (see Appendix B) and plotted

in panel (c) and (d) of Figure 4.7 as a function of θ to understand the interference

phenomenon. It can be seen that the phase difference between the scattering amplitudes

of 1-TS and 2-TS paths oscillates rapidly in the range of 0 to π along θ. This leads to

a constructive interference (+ve peaks in the f ∗1 f2 plot) wherever the phase difference
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becomes maximum (out-of-phase) and destructive interference (-ve peaks in the f ∗1 f2

plot) wherever the phase difference touches a minimum value (in-phase).

For the product H2 (v�=0, j�=12, Ω� �0) both the uncoupled and coupled state-

to-state DCSs at Ecol = 0.57 eV are shown in Figure as a function of θ for a few Ω�

values. It can be seen from the figure that though difference between the coupled and

0

3

6
Uncoupled
Coupled

0 45 90 135 180
0

2

4

0

1

2

3

0 45 90 135 180
0

0.5

1

1.5

(v’=0, j’=12, Ω’=1)

(v’=0, j’=12, Ω’=2)

(v’=0, j’=12, Ω’=3)

(v’=0, j’=12, Ω’=4)

D
C

S 
 (

10
-3

  Å
2  s

r-1
)

E
col

 = 0.57 eV

Scattering angle (degree)

Figure 4.8: State-to-state DCSs of the H +H2 (v=4, j=0)→H2 (v�=0, j�=12,Ω��0) +
H reaction as a function of θ at Ecol = 0.57 eV for some selected Ω� quantum numbers.

uncoupled DCSs exists as a result of the nonadiabatic effects, a clear “out-of-phase”

oscillation does not occur in case of Ω� �0. This behaviour of Ω�=0 and Ω� �0 state-to-

state DCSs in the sideways region is found to be general for products having low v� and

relatively higher j� quantum numbers. It seen in all of the cases that the magnitude of 2-

TS mechanism is comparatively low forΩ�=0 states but has significant interference with

the 1-TS mechanism resulting an “out-of-phase” oscillations in the sideways direction.

However, for Ω� �0 such oscillations are rare and the way GP affects the dynamics is

quite arbitrary. Further stereodynamical study on the product polarization is required to

understand the GP effect in case of Ω� �0 product states. Such studies are beyond the

scope of the present work.

In what follows next the state-to-state DCSs that represent negligible nonadiabatic

effects are presented and discussed. Such an example is given in Figure 4.9 where the

DCSs for the product H2 (v�=0, j�=0) at Ecol = 0.57 eV are analyzed. The DCSs ob-
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Figure 4.9: Electronic nonadiabatic effects in the state-to-state DCS of H + H2 (v=4,
j=0) → H2 (v�=0, j�=0) + H reaction at Ecol = 0.57 eV. (a) The state-to-state DCSs
obtained from both uncoupled and coupled surface calculations as a function of θ. (b)
The DCSs corresponding to the 1-TS and 2-TS paths as a function of θ. (c) The DCSs
corresponding to 1-TS[+] and 2-TS[+] contributions along with the uncoupled DCS (d)
The DCSs corresponding to 1-TS[-] and 2-TS[-] contributions along with the coupled
DCS as a function of θ. In panels (c) and (d) θ is shown from 0° to 80° for a clear view
of the oscillations.

tained from both uncoupled and coupled surface calculations are shown in panel (a) as a

function of θ. It can be seen from Figure 4.9(a) that almost no difference exists between

the uncoupled and coupled DCSs except at the extreme forward and backward region.

Oscillations can be seen in both the DCSs in the forward scattering region which are

in-phase with each other, and these oscillations show a very negligible nonadiabatic ef-

fects. The DCSs corresponding to the 1-TS and 2-TS path are shown in panel (b) as

a function of θ. It can be seen that the 2-TS path has a negligibly small contribution

(∼2 orders of magnitude less than the 1-TS path) and most of the oscillating feature

comes from the 1-TS DCS. Moreover, the 1-TS and 2-TS contributions with the in-

clusion of the interference term are calculated and the corresponding DCSs, σ1−TS[+],

σ2−TS[+], σ1−TS[-] and σ2−TS[-] are shown in panel (c) and (d) along with the uncoupled

and coupled DCSs. It can be seen from Figure 4.9(c)-(d) that the DCSs σ1−TS[+] and

σ1−TS[-] almost perfectly reproduce the forward scattering oscillations present in the un-

coupled and coupled DCSs. However, the 2-TS paths, both σ2−TS[+] and σ2−TS[-], even

with the inclusion of interference term hardly contribute to the DCSs. This suggests

that the interference between the 1-TS and 2-TS paths is negligibly small in this case.
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Hence, it is safe to ascertain that these forward scattering oscillations do not originate

from the interference between the 1-TS and 2-TS paths and are not a result of GP. These

oscillations are rather signature of the typical glory interference pattern [220, 221] orig-

inating from the nearside-farside interference of only 1-TS paths. [162] Such glory

phenomenon has recently been observed experimentally in the forward scattering of H

+HD (v=0, j=0)→H2 (v�=0, j�=1,3) +D reaction but at a collision energy much lower

than the minimum of CI seam. [149, 150, 186] The negligible nonadiabatic effects in

the forward scattering oscillations is found to be general for products having low j�

quantum numbers irrespective of the product vibrational manifold. Few more examples

are given in Figure 4.10 for two different values of collision energy Ecol = 0.57 and 0.75

eV.
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Figure 4.10: State-to-state DCSs, both uncoupled and coupled, and those correspond-
ing to the 1-TS and 2-TS paths, of the H + H2 (v=4, j=0) → H2 (v�, j�,

�
Ω�) +

H reaction as a function of scattering angle for some selected (v�, j�) levels of product
showing negligible electronic nonadiabatic effects in the forward scattering oscillations
at Ecol = 0.57 and 0.75 eV.

In addition to the two general phenomena discussed above, few exceptions have
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also been noticed in the present investigation. Most importantly, in contrast to the neg-

ligible nonadiabatic effects in the forward scattering oscillations, strong nonadiabatic

effects in the forward hemisphere is found in few cases. This is found to be most likely

occur in case of higher vibrational levels of product. Figure 4.11 shows a few of such

examples at two different collision energies, Ecol = 0.57 and 0.75 eV for v�=4 mani-

fold. It can be seen from the figure that the nonadiabatic effects appear in the forward
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Figure 4.11: State-to-state DCSs of H + H2 (v=4, j=0) → H2 (v�=4, j�, Ω�=0) + H
reaction as a function of θ at Ecol = 0.57 eV (a-d) and 0.75 eV (e-h) showing strong
nonadiabatic effects in the forward scattering angular oscillation. The DCSs corre-
sponding to the 1-TS and 2-TS paths are shown in the below panels. The DCSs are
plotted here only for the forward hemisphere i.e., θ = 0° − 90°.

scattering region in the form of “out-of-phase” oscillations between the uncoupled and

coupled DCSs. The DCSs corresponding to the 1-TS and 2-TS path are also shown for

the respective product states. It is seen that the 1-TS path contributes mainly towards

the sideways scattering (in the forward hemisphere) for the (v�=4, j�=7-8, Ω�=0) prod-

uct states and also to the extreme forward scattering for the (v�=4, j�=8, Ω�=0) product

state at Ecol = 0.75 eV, whereas the 2-TS path mainly contributes towards the extreme
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forward scattering for these product states. For the (v�=4, j�=3, Ω�=0) at Ecol = 0.75

eV, both the 1-TS and 2-TS paths have comparable magnitude and contribute mainly

towards the forward scattering. The 2-TS path mechanism has appreciable magnitude

in the forward scattering region in these cases, in contrast to the findings of Figure 4.9

and 4.10, and leads to a significant interference between the 1-TS and 2-TS path mecha-

nisms consequently causing the “out-of-phase” oscillations between the uncoupled and

coupled DCSs. These forward scattering oscillations are different from the glory inter-

ference phenomenon since the underlying mechanism by which they arise is different.

These oscillations are not as regular as the former ones (shown in Figure 4.9 ans 4.10)

where the 1-TS path mechanism is dominant. Moreover, the period of these oscillations

is greater (≈9.5°−10.7°) than that of the former ones (≈6.7°−8.5°).

In order to learn more about the difference between these two types of oscillations,

we consider a unique example of the state-to-state DCSs for the H2 (v�=3, j�=8, Ω�=0)

product state at Ecol = 0.57 eV as given in Figure 4.12. The uniqueness of this product
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Figure 4.12: State-to-state DCSs of H + H2 (v=4, j=0) → H2 (v�=3, j�=8, Ω�=0) +
H reaction at Ecol = 0.57 eV showing both the glory interference pattern and “out-of-
phase” oscillations in the forward scattering hemisphere. (a) The state-to-state DCSs
obtained from both uncoupled and coupled surface calculations as a function of θ. (b)
The DCSs corresponding to 1-TS[+], 2-TS[+], 1-TS[-] and 2-TS[-] contributions as
a function of θ. (c) The partial DCSs corresponding to different J ranges (mentioned
inside the panel) as a function of θ along with the coupled DCS.

state is that both the above discussed phenomena occur together in the DCS in forward

hemisphere but at two different ranges of the scattering angle. It can be seen from
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the Figure 4.12(a) that the glory interference pattern appears in both the coupled and

uncoupled DCSs with a negligibly small nonadiabatic effect in the range of θ from 0° to

30°. However, strong nonadiabatic effects can be seen afterwards in the form of “out-of-

phase” oscillations between the coupled and uncoupled DCSs in the range of θ from 30°

to 90°. The DCSs corresponding to the 1-TS and 2-TS contribution with the inclusion of

the interference terms i.e., σ1−TS[+], σ2−TS[+], σ1−TS[-] and σ2−TS[-] are plotted in panel (b)

as a function of θ. A negligibly small contribution of the 2-TS path mechanism can be

seen for θ = 0°−30° which mainly dominated by the 1-TS path mechanism. However,

in case of θ = 30°−90°, both the 1-TS and 2-TS path mechanisms have appreciable

contributions which leads to the interference between these two causing the “out-of-

phase” oscillations.

The angular period (Δθ) of the glory oscillations is found to be ≈6.5° whereas it

is ≈10.4° in case of the “out-of-phase” oscillations. This gives the most dominant J

value, according to semiclassical theory [232] (J = 180°/Δθ − 1/2) as ≈27 in case of

the glory scattering and ≈17 in case of the “out-of-phase” oscillations. The partial wave

mainly responsible for the glory oscillations generally occur at higher J values close to

the Jmax. In this case J=27 is close to the Jmax which is found to be 32 at Ecol = 0.57

eV. Hence, for θ = 0°−30°, the forward scattering oscillations are most likely due to

the glory interference phenomena. It is also highly improbable that the partial waves

around J=17 give rise to such glory scattering as they may scatter the product mostly

into the sideways direction. This is indeed shown in panel (c) of Figure 4.12 where

the DCSs (coupled surface) corresponding to three different ranges of J are plotted as a

function of θ. The ranges of J are chosen so as to represent the lower, intermediate and

higher partial waves and are denoted as DCS1, DCS2 and DCS3, respectively, in Figure

4.12(c). It is to be noted here that the calculation of these partial DCSs of a specific J

range includes also the coherence terms outside that range. It can be seen from Figure

4.12(c) that the glory oscillations mainly originate from the DCS3 corresponding to

the higher partial waves J = 26-32, which is in rather good agreement with the above

analysis using semiclassical theory. The partial waves corresponding to the intermediate

J range, J = 12-25, mainly contributes to the DCS in the range of θ = 30°−90° where

the nonadiabatic effects are seen in the form of “out-of-phase” oscillations. The same

behaviour is also found in case of the uncoupled DCS which is not shown here for

brevity.

The correlation function between J and θ i.e., the quantum mechanical generalized

deflection function (see Ref. [76]) of the product states (v�=0, j�=0, Ω�=0), (v�=3, j�=8,
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Ω�=0), (v�=4, j�=8, Ω�=0) and (v�=4, j�=8, Ω�=0) are shown in Figure 4.13 at Ecol =

0.57 eV. As shown above the glory oscillations are seen only in the first two of them

Figure 4.13: The quantum mechanical generalized deflection function of the H + H2
(v=4, j=0) → H2 (v�, j�, Ω�) + H reaction at Ecol = 0.57 eV for different product
quantum states differentiating the glory angular oscillations from the “out-of-phase”
forward scattering oscillations. The quantum numbers of the product states are men-
tioned at the top of each panel.

and the second two carry “out-of-phase” oscillations due to GP in the forward scattering

region. It is obvious from the Figure S6 that in case of the (v�=0, j�=0, Ω�=0) and

(v�=3, j�=8, Ω�=0) product states (cf. panel a and b) the characteristic glory oscillations

can easily be identified in the region of high J and low θ (marked in blue coloured

box). However, in case of (v�=4, j�=8, Ω�=0) and (v�=4, j�=8, Ω�=0) product states

no such oscillations are found (cf. panel c and d). Hence, it is safe to ascertain that

the “out-of-phase” forward scattering oscillations discussed in Figure 4.11 are not due

to the glory phenomenon. Moreover, it is clear that these two observations i.e., the

glory oscillations with negligible nonadiabatic effect and the “out-of-phase” forward

scattering oscillations due to strong nonadiabatic effect are actually different and they

originate from two different underlying mechanisms.
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So far it is discussed that how the nonadiabatic effects appear in the state-to-state

DCSs as a function of θ for the vibrationally excited reagent. In what follows the state-

to-state DCSs are presented as a function of the collision energy for fixed values of θ

corresponding to both forward and backward scattering. The collision energy depen-

dence of a few selected state-to-state DCSs at θ = 0° and 180° are shown in Figure

4.14 for the H + H2 (v=4, j=0) → H2 (v�, j�) + H reaction. The DCSs obtained from
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Figure 4.14: Collision energy dependence of some selected state-to-state DCSs for the
H + H2 (v=4, j=0)→ H2 (v�, j�) + H reaction in the backward (at θ = 180°; panels a
and b) and forward (at θ = 0°; panels c and d) scattering direction. The DCSs obtained
from both uncoupled and coupled surface calculations and those corresponding to the
1-TS and 2-TS paths are shown inside each panels. The 1-TS and 2-TS DCSs are
divided by a factor of 2 for a clear presentation of the interference phenomenon.

both uncoupled and coupled surface calculations and those corresponding to the 1-TS

and 2-TS paths are shown as a function of the collision energy. Note that these DCSs

correspond to the Ω�=0 state of the product H2 since according to the properties of the

reduced Wigner rotation matrix elements dJ
ΩΩ�(θ) only Ω�=0 contributes to the DCS at

θ = 0° and 180° (Ω=0 in the present case) [62, 63, 233]. It is readily seen from the

figure that significant “out-of-phase” oscillations as a function of collision energy occur

between the uncoupled and coupled DCSs. Such energy dependent oscillations were

observed recently in the backward scattered DCS of H + HD (v=0, j=0)→ H2 (v�, j�)

+ D reaction in the work of Xie et al. [171]. However, such oscillations can also be
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observed in the forward scattering direction as shown in Figure 4.14(c)-(d). Such os-

cillations are also found in a few more state-to-state DCSs and are not shown here for

brevity. These oscillations appear as a result of the interference between the 1-TS and

2-TS paths and the “out-of-phase” behaviour between the uncoupled and coupled DCSs

is because of the GP effect which is implicitly included in the coupled surface diabatic

treatment. It can be seen that the oscillations are more pronounced at those energies

where the 2-TS path contribution has appreciable magnitude. For energies where the

2-TS path has very negligible contribution, the oscillations are not so distinctive. This

is true for both the backward and forward scattering. Moreover, the period of the energy

dependent oscillations in case of forward scattering is found to be larger than that of the

backward scattering.

4.3.1.3 Effect of sum over final states

As it is discussed in Sec 4.3.1.1 and also found in Ref. [160] that the nonadiabatic

effects seen in the state-to-state reaction probabilities get washed out in the total reaction

probabilities when summed over the final states, it would be interesting to see to what

extent the same holds true in case of the DCSs. So, in this section the effect of sum

over final states of product on the nonadiabatic effects found in the state-to-state DCSs

is discussed. The product vibrational level resolved (summed over j� and Ω�) DCSs are

shown in Figure 4.15 as a function of θ for reagent H2 (v=3, j=0) at Ecol = 0.75 eV

and H2 (v=4, j=0) at Ecol = 0.57 eV. The DCSs obtained both from the uncoupled and

coupled surface calculations are shown for different v� levels of product. The v�-resolved

DCSs at a few other collision energies are also calculated but are not shown here as the

nonadiabatic effects in these cases is found to be less prominent compared to those

shown in Figure 4.15. It can be seen from the figure that the nonadiabatic effects found

in the state-to-state DCSs have disappeared substantially upon summing over the j� and

Ω� quantum numbers. Nevertheless, there are non-negligible differences between the

uncoupled and coupled surface results in form of the “out-of-phase” oscillations in the

v�-resolved DCSs. These oscillations are found to occur only in the sideways direction,

both in the backward hemisphere (for lower v� levels) and in the forward hemisphere

(for higher v� levels).

In order to examine the effect of summation over v� quantum numbers, the ini-

tial state-selected total (summed over all v�, j� and Ω� levels) DCSs for the reagent H2

(v=3, j=0) and H2 (v=4, j=0) are shown in Figure 4.16 as a function of θ. The DCSs
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obtained both from the uncoupled and coupled surface calculations are shown for differ-

ent value of collision energies. These collision energies are selected so as to represent

the maximum possible nonadiabatic effects in both the (v=3, j=0) and (v=4, j=0) cases

of reagent H2. It can be seen form the figure that the nonadiabatic effects have signif-

icantly disappeared in the total DCSs after summing over all the final product states.

However, it is surprising to notice that still small differences exists between the uncou-

pled and coupled surface results particularly in the sideways direction in form of the

“out-of-phase” oscillations. This suggests that the interference between the 1-TS and

2-TS paths somewhat survives after summing over all product states resulting the very

small nonadiabatic effects in the total DCSs. The 1-TS and 2-TS path contributions to

the total DCSs are shown in Figure 4.17 for the reagent H2 (v=3, j=0) and H2 (v=4,

j=0) as a function of θ at the same collision energies as shown in Figure 4.16. It is seen
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Figure 4.17: Initial state-selected total (summed over all final states) DCSs corre-
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�
v�,

�
j�,�

Ω�) + H reaction as a function of θ at various collision energies.

from the figure that the contribution from 1-TS path mainly dominates the total DCS

particularly in the forward and backward directions. However, contribution from the 2-

TS path surprisingly has a comparable and sometimes equal magnitude with that from

the 1-TS path in the sideways direction. Even though the 2-TS path has fairly significant

contribution in the total DCS a very minor nonadiabatic effect is found in the total DCSs
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as shown in Figure 4.16. This suggests the cancellation of the nonadiabatic effect (to a

considerable extent) in the total DCS can be due to the sum over the product quantum

states. So it is clear that there is a role of the summation over final states in cancelling

the nonadiabatic effects which is seen both in the case of reaction probabilities (cf. Figs.

4.4 and 4.5) and the DCSs.

4.3.1.4 State-to-state ICSs

In this section the nonadiabatic effect in the state-to-state ICSs is discussed. The ICSs

are obtained by integrating the DCSs over θ. The state-to-state ICSs for reagent H2 (v=3,

j=0) and H2 (v=4, j=0) are plotted in Figure 4.18 in terms of product rotational level

distributions at Ecol = 0.5, 0.57 and 0.75 eV. A few selected state-to-state ICSs are also
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different types and symbols.

presented as a function of collision energy in Figure 4.19 for both H2 (v=3, j=0) and H2

(v=4, j=0). The ICSs obtained from both the uncoupled and coupled surface calculation

are shown in these figures. It can be seen from the figures that almost no difference
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product.

exists between the uncoupled and coupled surface results indicating a negligibly small

nonadiabatic effect in the state-to-state ICSs. The nonadiabatic effects found in the state-

to-state DCSs almost completely disappeared after integrating over θ. In other words,

the nonadiabatic effects found in the state-to-state reaction probabilities got washed out

in the state-to-state ICSs upon summing over all the partial waves. This observation is

similar to that found in case of reagent H2 (v=0,1, j=0) by Kendrick [158, 159, 202] and

Althorpe and coworkers [154, 160] where the GP effect was found to be cancelled in the

state-to-state ICSs. The origin of this dramatic cancellation of GP in the state-to-state

ICSs have been rigorously explained in Refs. [161, 162]. It was shown that [162] the

interference term between the 1-TS and 2-TS paths, which is mainly responsible for the

GP effect in state-to-state DCSs, when integrated over θ gives a very minor contribution
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to the state-to-state ICSs because of its highly oscillatory natue. The same argument can

be used to explain the cancellation of the nonadiabatic effect in the state-to-state ICSs

seen above in case of the vibrationally excited reagent H2 (v=3,4, j=0). As shown in

Figure 4.7(c), the interference term, f ∗1 f2, for many of the state-to-state transitions with

strong nonadiabatic effects, showed such highly oscillating behaviour. It is found that

the interference term acquires both positive and negative values and oscillates around

zero. Therefore, after integration over θ (with a weight factor of sin θ) it gives a very

small value and hence a negligible contribution to the ICS.

4.3.2 Effect of reagent vibrational excitation (v=0−4) on the scat-
tering dynamics

4.3.2.1 Effect of reagent vibrational excitation on total DCSs

In order to show the effect of reagent vibrational excitation on the overall dynamics the

initial state-selected total DCSs for the H +H2(v=0-4, j=0) reaction are shown in Figure

4.20 in terms of three-dimensional perspective plot as a function of both center-of-mass

scattering angle and collision energy. The DCSs for reagent H2 (v=0-2, j=0) (panels a-

c) are obtained from uncoupled surface calculations and that for H2 (v=3-4, j=0) (panels

d-e) are obtained from coupled surface calculations. It can be seen from Figure 4.20(a)

that for H2 (v=0, j=0) the total DCS is dominated by backward scattering and forward

scattering appears at higher collision energies. With increase in vibrational excitation

of reagent diatom the forward scattering becomes more dominant than the backward

scattering and for the higher vibrational level of reagent, H2 (v=3-4, j=0), a completely

forward dominated total DCS can be observed at higher collision energies. Moreover,

it can be seen that for reagent H2 (v=0-3, j=0), the threshold for the forward scatter-

ing appears at higher energy as compared to the backward scattering. The difference

between the thresholds of forward and backward DCSs is found to decrease with vi-

brational excitation of the reagent diatom. The threshold energies for both forward and

backward DCSs for reagent H2 (v=4, j=0) tend to zero suggesting a barrierless nature

of the reaction for highly vibrationally excited reagent. The forward scattering DCS

increases with increase in collision energy for reagent H2 (v=0-4, j=0), however, the

backward scattering DCS first increases and then decreases slowly at higher collision

energies after attaining a maximum. Hence it can be said that the increase in reactivity

in the ICSs with reagent vibrational excitation mainly comes from the forward scattered

products. It can also be seen that for H2 (v=2-4, j=0), the variation of the forward and
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Figure 4.20: Three-dimensional perspective plot of initial state-selected total DCSs
for the H + H2 (v=0-4, j=0) → H2 (

�
v�,

�
j�,

�
Ω�) + H reaction as a function of

collision energy and center-of-mass scattering angle (θ). The DCSs for reagent H2
(v=0-2, j=0) are obtained from uncoupled surface calculations and that for H2 (v=3-4,
j=0) are obtained from coupled surface calculations.

backward scattering DCSs as a function of collision energy is qualitatively similar for

different vibrational level of reagent H2 irrespective of the magnitude of the DCS.

As it is well understood that for reagent H2 (v=0, j=0) the forward scattering in

hydrogen exchange reaction stems from the time-delayed mechanism involving contri-

butions from higher total angular momentum. However, the question remains whether

the overall scattering mechanism of the reaction with vibrationally excited reagent will

be any different from that with reagent H2 (v=0, j=0). In order to understand the ori-

gin of forward and backward scattering, the J-dependent partial DCSs are calculated

for each vibrational level of reagent. The total (summed over final states) J-dependent

partial DCSs at θ = 0° and 180° (corresponding to forward and backward scattering,

respectively) are shown in Figure 4.21 for reagent H2 (v=0, 2, 4, j=0). These partial
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DCSs are shown in terms of colour map plots as a function of Ecol and J in order to

understand the contribution of each partial wave at different collision energies. The J-

dependent partial DCSs for reagent H2 (v=1, 3, j=0) are not shown here as a similar

trend is followed from v=0 to 4.

Figure 4.21: Total (summed over final states) J-dependent partial DCSs for the H
+ H2 (v=0, 2, 4, j=0) → H2 (

�
v�,

�
j�,

�
Ω�) + H reaction as a function of Ecol

(abscissa) and J (ordinate) at θ = 0° (panels a-c) and 180° (panels d-f) corresponding
to forward and backward scattering, respectively. The partial DCSs for reagent H2
(v=0,2, j=0) are obtained from uncoupled surface calculations and that for H2 (v=4,
j=0) are obtained from coupled surface calculations.

It can be seen from Figure 4.21 that the forward scattering mainly comes from

the higher partial waves and backward scattering from the lower partial waves. Most

importantly this is same for each vibrational level of the reagent. In case of forward

scattering the partial waves closer to Jmax (the maximum value of J to obtain the con-

verged cross section at a particular Ecol) contribute significantly to the DCS at θ = 0°.

Note that the value of the Jmax increases with increase in Ecol. In addition, the contribu-

tion of higher Js towards forward scattering increases with increase in collision energy.

However, this is opposite in case of backward scattering where the contribution of lower

Js decreases with increase in collision energy. It is known from the knowledge of the

opacity function of the H + H2 reaction that as collision energy between the reagents

increases contribution of any particular higher J towards the overall reactivity increases
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[227, 234]. However, for any lower value of J it remains almost same with change in

collision energy [227, 234].

For instance, consider the case of H2 (v=4, j=0). For J = 28 the weighted partial

wave contribution (2J + 1)P(J; E) to the cross section is 16.66, 31.83 and 39.21 at Ecol

= 0.75, 1.0 and 1.25 eV. However, the (2J + 1)P(J; E) values are 14.96, 15.96 and

16.31 for J = 9 at the same collision energies (cf. Figure 4.22). Moreover, as collision

energy increases more and more higher partial waves contribute to the overall reactivity.
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Figure 4.22: (2J+1) weighted opacity functions for
H2 (v=0, j=0) and H2 (v=4, j=0) at three different
collision energies.

Since the higher J corresponds to forward

scattering, the DCS at θ = 0° increases

with increase in collision energy. The

backward scattered DCS decreases with

increase in collision energy as it corre-

sponds to lower Js. The same analogy

can be applied towards the increase in for-

ward scattering with increase in reagent

vibrational excitation. In this case at

a fixed value of Ecol the weighted par-

tial wave contribution for any particular

higher J increases significantly with in-

crease in reagent vibrational excitation,

however, the same increases only mildly

for any lower value of J (cf. Figure 4.22). In addition, the maximum number of J to

obtain the converged cross section at a particular Ecol increases with increase in reagent

vibrational excitation [227]. This explanation also clarifies the higher threshold values

of forward scattering than the backward one for reagent H2 (v=0-3, j=0).

We reiterate here that in the calculation of J-dependent partial DCSs the cross

terms are included in the equation 2.55 in order to ensure the full coherence among

all the partial waves. This may lead to constructive and destructive interference be-

tween the partial waves which corresponds to the positive and negative values of the

J-dependent partial DCSs. This can be seen from Figure 4.21 as magenta and green

coloured stripes. It can be seen that in contrast to a small set of J, a broad range of J

actually contributes to the forward and backward scattered DCS through interference.

However, their collective effect wil be minimal once they are summed up. It can be

observed that the interference both at forward and backward scattering is strong in case

of H2 (v=0, j=0) and it gets weaker with increasing reagent vibrational excitation.
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4.3.2.2 Product vibrational level resolved DCSs and energy disposal of angle re-
solved products

The effect of reagent vibration on the product vibrational level resolved DCSs is pre-

sented in Figure 4.23. Here, the v�−resolved DCSs are shown in terms of product vibra-

tional level distribution for fixed value θ at 0° and 180°, corresponding to forward and

backward scattering respectively, at different collision energies. For reagent H2 (v=3,4,

j=0), the solid lines in panels (c), (d), (g) and (h) represent the DCSs obtained from cou-

pled surface treatment. The uncoupled surface results are also shown by dashed lines

for the sake of comparison. It can be seen from the Figure that for reagent H2 (v=1,
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Figure 4.23: Product vibrational level distributions in terms of DCS at θ = 180° (panels
a-d) and 0° (panels e-h) for the H +H2 (v=1-4, j=0)→H2 (v�,

�
j�,

�
Ω�) +H reaction

at Ecol = 0.25, 0.50, 0.75 and 1.0 eV shown by lines of different colours. The coupled
and uncoupled surface results for reagent H2 (v=3-4, j=0) (panels c, d, g and h) are
shown by solid and dashed lines, respectively, whereas the uncoupled surface results
for reagent H2 (v=1-2, j=0) (panels a, b, e and f) are shown by solid lines.
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j=0), both the forward and backward scattered products are formed most probably in

the v�=1 level maintaining the vibrational adiabaticity (although not fully) except for

Ecol = 0.5 eV at θ = 180° and Ecol = 1.0 eV at θ = 0°, where the v�=0 level is found

to be the most probable one. However, with increase in reagent vibrational excitation

a few important observations can be made. First, at fairly lower value of collision en-

ergies both the forward and backward scattered products are most probably formed in

the higher v� levels (v� being same as or close to v) in case of the vibrationally ex-

cited reagent. Second, at higher collision energies, the backward scattered products

predominantly formed in the lower v� levels exhibiting a statistical vibrational distribu-

tion. However, the forward scattered products predominantly formed in the higher v�

levels where the most probable v� in some cases is even greater than the corresponding

v. As can be seen from Figure 4.23(f)-(h) that at Ecol = 1.0 eV the most probable v� for

reagent H2 (v=2-4, j=0) is v+1. This interestingly showcases a certain type of opposite

behaviour between the forward and backward scattered products in vibrational energy

disposal at higher collision energies. This strong dependence of the forward and back-

ward scattered vibrational distributions on the collision energy is also found for other

forward and backward angles. It is found that increase in collision energy in case of

vibrationally excited reagent reduces the vibrational excitation in case of the backward

scattered products to a large extent but not in case of forward scattered products. This

as a consequence raises the question that where does the lost vibrational energy go as

the total energy to be conserved. This is answered in the next paragraph. Moreover, the

v�−resolved J−dependent partial DCSs are calculated at θ = 0° and 180° (not shown

here for brevity) in order to understand the partial wave contribution to the forward and

backward scattering. It is found that similar to the total DCSs the forward scattering

in v�−resolved DCSs mainly comes from the higher partial waves and the backward

scattering from the lower partial waves.

In order to understand further the energy disposal in angle-resolved products, the

average fraction of the total available energy entering into product vibration, rotation

and relative translation are calculated individually for products scattered at θ = 0° and

180°. The results are shown in Figure 4.24 for reagent H2 (v=4, j=0) where the � f ��
values are plotted as a function of collision energy. It can be seen that in case of for-

ward scattering [cf. panel (b)] a larger portion of the available energy goes into product

vibration which is almost 70% at Ecol = 0.25 eV and varies up to 52% at Ecol = 1.25

eV. This is consistent with the fact that the forward scattered products are formed in the

vibrationally excited levels both at lower and higher collision energies in case of vibra-

tionally excited reagent as seen in Figure 4.23. The average fraction of available energy
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reaction as a function of collision energy.

entering into products’ relative translation is relatively less as compared to vibration and

varies in an average of 30% throughout the collision energy from 0.25 to 1.25 eV. The

fraction of energy entering into product rotation is the least among all which varies from

4% at Ecol = 0.25 eV to almost 18% at Ecol = 1.25 eV. The situation is however quite

different in case of backward scattering [cf. panel (a)]. It can be seen that the fraction of

available energy going into product vibration is significantly reduced as compared to the

case of forward scattering and the reduction is the largest at higher collision energies. It

can also be noticed that the � f �V�, � f
�
R� and � f �T � values come quite close to each other at

Ecol = 1.25 eV. This showcases an almost equal partitioning of the total available energy

into product vibration, rotation and relative translation in case of the backward scattered

products at higher collision energies. This equipartitioning of the available energy can

be related to the statistical vibrational distribution of the backward scattered products at

higher collision energies as seen in Figure 4.23(b)-(d). At low collision energies how-

ever the fraction of energy going to product vibration remains at highest then relative

translation and then rotation. Moreover, the fraction of energy going to product rota-

tion and relative translation for backward scattered products increases in comparison to

the forward scattering. This comes as in expense of the reduction of vibrational energy

disposal in backward scattered products. Hence, it is safe to assume that the loss in the

vibrational energy disposal in case of the backward scattered products is transfered to

product rotation and relative translation; little more to rotation than translation. It is to

be noted here that the � f � � values are also calculated for other forward and backward

scattering angles, and it is found that their corresponding energy disposal is similar to

that seen at θ = 0° and 180°.
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So it is clear that there exists two scenarios depending upon whether the reagent

diatom, particularly vibrationally excited, encounters a slow collision or a relatively

faster collision with the attacking atom. It is found in earlier studies that with increas-

ing reagent vibrational excitation the threshold for the reaction decreases [227] and for

H2 (v=4) it behaves like barrierless i.e., zero threshold [165, 189]. However, when the

reaction asseses higher partial waves or equivalently high impact parameter collisions,

dynamical barriers can be formed corresponding to the higher orbital angular momen-

tum even for the higly vibrationally excited reagent which can slow down the incoming

atom to some extent as a consequence of converting a part of its relative translational

energy to the centrifugal energy. The products formed in such cases are forward scat-

tered as discussed in section 4.1.2 and reported in Refs. [143, 146, 219]. Now, a slow

collision is very much unlikely to disrupt the vibrational motion of the reagent diatom

as compared to a fast collision. Hence, the products formed from the slow collisions

(low collision energy) are more likely to retain the reagent diatom’s vibrational energy

both in case of forward and backward scattering. The disruption in fact would be more

when the fast collisions are mediated by low impact parameters (or lower partial waves)

where they barely face any dynamical barriers. This explains why at higher collision

energies the reagent vibrational energy could not efficiently be converted into product

vibrational energy in case of backward scattered products [cf. Figure 4.23(b)-(d) and

4.24(a)]. However, in case of forward scattering dominated by higher partial waves, the

dynamical centrifugal barriers may cause the slow down of the fast moving attacking

atom where the disruption of reagent vibrational motion would not be effective and the

reagent vibrational energy can be efficiently converted into product vibrational energy

[cf. Figure 4.23(f)-(h) and 4.24(b)].

4.3.2.3 Effect of reagent vibration on product rotational level resolved DCSs

The effect of reagent vibration on the product rotational level resolved DCSs is pre-

sented and discussed in this section. The j�−resolved state-to-state DCSs are presented

here in terms of gradational contour map as function of θ along the abscissa and j� along

the ordinate. The j�−resolved DCSs of the H + H2 (v=0-4, j=0) → H2 (v�=0, j�) + H

reaction is shown in Figure 4.25 for Ecol = 0.5 eV and in Figure 4.26 for Ecol = 0.75 eV.

The individual figures show the DCSs for a particular product vibrational manifold and

for different reagent vibrational level so as to indicate the effect of reagent vibrational

excitation.
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Figure 4.25: Product rotational level resolved state-to-state DCSs of the H + H2 (v=0-
4, j=0)→ H2 (v�=0, j�) + H reaction as a function of j� and θ at Ecol = 0.5 eV.

It can be seen from Figure 4.25 that for reagent H2 (v=0, j=0) the DCSs are dom-

inated by backward scattering with the peak of the angular distribution, θpeak close to

180°. Moreover, the products are formed in the lower rotational levels, within j� = 4.

This behaviour, that is, backward scattering with low rotational excitation of product

diatom supports the conventional rebound or direct recoil mechanism, where a head-on

collision between the reagent atom and diatom with very low impact parameter (b or J

≈ 0) results in backward scattered products with very low rotational excitation. Such

mechanisms which are dominant at low collision energy, access the collinear transition-

state and are a consequence of the MEP of the H +H2 reaction. It is to be noted here that

the collision energy 0.5 eV is very close to the threshold energy of the (v=0, j=0) vi-

brationally adiabatic potential. With the successive vibrational excitation of the reagent

diatom at the same collision energy it can be seen that the backward scattering found

in H2 (v=0, j=0) now gradually changes to sideways scattering (but in the backward

hemisphere). These sideways scattered products are now rotationally excited and the

rotational excitation increases with increase in reagent vibrational excitation. For the
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Figure 4.26: Same as in Figure 4.25, but for Ecol = 0.75 eV.

highly vibrationally excited reagent H2 (v=3-4, j=0), it can be seen that a relatively

large range of product rotational levels are populated and the peak value of the angular

distribution decreases as the j� quantum number increases. Such phenomenon is well

known in the H + H2 reaction dynamics [188, 222, 223] and has been termed as “nega-

tive j� − θ correlation” [224]. It is believed that the rotationally excited products those

scatter into the sideways direction of backward hemisphere results from the glancing

collision [222, 223]. This means that the head-on or zero-impact-parameter collisions

lead to rotationally cold products in the extreme backward direction, and as the impact

parameter increases the collisions become more glancing which leads to rotationally

excited products in the sideways direction. This phenomenon has been found in the

crossed molecular beam experiment of H + D2 (v=0, j) → HD (v�, j�) + D reaction

[188, 204, 222–224] and recent experimental work on the H + HD (v=0, j=0) → H2

(v�, j�) + H reaction [235] at various collision energy ranging from low to high. It is

important to note here that the transition to such mechanism, from the conventional re-

bound, generally occurs when the collision energy between the reagents increases, as

it is well established in the literature for the case of (v=0, j=0) level of reagent diatom
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[204, 222, 223]. This can be understood in the present case by comparing the (v=0,

j=0) panels of Figure 4.25 and 4.26, where the latter displays the j�−resolved DCSs at

little higher collision energy of 0.75 eV. At this energy, in addition to the rebound mech-

anism for the low j� levels, the glancing collision mechanism also appears for higher

j� states showcasing the “negative j� − θ correlation” for H2 (v=0, j=0). The gradual

transition of the mechanism is due to the fact that with increase in collision energy the

colliding partners can access the region of high impact parameter and hence can un-

dergo glancing collisions. However, in the present study it is found that the transition of

the mechanism from rebound to glancing can also occur by increasing the vibrational

energy of the reagent diatom at the same collision energy (cf. Figure 4.25). This is

supported by the fact that the reaction is dominated by higher partial waves in case of

vibrationally excited reagent as compared to the case of H2 (v=0, j=0) at the same value

of collision energy, which is already discussed in Section 4.3.2.1 (cf. Figure 4.22).

The j�−resolved DCSs at Ecol = 0.75 eV (cf. Figure 4.26) show strong dependence

between j� and θ as compaed to that at Ecol = 0.5 eV (cf. Figure 4.25) for each of the

reagent vibrational level. The correlation between the impact parameter b, j� and θpeak in

case of the glancing collision mechanism has been qualitatively explained by the line-

of-centers nearly elastic specular scattering model (LOCNESS) [222, 223]. This model

predicts a linear correlation between the cosine of the most probable scattering angle

and the square of the reduced impact parameter (b2/b2
max; bmax being the maximum im-

pact parameter) by considering the colliding entities as hard-spheres (see Ref [222] for

more details). Now it is well known that the impact parameter is directly proportional to

the orbital angular momentum which is equal to the total angular momentum J for j=0

case. Moreover, according to the kinematic constraints the rotational angular momen-

tum of product diatom has an approximately linear relation (directly proportional) with

the initial orbital angular momentum for collinearly dominated reactions such as H +

H2 with vibrationally and/or rotationally cold reagents [236]. Hence, for this reaction,

J and j� or more precisely b and j� has an approximately linear relation. This suggests

that according to the LOCNESS model cos θpeak and j�2 should have an approximately

linear correlation between them. This in fact has already been shown in case of the other

isotopic variants of this reaction where the reagent diatom is in its ground rovibrational

level [188, 222, 223, 235].

In order to understand the present scenario in a similar spirit the correlation among

θpeak, j� and J in case of the glancing collision mechanism (in the backward hemisphere)

at Ecol = 0.75 eV for H2 (v=3, j=0) and product v�=0 is examined here. More precisely,
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the correlation between j� and θpeak, and that between j� and Jpeak are considered. The

Jpeak here denotes the most dominant peak value of J in the state-to-state opacity func-

tion. The Jpeak and θpeak values are extracted from the respective opacity function and

state-to-state DCSs for different values of j�. The correlation between cos θpeak and j�2,

and that between j� and Jpeak are plotted in Figure 4.27(a) and (b), respectively. It can
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Figure 4.27: Correlation between the cosine of the peak value of the scattering angle,
θpeak and square of the rotational quantum number j� (panel a), Jpeak and j� (panel b),
and Ω�peak and j� (panel c) in the backward scattering of the H + H2 (v=3, j=0)→ H2
(v�=0, j�) + H reaction at Ecol = 0.75 eV.

be seen that the cosine of θpeak values and j�2 have an approximately linear correla-

tion. This observation is in line with the LOCNESS model. Moreover, the Jpeak and

j� quantum numbers also have an approximately linear correlation [cf. Figure 4.27(b)]

suggesting the lower j� products are formed from low J and higher j� products from

high J collisions which falls under the prediction of the above model. In addition to the

cos θpeak − j�2 and Jpeak − j� correlation, the relationship between the product rotational

angular momentum and its most probable helicity state (represented by the projection

quantum number, Ω�peak) is also evaluated for each j� state. The Ω�peak values are ex-

tracted by plotting the state-to-state DCSs as a function of Ω� at the corresponding θpeak

values of each j� and then selecting the most probable Ω� quantum number. The cor-

relation between the Ω�peak and j� is shown in panel (c) of Figure 4.27. It can be seen

that unlike the θpeak and Jpeak, the Ω�peak values are almost independent of the corre-

sponding j� quantum number and tend to be in the lowest possible helicity states. This

happens even for the highly rotationally excited product states e.g. Ω�peak=1 for j�=13.

This indicates that the rotational angular momentum vector of product diatom prefer-

entially remains perpendicular to the products’ recoil direction suggesting an almost
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coplanar detachment mechanism. This finding is also in accordance with the kinematic

constraints predictions for the collinearly dominated encounters in the H + H2 reaction

as described in Ref. [236]. It is worthwhile to note here that similar type of correla-

tion among θpeak, Jpeak, Ω�peak and j� has been found in case of other vibrational level of

reagent.

It is surprising to notice that the present behaviour of the rotationally excited prod-

uct in the sideways direction for vibrationally excited reagent has a remarkable resem-

blance with the prediction of the LOCNESS model, even though the underlying pre-

sumption of the kinematic constraints of Ref. [236] is applicable only for vibrationally

and/or rotationally cold reagents. This resemblance between the present numerically

exact quantum scattering results and the prediction of the above model suggests that the

dynamics of the sideways scattered products from the vibrationally excited reagent can

be understood by the help of the LOCNESS model. Therefore, it can be said that the

scattering of these products in the backward hemisphere follows the similar glancing

collision mechanism as that found in case of ground rovibrational level reagent.

In addition to the backward scattering and the sideways scattering in the backward

hemisphere, it can be seen from the Figures 4.25 and 4.26 that forward scattering ap-

pears with successive vibrational excitation of the reagent diatom. There is no forward

scattering for the reagent H2 (v=0, j=0) at the two collision energy considered in the

figures, however, it appears with increasing collision energy [cf. Figure 4.20(a)]. The

forward scattering is seen for low j� product states and becomes more prominent with

increasing reagent vibrational excitation at the same value of collision energy. The low-

est j� product states are peaked at the extreme forward direction (θ � 0°), and with

increasing the j� quantum number it is seen that the peak value of the forward angular

distribution gradually shifts towards the sideways direction (but in the forward hemi-

sphere). This results in a situation where the θpeak value increases with increasing the j�

quantum number in the forward scattering region. This phenomenon can be dubbed as

“positive j� − θ correlation” in the forward scattering. In the present investigation this

phenomenon is found in case of vibrationally hot reagent at relatively low collision en-

ergy and also for vibrationally cold reagent at relatively high collision energy. In some

situation this is also found in case of vibrationally excited products. In contrast to the

“negative j� − θ correlation” in the backward hemisphere, a relatively low number of

product rotational states are populated in the forward scattering which is why it does

not extend to the extreme sideways region. Moreover, in contrast to the broad angular

distribution in the backward hemisphere, which originate from a broad range of impact
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parameters, the forward scattering angular distributions are found to be narrow and are

dominated by angular oscillations.

Similar to the analysis done in case of the glancing collision mechanism (cf. Figure

4.27), the correlation among θpeak, j�, Jpeak and Ω�peak is examined here for the “positive

j�−θ correlation” in the forward scattering in case of reagent H2 (v=3, j=0) and product

v�=0 at Ecol = 0.75 eV. The results are plotted in Figure 4.28. Note that instead of the

cosine of the θpeak, the value of the θpeak is plotted against the j� quantum number. The
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Figure 4.28: Correlation between the peak value of the scattering angle, θpeak and the
rotational quantum number j� (panel a), Jpeak and j� (panel b), and Ω�peak and j� (panel
c) in the forward scattering of the H + H2 (v=3, j=0)→ H2 (v�=0, j�) + H reaction at
Ecol = 0.75 eV.

Jpeak values are extracted here from the J−dependent partial DCSs, instead of the state-

to-state opacity functions, by plotting them against J for the corresponding θpeak for each

j�. The θpeak and Ω�peak values are extracted in a similar fashion as that is done in the

analysis of the glancing collision mechanism. It can be seen from Figure 4.28(a) that

the θpeak values and the j� quantum number have an approximately linear correlation

qualitatively similar to that seen in the “negative j� − θ correlation” in the backward

hemisphere. This suggests that the rotationally excited products going to the forward

hemisphere tend to scatter into the sideways region but not too far from the extreme

forward direction. In contrast to the Figure 4.27(b), the correlation between Jpeak and

j� here is not linear as can be seen from the panel (b) of Figure 4.28. Rather, the

Jpeak values are almost independent of the j� quantum number and acquire the highest

possible values. This suggests that unlike the glancing collision mechanism, both the

rotationally excited and rotationally cold forward scattered products are formed from
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a similar type of high impact parameter collisions. In order to understand further, the

correlation between the Ω�peak and j� is plotted in panel (c) of Figure 4.28. It can be

seen that the Ω�peak values have an almost linear relation with the j� quantum number

and tend to possess the highest possible helicity quantum number. This indicates that

the most dominant contribution to the “positive j� − θ correlation” comes from those

helicity states whose quantum number lie close to the value of the corresponding j�

quantum number. In such cases the rotational angular momentum vector of product

diatom preferentially remains parallel to the products’ recoil direction while departing

from the triatomic complex. This suggests a non-coplanar detachment mechanism for

the forward scattered products those are relatively rotationally excited.

Hence, it is the helicity state of the product rotational angular momentum which is

responsible for the “positive j� − θ correlation” observed in the forward scattering. This

is in contrast to the “negative j� − θ correlation” in the backward hemisphere where the

orbital angular momentum or the impact parameter was actually responsible. Moreover,

the underlying mechanisms of the two j� − θ correlations are in contrast with each other.

One undergoes a coplanar detachment mechanism with glancing collisions (negative

j� − θ), whereas the other undergoes a non-coplanar detachment mechanism involving

high impact parameter collisions (positive j� − θ). These two contrasting scenarios are

shown in Figure 4.29 in terms of cartoon diagrams.

Figure 4.29: Cartoon diagrams showing the two contrasting mechanisms in the “neg-
ative j� − θ” in backward scattering and in the “positive j� − θ” in forward scattering of
the H + H2 → H2 + H reaction.
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4.3.3 Effect of rotational excitation of the reagent diatom H2 (v=0,
j=0−3)

The effect of reagent rotational excitation, up to j=3 in its v=0 vibrational level, on the

H +H2 reaction dynamics is discussed here. It is worthwhile to mention here that all the

calculations for rotationally excited reagent are performed only on the lower adiabatic

surface of BKMP2 PES without including the explicit surface coupling since the CI is

not accessible within the energy range considered here. The initial state-selected total

(summed over final states) reaction probability for J=0 and ICSs for the H + H2 (v=0,

j=0−3) reaction are shown in Figure 4.30 as a function of collision energy. The results
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Figure 4.30: Initial state-selected total (summed over final states) reaction probabilities
for J=0 (panel a) and ICSs (panel b) for the H + H2 (v=0, j=0−3)→ H2 (

�
v�,

�
j�,�

Ω�) + H reaction as a function of collision energy. The reaction probability for H2
(v=0, j=1) calculated by the present TDWP method is compared with that calculated by
the ABC code [237] in panel (a). The ICSs for reagent H2 (v=0, j=1−2) are compared
with the result of Jiang et al. [123] in panel (a).

for different rotational level of reagent are shown by lines of different colours. In order

to compare with the available literature data, the ICSs of Jiang et al. [123] for reagent

H2 (v=0, j=1−2) (cf. Figure 3 of Ref. [123]) are digitized and plotted in panel (b)

of Figure 4.30 in terms of dashed lines. A very good agreement between the present

results and those of Jiang et al. can be seen despite some differences at higher energies.

Moreover, the total reaction probabilities for reagent H2 (v=0, j=1) are calculated within

a collision energy of 1.25 eV by means of a TIQM method as implemented in the ABC

code [237] in order to cross-check the present results (see Table 4.2 for the parameters

used in the TIQM calculation). The TIQM results are plotted in panel (a) of Figure 4.30

in terms of filled circles. An excellent agreement between the present TDWP and the

TIQM probabilities can be seen which validates the present results and convergence of

the TDWP numerical parameters for rotationally excited reagents.
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The effect of reagent rotation on the overall reactivity of the H + H2 reaction can

also be deduced from Figure 4.30. It can be seen that with reagent rotational excitation

the reaction probabilities do not follow a regular trend [cf. Figure 4.30(a)]; rather, it

strongly depends on the collision energy. The probabilities for reagent H2 (v=0, j=1) are

found to be larger than the others throughout the energy range considered here except

near the threshold region. Moreover, it can be seen from Figure 4.30(b) that the overall

reactivity of the reaction is hardly affected by rotational excitation of the reagent diatom

up to j=3. However, small differences can be sighted among the ICSs. In particular, the

reactivity is found to be enhanced a little for j=2 at higher collision energies, whereas,

it has decreased slightly for j=3 at lower collision energies. Hence, unlike reagent

vibration [227], the effect of reagent rotational excitation on the total ICSs is not so

straightforward.

The effect of reagent rotation on product vibrational and rotational level resolved

ICSs are shown in Figure 4.31. In the figure, the product vibrational level resolved ICSs
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Figure 4.31: Product vibrational level resolved ICSs as a function of collision energy
(panel a) and product rotational level distribution in terms of ICS as a function of j�

(panel b) for the H + H2 (v=0, j=0−3)→ H2 (v�, j�,
�
Ω�) + H reaction. The rotational

level distributions are at Ecol=1.0 eV.

are shown as a function of collision energy for v� = 0 and 1, whereas, the rotational

level resolved ICSs are shown only for v�=0 as a function of j� (in terms of distribution)

at a fixed Ecol = 1.0 eV. It can be seen from Figure 4.31(a) that with reagent rotational

excitation, there is not much effect found in the v�−resolved ICSs. It is found that

the ICS for v�=0 dominates the total reactivity for all the rotational excited reagent

considered here. However, a slight effect of reagent rotation is seen in case of v�=0

similar to that seen in the total ICSs. In case of v�=1, the ICS increased slightly at higher

collision energies with excitation to j=2 and 3 rotational level. It can be seen from

Figure 4.31(b) that the product rotational distributions hardly changes with increasing
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reagent rotational excitation. However, comparing the distributions of j=0 and j=3

it is found that the j�−distributions become slightly rotationally hotter for rotationally

excited reagent.

The Boltzmann averaged rate constant of the H + H2 reaction calculated in the

present work is shown in Figure 4.32 in terms of Arrhenius plot. The initial state-
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Figure 4.32: Arrhenius plots of the Boltzmann averaged thermal rate constants of the
H + H2 reaction. The present result is compared with those available in the literature
[73, 238, 239]. The rate constants are plotted in semi-logarithmic scale against 1000/T.

specific rate constants for reagent H2 (v=0, j=0−3) are used to obtain the Boltzmann

averaged rate constant. Moreover, it is compared with the available theoretical [73, 238,

239] and experimental [239] results. An excellent quantitative agreement of the present

result with that of the literature data can be seen except minor difference with the result

of Rao et al. [73] at low temperatures. This difference can be attributed to the use of

less accurate DMBE PES and the CS approximation in the investigation by Rao et al.

[73].

4.4 Summary

A comprehensive adiabatic and nonadiabatic quantum dynamics of the benchmark H

+ H2 reaction is presented in this chapter. The effect of electronic nonadiabatic in-

teraction in the state-to-state dynamics with vibrationally excited (v=3,4, j=0) reagent

is reported. The nonadiabatic calculations are performed by the RWP based TDWP

approach in conjuction with a two-state coupled diabatic theoretical model (see section
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2.1) to include both the lower and upper adiabatic electronic states of H3 and the nonadi-

abatic coupling between them. The diabatic Hamiltonian is constructed by considering

the ADT angle up to the quadratic coupling. Furthermore, uncoupled single surface

dynamics is also performed on the lower adiabatic PES in order to examine the nona-

diabatic effects in total as well as state-to-state reaction probabilities, ICSs and DCSs.

In addition to the nonadiabatic effects, a comprehensive analysis of the effect of reagent

vibrational (v=0−4) and rotational ( j=0−3) excitation on the scattering dynamics of the

reaction is also reported.

It is found that the quadratic term only shows a very minor effect and does not

affect much the dynamics at energies where the nonadiabatic effects are important. The

role of the upper adiabatic state is found to remain minimal even for the vibrationally

excited H2 (v=3,4, j=0) reagent diatom. Nonadiabatic effect shows up in the state-to-

state DCSs in the form of “out-of-phase” oscillations along the scattering angle between

the uncoupled and coupled surface results. The “out-of-phase” behaviour arises due to

the change in sign of the interference term between the 1-TS and 2-TS paths as a result

of the GP. These oscillations could exactly be infered only by calculating the 1-TS

and 2-TS contributions with the inclusion of the interference term between the two.

Such oscillations also persist in the forward scattering of higher product vibrational

levels showing strong nonadiabatic effect and are found to be different from those due

to the glory interference. In fact the glory oscillations showed a very negligibly small

nonadiabatic effect and found to occur in case of the products having low j� quantum

number regardless of the product vibrational manifold. Nonadiabatic effect also showed

up in the energy dependence of both backward and forward scattering of state-resolved

products in the form of the “out-of-phase” oscillations. The amplitude of these energy

dependent oscillations is found be nearly directly proportional to the magnitude of the 2-

TS path DCS. The important role of sum over product quantum states is also addressed

and it is found that the nonadiabatic effects in state-to-state reaction probabilities and

state-to-state DCSs get reduced to a considerable extent when summed over all the

product quantum levels. Similar to the early work with reagent H2 (v=0,1, j=0), [154,

159, 161, 162] the nonadiabatic effects are found to be dramatically cancelled or reduced

in the state-to-state ICSs.

Vibrational excitation of the reagent diatom is found to enhance the forward scat-

tering of the products and makes the backward scattering less prominent. The mag-

nitude of forward scattering increases with increase in collision energy whereas the

backward scattering decreases. The analysis of the J−dependent partial DCSs revealed
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that the forward scattering mainly comes from the higher partial waves and backward

scattering from the lower partial waves. In case of vibrationally excited reagent, a cer-

tain type of opposite behaviour between the forward and backward scattered products is

found in the product vibrational energy disposal at higher collision energies. It is found

that increase in collision energy reduces the vibrational excitation of the backward scat-

tered products to a large extent but not in case of forward scattered products. This is

due to the fact that an ample amount of available energy goes to the product rotation

of the backward scattered products. The effect of reagent vibration on the j�−resolved

state-to-state DCSs is also examined. Two different mechanisms corresponding to two

contrasting phenomena are noticed. One is the “negative j� − θ correlation” in the back-

ward hemisphere and the other one is the “positive j� − θ correlation” in the forward

scattering. It is found that the underlying mechanisms of the two phenomena are differ-

ent; the former one is due to a coplanar detachment mechanism, whereas the latter one

is due to a non-coplanar detachment mechanism. The effect of reagent rotation (up to

j=3) on the overall dynamics of the reaction is found to be not so significant.
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Appendix A

The calculation of the 1-TS and 2-TS contributions with the inclusion of the interference

between the two is given in this appendix. From equations 4.10 and 4.11, the 1-TS and

2-TS scattering amplitudes can be written as

f1(θ, E) =
1√
2

�
fUC(θ, E) + fCP(θ, E)

�
(4.12)

f2(θ, E) =
1√
2

�
fUC(θ, E) − fCP(θ, E)

�
. (4.13)

Solving for fUC(θ, E) and fCP(θ, E) from the above equations we get

fUC(θ, E) =
1√
2

�
f1(θ, E) + f2(θ, E)

�
(4.14)

fCP(θ, E) =
1√
2

�
f1(θ, E) − f2(θ, E)

�
. (4.15)

The uncoupled DCS is then given as

σUC(θ, E) =
���� fUC(θ, E)

����
2
=

1
2

���� f1 + f2

����
2

(4.16)

=
1
2

�
f ∗1 f1 + f ∗1 f2

�
+

1
2

�
f ∗2 f2 + f ∗2 f1

�

=
1
2

���� f1

���2 + f ∗1 f2

�
+

1
2

���� f2

���2 + f ∗2 f1

�

=
1
2

�
σ1−TS + f ∗1 f2

�
+

1
2

�
σ2−TS + f ∗2 f1

�

= σ1−TS[+] + σ2−TS[+] (4.17)

Similarly, the coupled DCS can be given as

σCP(θ, E) =
���� fCP(θ, E)

����
2
=

1
2

���� f1 − f2

����
2

=
1
2

�
f ∗1 f1 − f ∗1 f2

�
+

1
2

�
f ∗2 f2 − f ∗2 f1

�

=
1
2

���� f1

���2 − f ∗1 f2

�
+

1
2

���� f2

���2 − f ∗2 f1

�

=
1
2

�
σ1−TS − f ∗1 f2

�
+

1
2

�
σ2−TS − f ∗2 f1

�

= σ1−TS[-] + σ2−TS[-] (4.18)
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Hence, the 1-TS and 2-TS DCSs with the inclusion of the interference terms are given

as

σ1−TS[+] =
1
2

�
σ1−TS + f ∗1 f2

�
(4.19)

σ1−TS[-] =
1
2

�
σ1−TS − f ∗1 f2

�
(4.20)

σ2−TS[+] =
1
2

�
σ2−TS + f ∗2 f1

�
(4.21)

σ2−TS[-] =
1
2

�
σ2−TS − f ∗2 f1

�
(4.22)

Appendix B

The calculation of relative phase between the 1-TS and 2-TS path scattering amplitudes

is given in this appendix. Since f1(θ, E) and f2(θ, E) are both complex functions, they

can be written as

f1(θ, E) =
��� f1(θ, E)

��� exp[iω1(θ, E)] (4.23)

f2(θ, E) =
��� f2(θ, E)

��� exp[iω2(θ, E)], (4.24)

where ω1(θ, E) and ω2(θ, E) are the phases of the scattering amplitudes of the two paths.

Now rewriting equation 4.16 as

2
��� fUC

���2 =
��� f1 + f2

���2

⇒ 2
��� fUC

���2 =
��� f1

���2 +
��� f2

���2 + f ∗1 f2 + f ∗2 f1

⇒ 2
��� fUC

���2 −
��� f1

���2 −
��� f2

���2 = f ∗1 f2 + f ∗2 f1 (4.25)

Now substituting equations 4.23 and 4.24 on the right hand side of equation 4.25

2
��� fUC

���2 −
��� f1

���2 −
��� f2

���2 =
��� f1

���
��� f2

���e−i(ω1−ω2) +
��� f1

���
��� f2

���ei(ω1−ω2)

=
��� f1

���
��� f2

���
�
e−i(ω1−ω2) + ei(ω1−ω2)

�

= 2
��� f1

���
��� f2

��� cos(ω1 − ω2)

The relative phase between the 1-TS and 2-TS scattering amplitudes can be calculated

as

cos(ω1 − ω2) =
2
��� fUC

���2 −
��� f1

���2 −
��� f2

���2

2
��� f1

���
��� f2

���
(4.26)
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Table 4.2: Numerical parameters used in the TIQM calculation to obtain the prob-
ability of H + H2 (v=0, j=1) → H2 + H reaction for J=0 by using the ABC code
[237].

Parameter Value
Total angular momentum quantum number, jtot 0
Triatomic parity eigenvalue, ipar 1
Triatomic parity eigenvalue, jpar -1
Maximum internal energy in any channel, emax 2.5 eV
Maximum rotational quantum number of any channel, jmax 16
Helicity truncation parameter, kmax 0
Maximum hyperadius, rmax 12.0 a0
Number of log derivative propagation sectors, mtr 250
Initial scattering energy, enrg 0.5 eV
Scattering energy increment, dnrg 0.02 eV
Total number of scattering energies, nnrg 52
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State-to-state quantum dynamics of S
+ OH→ SO + H reaction on its ground
electronic state

5.1 Introduction

The chemistry of low-temperature interstellar environment is generally thought to be

dominated by electrically charged species. That is why only the prototypical ion-

molecule models were used to predict the abundances of chemical species in the in-

terstellar clouds [240]. Although a chain of ion-molecule reactions make dominant

contribution in the formation of most complex molecules, a significant number of re-

actions associated with the interstellar medium are found to be of neutral-neutral or

atom-neutral type [240, 241]. This has become possible due to the recent advances in

the experimental and theoretical techniques. It was even showed that these reactions in-

volving neutral species may become more rapid at low temperature than usually thought

[240]. Such reactions generally involve collision between open-shell atoms and radi-

cals, due to which the underlying PES comprises of deep potential wells corresponding

to stable intermediate species. The participation of heavier atoms and the complex

topography of the underlying PESs have made the theoretical and experimental inves-

tigations difficult and challenging. Nevertheless, due to their astrophysical importance

and significance in the atmospheric environment and combustion processes, studies on

these reactions has progressed remarkably in the recent years [242, 243].

129
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The chemistry of sulfur containing compounds has received a great deal of atten-

tion in recent time due to their detection in interstellar medium, particularly the obser-

vation of sulfur monoxide [244, 245]. Moreover, this compound has been observed in

the atmospheres of Venus [246] and Jupiter’s satellite Io [247]. The rotational excita-

tion of SO by collision with H2 and He is also predicted to play important role in the

spectral signature of SO in the interstellar medium [248]. The collision of S atom with

the hydroxyl radical OH is one of the many important processes which plays a signifi-

cant role in the formation of sulfur monoxide in the interstellar dust clouds [245]. The

S (3P) + OH (X̃2Π) → SO (X̃3Σ−) + H (2S) reaction occurs on the electronic ground

state through the formation of two stable intermediate complexes, HOS and HSO, in-

side the deep potential wells present on the underlying PES [249]. The relative stability

of these two isomers, HOS and HSO was controversial for a long time and they were

subjected to various theoretical and experimental investigations [250–253]. Later stud-

ies [249, 254, 255] found that the HSO isomer is more stable than HOS despite very

little difference in energy. Being a reaction between a diatom free radical and an open-

shell atom, the theoretical and experimental studies were rather difficult to carry out.

Experimentally it was very inconvenient to measure the concentrations to determine the

rate constant because of the high reactivity of the reagent species. On the theoretical

side, the presence of deep wells on the PES made the dynamical calculations difficult

to converge due to the formation of long-lived intermediate complexes. In spite of the

difficulty, a few investigations were performed for the S + OH → SO + H reaction to

understand its detailed dynamics.

5.1.1 Electronic ground state PES of HSO reactive system

The reaction, S (3P) + OH (X̃2Π) → SO (X̃3Σ−) + H (2S), takes place on the elec-

tronic ground state (X̃2A
��
) PES of the HSO reactive system. In the present work the

global PES constructed by Martínez-Núñez and Varandas [249] have been used. This

PES was constructed by generating ab initio points at 500 different geometries by full

valence complete active space (FVCAS) and multireference configuration interaction

(MRCI) methods. These energy values were then corrected by using double many-body

expansion-scaled external correlation (DMBE-SEC) method [256], in order to account

for the complete basis set/complete CI limit [249]. The aug-cc-pVTZ (AVTZ) basis

set of Dunning [257–259] have been used for the calculation of ab initio points. The

resulting energy values were then fitted by a method based on the DMBE formalism
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[260, 261]. This PES also incorporates the correct long-range behavior of all dissocia-

tion channels. The detailed topographical properties of the DMBE PES of HSO reactive

system is discussed in the following.

The DMBE PES comprises three atom-diatom asymptotes, the S + OH, the SO +

H and the SH + O [249]. The exo- and endoergicity of the, S + OH→ SO + H and S

+ OH → SH + O, reactions are ≈0.78 eV and ≈0.84 eV, respectively. There are eight

stationary points present on the PES, four of them are minimum and the remaining fours

are saddle points. Out of these eight stationary points, two minima (potential wells) and

two saddle points (or transition states) play important role in the, S + OH→ SO + H,

reaction. These two minima correspond to the HSO and HOS isomers. The other two

minima are the two van der Walls complexes energetically below the S + OH and O +

SH asymptotes and correspond to the S. . .OH and SH. . .O structures, respectively. The

stationary points are schematically shown along with the S + OH and SO + H asymp-

totes in Figure 5.1. The energy of the diatomic vibrational levels of reagent OH and

product SO are also schematically depicted in the Figure for the ease of understanding

of the energetics of the reaction. Among the four transition states, the TS1 connects the
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Figure 5.1: Schematic representation of the energy profile diagram corresponding to
the S (3P) + OH (X̃2Π)→ SO (X̃3Σ−) + H (2S) reaction. The four important station-
ary points on the electronic ground DMBE [249] PES of HSO along with the S + OH
and SO + H asymptotes are shown. The vibrational energy levels of the OH and SO
diatoms considered in the present investigation are also shown. v(v�) and j( j�) repre-
sent the vibrational and rotational quantum number of the reagent (product) diatom,
respectively. Energies are plotted here relative to the S + OH reagent asymptote.
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two deep potential wells of HSO and HOS isomers and lies ≈2.03 eV in energy above

the HSO global minimum. It can be seen from the energy profile diagram of Figure 5.1

that though neither of the transition states behaves as classical barrier for the reaction,

TS2 can be considered as a late barrier near the product asymptote as it possesses ≈0.07

eV more energy than the SO + H product asymptote. The other two transition states,

TS3 and TS4 connect the HSO and HOS minima to their corresponding van der Walls

minima. The energetics of these stationary points are presented in the Table 5.1 which

are obtained by using a small in-house computer program. The readers are referred to

Table 10 Ref. [249] for more detail information of the stationary points.

Table 5.1: Energy of the stationary points of the HSO reactive system on its electronic
ground PES. The abbreviation, TS, here represents transition state or saddle point. All
energies presented here are with respect to the energy of the S + OH asymptote which
is set to 0.

Stationary points Energy (eV)
HSO minimum -3.43
HOS minimum -3.39
S...HO minimum -0.14
SH...O minimum 0.78
TS1 -1.40
TS2 -0.71
TS3 0.83
TS4 0.0

In order to have a better understanding of the topographical details, the gradational

contour map plots of the HSO PES are shown Figure 5.2 along the Jacobi coordinates.

These plots are prepared in reagent and product Jacobi coordinate systems by fixing the

rOH and rS O distances at their equilibrium bond lengths, 1.85 a0 and 2.8 a0, respectively.

The contour plots prepared in reagent and product Jacobi coordinate systems are shown

in panel (a) and (b), respectively and the schematics of the respective Jacobi coordinates

are shown at the top of each panel. The energy is given in eV unit. The HOS well is

clearly visible in Figure 5.2(a), whereas, no trace of the HSO well is found here. It

can be seen from Figure 5.2(a) that the S atom faces no barriers when it approaches the

OH diatom from the oxygen side. In this case the reactive system slides down to the

HOS well at the beginning of the reaction as the rOH distance at the HOS configuration

is very close to the equilibrium bond length of OH (cf., Table 10 of Ref. [249]). The

favorable approach of the S atom to the OH reagent is sideways or angular which is

schematically shown by an arrow in Figure 5.2(a). The two HSO and HOS wells and

the two transition states, TS1 and TS2 are clearly visible in panel (b) of Figure 5.2. The
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Figure 5.2: Gradational contour map plots of the HSO PES in reagent and product
Jacobi coordinate systems shown in panel (a) and (b), respectively. The energy is in
eV unit. The favorable sideways/angular approach of the S atom to the OH diatom and
the course of the reaction are schematically shown by arrow(s) in panel (a) and (b),
respectively. The schematics of the corresponding Jacobi coordinates are also shown
on top of each panel.

course of the reaction is also schematically shown by the arrows in Figure 5.2(b). It

can be seen from the Figure 5.2(b) and also from the Figure 5.1 that after entering to

the HOS well from the reagent channel, the system faces two competing pathways to

proceed to the SO + H product channel. One is that where the system directly goes

to the product channel after passing over the TS2 transition state, S + OH → HOS →
TS2→ SO + H (marked by blue coloured arrows), whereas the other one is that where

the system first enters to the more stable HSO well after passing over the isomerization

barrier (TS1) and then proceeds to the SO + H product channel, S + OH → HOS →
TS1→ HSO→ SO + H (marked by red coloured arrows). It is the second pathway that

encompasses both the deep wells present on the PES. The isomerization process from

HOS to HSO along this pathway involves a bending motion of the triatomic complex

where the light H atom seems to move away from the oxygen side to the sulfur side

while the overall bond distance of the SO diatom barely change. The difference in the

nature of the product formed by these two competing pathways can be discerned by

studying the dynamics of the reaction.
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5.1.2 Current state of research

Prior to the comprehensive investigations carried out by Jorfi and Honvault [262, 263],

the minimum energy path for the formation of the HSO and HOS isomers was com-

puted by Xantheas and Dunning [255]. An energy barrier of ≈2.4 kcal/mol was found

by them along this path leading to the formation of the HOS, whereas, a barrierless

path was observed along the path leading to HSO [255]. Martínez-Núñez et al. found

that the isomerization path is favored at low energies, whereas, the dissociation of the

complex to SO + H becomes important with an increase of energy [264]. Jourdain et al.

[265] have measured the rate constant at 298 K and found a value of (6.6 ± 1.4) × 10−11

cm3 s−1 molecule−1. On the other hand, Sendt and Haynes [266] calculated the rate con-

stant by employing the Rice-Ramsperger-Kassel-Marcus (RRKM) theory and reported

a value of 6.6 × 10−10 cm3 s−1 molecule−1, which differs by an order of magnitude with

the measured one. The calculated rate constants in recent theoretical investigations do

not agree well with the measured value [78, 263, 265, 267] either.

As far as the theoretical study on the S + OH → SO + H reaction dynamics is

concerned, there are a few investigations carried out so far. Jorfi and Honvault were the

first to carry out a quantum mechanical investigation of the reaction by a TIQM method

[262]. They calculated the total and state-to-state reaction probabilities and product dis-

tributions at some energies for the total angular momentum, J=0. They also reported an

approximate rate constant by using the J-shifting approach [268] for J >0. The reagent

OH was kept in its ground rovibrational level and the reaction involved a mixture of

direct and indirect mechanistic pathways through the passage involving HSO and HOS

isomers on the underlying surface [262]. The TIQM investigation [262] was followed

by quasi-classical trajectory (QCT) calculations [263], by the same authors. They cal-

culated the ICSs, DCSs, product level distributions, lifetime distributions and rate con-

stants [263]. The effect of reagent rotational excitation to j=1 on the ICSs was also

shown and it was concluded that the reaction follows a complex-mode mechanism. Un-

fortunately, in a recent quantum mechanical investigation by Goswami et al. [78], it is

found that the TIQM results of Jorfi and Honvault [262] were not converged due to lack

of enough channels necessary to be considered. Goswami et al. [78] have investigated

the initial state-selected dynamics of the S + OH (v=0-3, j=0-2) → SO + H reaction

by using a TDWP approach and the electronic ground PES [249]. They calculated total

reaction probabilities, ICSs and state-specific rate constants within the coupled states

(CS) approximation [269, 270]. The resonance oscillations found in the reaction proba-

bilities and ICSs were attributed to the formation of quasi-bound complexes supported
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by the two deep potential wells on the underlying PES [78]. The reactivity was found

to increase with reagent vibrational excitation, whereas, reagent rotational excitation

diminished the same. It is noteworthy to mention here that Goswami et al. [78] did not

resolve the dynamical attributes into the open vibrational and rotational levels of the

product, rather these were summed up to obtain total values.

5.1.3 Motivation of the present work

Although the above studies employed the same DMBE PES of Martínez-Núñez and

Varandas [249], the cross sections were calculated within various dynamical approxi-

mations. The only quantum state-to-state results of Jorfi and Honvault [262] were not

converged properly due to numerical difficulty [78]. Moreover, the only accurate state-

to-state dynamical study for this reaction so far is that employed a QCT method [263].

Therefore, it is clear that a comprehensive state-to-state quantum dynamical investi-

gation is required for the S + OH → SO + H reaction to understand its mechanistic

details. Furthermore, the cross sections of the reaction are needed to be computed be-

yond any dynamical approximations, that is, including the Coriolis coupling terms in

the calculation.

We note here that the exoergic, S + OH→ SO + H, reaction is only considered in

the present investigation because the other product channel, SH + O is highly endoergic

and has very less reaction probability. Therefore, the reactive system is expected to

move over an exoergic barrierless path having two fairly deep potential wells, to reach

at the SO + H product asymptote from the reagent channel.

5.2 Computational details

The theoretical method described in section 2.1 of chapter 2 is followed here to carry out

the dynamical calculations for the S + OH (v=0-3, j=0-3)→ SO (v�, j�) + H reaction on

the DMBE PES of Martínez-Núñez and Varandas [249]. First, extensive number of test

calculations are performed to ensure the convergence of the TDWP numerical parame-

ters. The convergence of each parameter is checked with respect to the energy resolved

total reaction probability for J=0 by varying the concerned parameter. The convergence

tests are carried out for each vibrational level of reagent OH (v=0-3, j=0). However,

for the rotationally excited reagent OH (v=0, j=1-3), the numerical parameters of OH
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(v=0, j=0) are used to obtain the reaction observables. After the convergence of the

parameters is achieved for total angular momentum J=0, the same parameters are used

for the J >0 calculations. The details of the converged parameters are given in Table

5.2 for each of the rovibrational level of the reagent OH. It can be seen from the Ta-

Table 5.2: Details of the numerical parameters used in the RWP based TDWP calcu-
lation of the S + OH (v=0-3, j=0-3)→ SO (v�, j�) + H reaction.

Parameter (v=0, j=0-3) (v=1, j=0) (v=2, j=0) (v=3, j=0)
NR�/Nr�/Nγ� 215/499/100 215/499/135 215/499/155 215/539/170
R�min/R�max (a0) 0.1/23.0 0.1/23.0 0.1/23.0 0.1/23.0
r�min/r�max (a0) 0.1/20.0 0.1/20.0 0.1/19.5 0.1/20.0
R�d (a0) 14.5 14.5 14.5 14.5
Vcut (Eh)∗ 0.22 0.22 0.22 0.22
R�abs/r�abs (a0) 19.0/15.0 19.0/16.0 19.0/16.0 19.0/16.0
Cabs/cabs 0.2/0.3 0.4/0.4 0.4/0.5 0.4/0.4
R0 (a0) 12.0 13.0 12.5 15.0
Etrans (eV) 0.175 0.175 0.175 0.2
δ 16.0 20.0 23.0 24.0
βs 0.8 0.9 1.0 1.0
nvab 11 15 19 22
n jab 65 70 70 75
nstep 80000 80000 80000 80000
Time (fs) 4266.34 4201.65 4153.70 4086.85

∗Vcut = 0.74 Eh is used for J=50 and for OH (v=0-1, j=0).

ble that the value of all the parameters barely change with vibrational excitation of the

reagent OH diatom to v=3 level, except for the width of the initial WP, α, the number

of angular grid points, Nγ� , and the number of rotational (n jab) and vibrational (nvab)

levels of the product diatom. The number of angular grid points increases with increase

in reagent vibrational excitation. Moreover, the values of nvab and n jab also increases

with increase in reagent vibrational excitation. This suggests that more product rovibra-

tional levels are required in case of vibrationally excited reagent to converge the results.

This is because increase in total energy of the system with vibrational excitation of the

reagent diatom.

As mentioned above the participation of heavier atoms (S and O) and the presence

of deep potential wells, which can support long-lived triatomic complexes, make the

theoretical results difficult to converge. In the present work, the reaction probabilities

are converged up to 0.5 eV of collision energy. This includes the results for J=0−50 for

reagent OH (v=0-1, j=0). The calculations for higher Js are tedious at the moment and

require a huge computational overhead. One of the difficulty in performing calculations

of higher J is that the parameter Vcut (cut-off potential; also used to limit the centrifugal
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energy) poses the real trouble as it indirectly affects the scaling of the Hamiltonian in

the Chebyshev propagation of the WP. The value of Vcut has to be converged for higher

Js, and testing the convergence of Vcut for each J is rather a tedious task. Nevertheless,

the converged reaction probabilities are obtained up to J=0−50 for OH (v=0-1, j=0)

in the present work. The converged cross sections are calculated only for OH (v=0,

j=0) up to 0.011 eV of collision energy by including the partial wave contribution of

J=0−50.

In addition to the state-to-state dynamical calculations by the RWP based TDWP

method, the initial state-selected reaction probabilities for reagent OH (v=3, j=0) are

also calculated by using the flux operator based TDWP approach for a detail compari-

son. Several additional tests are performed in order to converge the numerical parame-

ters involved in the TDWP method. The converged parameters are listed in Table 5.3.

Table 5.3: Details of the numerical parameters used in the flux operator based TDWP
calculation of the S + OH (v=3, j=0)→ SO + H reaction.

Parameter Numerical value Description
NR/Nr/Nγ 1024/128/99 Number of grid points along R, r and γ
Rmin/Rmax (a0) 0.1/36.0 Extension of grid along R
rmin/rmax (a0) 0.1/12.0 Extension of grid along r
rd (a0) 7.03 Location of the dividing surface in product channel
Rdamp/rdamp (a0) 25.5/9.28 Starting point of the damping function
ΔRdamp (a0) 10.5 Range of the damping function along R
Δrdamp (a0) 2.72 Range of the damping function along r
R0 (a0) 14.5 Location of the initial WP in coordinate space
Etrans (eV) 0.25 Initial relative translational energy
δ (a0) 0.04 Width parameter of the initial WP
Δt (fs) 0.135 Length of the time step used in the WP propagation
Time (fs) 4049.0 Total propagation time

5.3 Results and Discussion

The reaction probabilities, integral and differential cross sections, and product vibra-

tional and rotational level distributions of the S + OH → SO + H reaction on its elec-

tronic ground state are presented and discussed in this section. The probabilities are

shown up to 0.5 eV collision energy. The effect of reagent vibrational and rotational

excitations and the effect of Coriolis coupling on the dynamics is shown in terms of

the reaction probability. The average fraction of available energy entering into product



Chapter 5 138

vibration, rotation and translation are calculated from the state-to-state reaction proba-

bilities for J=0 in order to examine the energy disposal mechanism of the reaction. The

ICSs and DCSs are calculated and shown for the reagent OH (v=0, j=0).

5.3.1 Reaction probability and effect of coriolis coupling

Initial state-selected total reaction probabilities of the S + OH (v=0-3, j=0-3) → SO

(
�

v�,
�

j�,
�
Ω�) + H reaction for J=0 are shown in Figure 5.3 as function of colli-

sion energy. The probabilities calculated in the present investigation by the RWP based

TDWP approach are shown in terms of blue colour solid lines. The results calculated

by Goswami et al. [78, 271] for reagent OH (v=0-2, j=0-3) are shown in the panels

(a)-(c) and (e)-(g) of Figure 5.3 by the red colour dotted lines for comparison. The

probabilities of reagent OH (v=3, j=0) obtained by a flux operator based TDWP ap-

proach in the present work are also plotted in panel (d) by magenta colour dotted lines

for comparison with the present RWP results. It can be seen from Figures 5.3(a)-(g) that

except very little difference for OH (v=3, j=0) at low collision energies [cf., panel (d)],

the probabilities calculated in the present work by the RWP formalism are in excellent

agreement with the results of Refs. [78, 271] [cf. panel (a)-(c) and (e)-(g)] and with the

results calculated by the flux operator based approach [cf., panel (d)].

It can be seen from Figure 5.3 that the probabilities exhibit resonance oscillations.

The amplitude of these oscillations is very large at low collision energies which gets

reduced at the intermediate and high collision energies for reagent OH (v=0-1, j=0-1)

[cf., panels (a), (b) and (e)]. The sharpness of these resonances is largely reduced at

the intermediate energies (≈ 0.1 - 0.35 eV) and the oscillations become broad for vibra-

tionally hot reagent OH [cf., Figures 5.3(c)-(d)]. However, the oscillations remain sharp

and narrow but less intense for rotationally excited reagent OH [cf., Figures 5.3(f)-(g)].

Furthermore, it can be seen from Figures 5.3(a)-(d) that the overall magnitude of prob-

ability increases with reagent vibrational excitation and the effect is more pronounced

at the higher collision energies. The sharp decrease of probability at ≈0.1 eV [cf., Figs

5.3(a)-(c)] is completely absent for reagent OH (v=3, j=0) rather a sharp peak at very

low collision energy appears in case of the latter. The probability acquires an average

value of ≈0.5 throughout the energy range considered here [cf., Figure 5.3(d)]. Though

the variation of the overall magnitude of probability with reagent rotation is not so regu-

lar, a sharp decrease of the reactivity for OH (v=0, j=3) can be seen from Figure 5.3(g)
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Figure 5.3: Initial state-selected total reaction probabilities of the S +OH (v=0-3, j=0-
3)→ SO (

�
v�,

�
j�,

�
Ω�) + H reaction for J=0 as function of collision energy. The

probabilities calculated by the RWP based TDWP approach in the present investigation
are shown in terms of solid blue lines. The probabilities calculated by Goswami et al.
[78, 271] for OH (v=0-2, j=0-3) are shown in the panels (a)-(c) and (e)-(g) as red
dotted line for comparison. The probabilities obtained by a flux operator based TDWP
approach in the present work for OH (v=3, j=0) are plotted in magenta colour dotted
lines in panel (d).

and the decrease is more at low collision energies. The decrease of the reactivity with

reagent rotational excitation was also found in earlier investigations [78, 263].

The resonance oscillations observed in Figure 5.3 merits some justifications here.

These are attributed to the formation of intermediate collision complexes inside the two

fairly deep wells on the PES. Sharp and intense resonances are also found for the C

+ OH reaction on its first (12A��) and second (14A��) excited states which is in strong

contrast with the results on the electronic ground state [79, 80, 272–277]. No actual

resonance was found on the electronic ground state and the probability was found to
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be ∼1.0 up to 1.0 eV collision energy [272, 274]. On the other hand, the resonances

found in the N + OH reaction on its electronic ground (3A��) state are not so dense and

the probabilities show large and broad oscillations [278–281]. These observations are

related to the topographical details of the underlying PESs of these reactive systems.

The C + OH, S + OH and N + OH reactions, forming CO, SO and NO products, are

exoergic and barrierless except the HCO system on its second excited (14A��) state.

Two potential wells exist on the respective PESs along their reaction path [262, 272,

273, 276, 278]. However the well depths and the exoergicity are different for each

system. The exoergicity of the C + OH reaction on its electronic ground and excited

states are ≈6.5 eV and ≈0.41 eV, respectively [272, 273]. The depth of the HCO and

COH wells, respectively, is ≈7.26 eV and ≈5.50 eV on the electronic ground state [272],

≈6.16 eV and ≈4.63 eV on the first excited state [273], and ≈2.25 eV and 1.85 eV on

the second excited state. On the other hand, the exoergicity of the S + OH reaction on

the electronic ground state is ≈0.78 eV [249]. The well depths corresponding to the

HOS and HSO minimum are ≈3.39 eV and ≈3.43 eV, respectively (cf., Table 5.1). The

exoergicity of the N + OH reaction is ≈2.0 eV and the well depths corresponding to the

NOH and HNO minimum are ≈3.1 eV and ≈3.4 eV, respectively [262, 278]. Therefore,

the exoergicity is least for the C + OH reaction on its excited states and is highest for

the same reaction on its electronic ground state. The large exoergicity on the latter

state leads faster transition of the intermediate complexes into products and reduction

of the lifetime of these complexes. Consequently, the signature of the resonances in the

probability curve becomes less prominent. The exoergicity value and the well depths of

the S +OH and N +OH reactions lie in between of the C +OH reaction on its electronic

ground and excited states. Although the well depths are comparable for the HNO and

HSO reactive systems, the exoergicity of the N + OH reaction is two and half times

larger than the S + OH reaction. As a consequence, the resonances in the probability

curve of the N + OH reaction are broad and result into wide oscillations at few energies

[280, 281]. We note that all the above mentioned exoergicities and well depths of the

HCO, HSO and HNO reactive systems are relative to the C + OH, S + OH and N + OH

reagent asymptotes, respectively.

Initial state-selected total reaction probabilities for some selected values of J >0

of the S + OH (v=0-1, j=0) reaction are shown as a function of collision energy in

Figure 5.4. These probabilities are calculated including the CC and are shown by the

blue color lines. The probabilities of Goswami et al. [78, 271] calculated by the flux

operator based TDWP approach within the CS approximation are shown by the red

color lines. It can be seen from Figure 5.4 that for lower J values there is not much
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Figure 5.4: Initial state-selected total reaction probabilities of the S +OH (v=0-1, j=0)
→ SO (

�
v�,

�
j�,

�
Ω�) + H reaction as function of collision energy for some selected

values of J �0. The results for OH (v=0, j=0) and OH (v=1, j=0) are shown in panels
(a)-(j) and (k)-(o), respectively. The probabilities calculated by the present RWP based
TDWP methodology are shown in blue color lines, whereas, those of Goswami et al.
[78, 271] (within the CS approximation) are shown in red color lines.

difference exist between the CS and CC probabilities. However, the CC effect for OH

(v=0-1, j=0) becomes more prominent with increasing J. A similar feature is also found

for other reactions [80, 282–284]. It can be seen from panels (j) and (o) of Figure 5.4

that for J=50, the CC effect slightly underestimates the probability with respect to that

obtained within the CS approximation at low collision energies. A similar decrease of

reactivity due to the CC effect is found for the H− + D2 and D− + H2 reactions [284].

This is in contrast to the findings for the He + H+2 and C + OH (on its second excited

state) reactions. Furthermore, a comparison of results presented in panels (b), (f), (h) of

Figure 5.4 with that in panels (b), (f), (h) of Figure 2 of Ref. [80] reveals that the effect

of CC is more prominent for the C + OH reaction on its second excited state compared

to the S + OH reaction on its electronic ground state. These two reactions proceed
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to the product valley via the formation of intermediate complexes inside the potential

wells on the underlying PESs which is considered as the important step for complex-

forming reactions. The exoergicity of the C + OH reaction on its second excited state

is almost two times lower than that of the S + OH reaction (vide supra). Furthermore,

the C + OH reaction on the second excited state possesses a barrier of height ≈0.03 eV

at the exit channel (cf., Refs. [273, 285]). These two features of the second excited

PES of HCO make the breaking of the intermediate collision complex into products

more difficult despite smaller well depths as compared to the S + OH reaction (vide

supra). However, the vibrational modes excited through CC can favor the breaking of

the complex [284] facilitating the formation of CO + H products, thus enhancing the

probability (cf., Figure 2 of Ref. [80]).

Product vibrational level resolved reaction probabilities for J=0 of the S + OH

(v=0, j=0)→ SO (v�,
�

j�) + H reaction are shown in Figure 5.5 as a function of col-

lision energy for some selected v� levels. The product vibrational quantum number is

mentioned in each panel. It can be seen from Figure 5.5(a)-(e) that the product vi-
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Figure 5.5: Product vibrational level resolved reaction probabilities for J=0 and for
some selected v� levels for the S + OH (v=0, j=0)→ SO (v�,

�
j�,

�
Ω�) + H reaction

as a function of collision energy.

brational level resolved probabilities also exhibit dense oscillations similar to the total

reaction probabilities [cf., Figure 5.3(a)]. It can also be seen from Figure 5.5 that v�=0-6
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predominantly contribute to the reactivity and energy threshold appears for v� > 6 de-

spite the fact that the overall reaction is exoergic. The threshold appears for SO (v� >

6) as these levels possess internal energy more than the zero-point energy of reagent

OH (cf., Figure 5.1). The results of Figure 5.5 are similar to the findings of the N +

OH reaction on its electronic ground state and the C + OH reaction on its first excited

state (cf., Figure 2 of Ref. [281], Figure 3 of Ref. [280], and Figure 5 of Ref. [277]).

In all these cases the higher product vibrational levels contributed significantly to the

overall reactivity [277, 280, 281], whereas, the v�=0-1 are mainly populated for the C +

OH reaction on its second excited state (cf., Figure 6 of Ref. [277]). The barrier at the

exit channel in the latter makes the formation of vibrationally hot product less probable

[277].

The effect of reagent vibrational excitation on the product vibrational level re-

solved reaction probabilities is shown in Figure 5.6. The probabilities for OH (v=1,

j=0), OH (v=2, j=0) and OH (v=3, j=0) are shown in black, red and green lines, re-

spectively. It can be seen from panels (a)-(v) of Figure 5.6 that more product vibrational
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Figure 5.6: Same as in Figure 5.5, but for the S + OH (v=1−3, j=0)→ SO (v�,
�

j�,�
Ω�)+ H reaction.

levels open up with reagent vibrational excitation and therefore the energy supplied to

reagent vibration is partially disposes into product vibration. A similar feature is also
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observed for the C + OH reaction on its excited states [277]. Furthermore, it can also be

seen from Figure 5.6 that v�=2-7, v�=5-12 and v�=10-17 mainly contribute to the over-

all reactivity of the reagent OH excited to v=1, v=2 and v=3 levels, respectively. This

pattern is also similar to the C + OH reaction on its first excited state [277]. Energy

threshold in the reaction probabilities for OH (v=1, j=0), OH (v=2, j=0) and OH (v=3,

j=0) can be seen from v�=11, v�=14 and v�=18, respectively [cf., panels (l), (o) and

(s) of Figure 5.6]. This can be justified from the energy levels of the reagent OH and

product SO depicted in Figure 5.1.

The effect of reagent rotational excitation on the product vibrational level resolved

reaction probabilities is shown in Figure 5.7. It can be seen from the figure that increase
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Figure 5.7: Same as in Figure 5.5, but for the S + OH (v=0, j=1−3)→ SO (v�,
�

j�,�
Ω�)+ H reaction.

in reagent rotational excitations do not affect the product vibrational level resolved prob-

abilities significantly. The pattern and the relative magnitude of the state-to-state reac-

tion probabilities resemble with that of the total reaction probabilities, as can be seen

from Figure 5.7(a)-(g) and Figure 5.3(e)-(g).
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5.3.2 Product vibrational and rotational level distributions

Product vibrational level population distributions in the S + OH (v=0-3, j=0) reaction

are shown in Figure 5.8 as function of v� at four different collision energies, 0.005, 0.1,

0.3 and 0.5 eV. The distributions are shown in terms of reaction probabilities for J=0. It
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Figure 5.8: Product vibrational level population distribution in terms of reaction prob-
abilities for J=0 of the S + OH (v=0-3, j=0) → SO (v�,

�
j�) + H reaction at Ecol =

0.005, 0.1, 0.3 and 0.5 eV.

can be seen from Figure 5.8 that the products are formed with an inverse Boltzmann type

non-statistical vibrational distribution. The distributions at other collision energies (not

shown here) also show similar behavior. This is in strong contrast with the distributions

found in the C + OH reaction on its second excited state, where the distributions for

OH (v=0-1, j=0) is predominantly statistical [277]. On the contrary, the distributions

shown in Figure 5.8 have resemblance with the results of the C +OH reaction on its first

excited state and N + OH reaction on its electronic ground state [277, 280, 281]. It can

be seen from each row of Figure 5.8 that at each collision energy, the maximum of the

distribution shifts to higher v� value with reagent vibrational excitation. Therefore, the

additional energy supplied to reagent vibration is preferentially disposed into product

vibration. The maximum of the distribution is found to shift towards higher and lower

v� value irregularly with increasing collision energy (cf., each column of Figure 5.8).
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This is because of the strong oscillating nature of the product vibrational level resolved

reaction probabilities as a function of collision energy shown in Figures 5.5 and 5.6. The

effect of rotational excitation of reagent diatom on the product vibrational distribution is

shown in Figure 5.9. It can be seen that the effect of reagent rotational excitation to j=3
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Figure 5.9: Same as in Figure 5.8, but for the S + OH (v=0, j=0−3)→ SO (v�,
�

j�)
+ H reaction.

on the product vibrational distribution is rather not significant. and it does not result

into more inverted vibrational distribution as compared to the vibrational excitation.

The above population distributions can also be investigated in terms of ICSs where

the partial wave contributions for J >0 are included. Such an attempt is made for OH

(v=0, j=0) and the results are shown in Figure 5.10. The product vibrational level pop-

ulation distributions are plotted in Figure 5.10 in terms of ICSs at two different collision

energies, 0.005 eV and 0.01 eV as function of v�. It can be seen from Figure 5.10 that

the distribution at both energies are inverted. Similar observation was also made by

Jorfi and Honvault from QCT calculations (cf., Figure 5 of Ref. [263]). Therefore, from

the features of Figure 5.8 and Figure 5.10 it can be inferred that despite the formation

of intermediate complexes inside the wells on the underlying PES, the S + OH reaction

does not follow a purely indirect mechanistic pathway. This results into the inverted

vibrational population distributions. The extent of the latter increases with increasing
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Figure 5.10: Product vibrational level population distribution in terms of ICS for the
S + OH (v=0, j=0)→ SO (v�,

�
j�) + H reaction at Ecol = 0.005 and 0.01 eV.

reagent vibration (cf., Figure 5.8) and therefore the mechanism becomes more direct.

Quenching of the amplitude of resonance oscillations [cf., Figs. 5.3(a)-(d) and 5.6] and

total reaction time (cf., Table 5.2) with reagent vibrational excitation also justify this.

The product rotational level population distribution of the S + OH (v=0, j=0) →
SO (v�=0−6) + H reaction is shown as bar diagrams in Figure 5.11. The distributions

presented here in terms of ICSs at two different collision energies, 0.005 and 0.01 eV. It

can be seen from Figure 5.11 that at both energies the value of the ICS rises monoton-

ically with increasing j�, reaches to a maximum and smoothly decreases afterwards at

higher j�. As a consequence, the distributions become bell shaped. Furthermore, from

panels (e)-(g) and (l)-(n) it can be seen that the distributions become colder for v�=5-6.

It is to be noted here that there are sufficient j� levels up to the energetic limit (the total

available energy), those can be populated when Ecol = 0.005 and 0.01 eV. The j� value

corresponding to the energetic limit ( j�lim) in each v� manifold are given in Table 5.4 for

OH (v=0, j=0) and Ecol = 0.01 eV. The quantity j�lim denotes the value of j� up to which

the product channels in each v� manifold are open for a certain value of collision energy.

The j�lim values for v�=0-6 at Ecol = 0.005 eV are found to be same as those at Ecol =

0.01 eV and are not shown here for brevity. It can be seen from Table 5.4 and Figure

5.11 that except for v�= 5 and 6, the j� levels for each v� manifold are not populated

up to the energetic limit and the value of j� up to which the product is populated (say,

j�max) occurs well below the j�lim. In contrast, the j�max values become approximately

equal to the j�lim values only for v�= 5 and 6. This is because the available energy is

not sufficient to open up highly excited j� levels when the product is formed at higher
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Figure 5.11: Product rotational level population distribution in terms of ICS for the S
+ OH (v=0, j=0)→ SO (v�=0−6, j�) + H reaction at Ecol = 0.005 and 0.01 eV.

Table 5.4: The product rotational levels corresponding to the energetic limit ( j
�
lim) in each v�

manifold, for OH (v=0, j=0) and for Ecol = 0.01 eV. The value of the energetic limit here is
�v=0, j=0 + Ecol = 0.22817 + 0.01 = 0.23817 eV. The rovibrational energies corresponding to the
j
�
lim are also given. All the energy values are relative to the energy of the S + OH asymptote.

v� j
�
lim �v j�lim

(eV)
0 103 0.22120
1 96 0.23310
2 87 0.22356
3 78 0.22823
4 67 0.22379
5 55 0.23068
6 39 0.23419
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v� levels. The above observations, in general, indicate that the available energy does not

flow effectively into product rotation rather it is deposited into product translational or

recoil energy. This is indeed justified because the SO diatom is much heavier than the

H atom which can lead to its low rotational excitation. A further look at Figure 5.11

reveals that the maximum of the distribution shifts to higher j� with increasing collision

energy for all v� values. Therefore, unlike product vibrational distribution (cf., Figure

5.10), product rotational level population distribution is sensitive to the collision energy

and the latter favors the formation of rotationally hot products (cf., Figure 5.11). A

similar feature is also found by Jorfi and Honvault in a QCT investigation [263].

The effect of collision energy and reagent vibrational excitation on the product

rotational population distribution is shown in Figure 5.12. In the figure, the product

rotational level resolved reaction probabilities of the S +OH (v=0−2, j=0)→ SO (v�=0,

j�) + H reaction are shown as function a of j� at four different collision energies, 0.005,

0.1, 0.3 and 0.5 eV. It can be seen from the distribution diagrams of Figure 5.12 that
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Figure 5.12: Product rotational level population distribution in terms of reaction prob-
ability for J=0 of the S + OH (v=0−2, j=0) → SO (v�=0, j�) + H reaction at Ecol =

0.005, 0.1, 0.3 and 0.5 eV.

the rotational excitation of the product SO increases with increasing collision energy

at a given vibrationallevel. Moreover, the product becomes more rotationally excited
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with increase in reagent vibrational excitation for a fixed value of collision energy (cf.,

each row of Figure 5.12). Therefore, the additional energy supplied to the vibrational

and relative translational degrees of freedom of the reagent OH molecule leads to the

formation of rotationally hot product SO in the v�=0 level. Product rotational level

distributions for the C + OH and N + OH reactions were also reported in the literature

[275–277, 280]. The distribution in the N + OH reaction was found to be rotationally

hot as collision energy increases and it strongly depends on the collision energy [280].

The distribution remains rotationally cold in the C + OH reaction on its second excited

state, whereas it is neither hot nor cold on its first excited state [275–277]. Therefore,

the product rotational distribution in the S + OH reaction shown in Figure 5.12 bears a

similarity with the N + OH reaction on its electronic ground state.

The effect of reagent rotational excitation on the product rotational distribution is

shown in Figure 5.13 for SO (v�=0). It can be seen that with reagent rotational excitation
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Figure 5.13: Same as in Figure 5.12, but for the S + OH (v=0, j=1−3)→ SO (v�=0,
j�) + H reaction.

the overall pattern of the distribution remains similar for a particular value of collision

energy. However, for rotationally hot reagent, the product rotational distribution be-

comes hotter with increase in collision energy, analogous to the results obtained with
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vibrationally excited reagent. The rotational distributions in higher v� levels of SO for

rotationally excited reagent (not shown here) also show a similar behavior.

In a recent quantum dynamics investigation on the benchmark H + H2 reaction

Goswami et al. have found that the product rotational level resolved state-to-state at-

tributes largely depend on the chosen v� value [227]. Therefore, it would be interesting

to examine the same issue in case of the S + OH reaction. The product rotational distri-

butions of the S + OH (v=0, j=0)→ SO (v�=0, 2, 3) + H reaction for J=0 are plotted

in Figure 5.14 at four collision energies, 0.005, 0.1, 0.3 and 0.5 eV. The j�lim values are

also shown in each panel. It can be seen that for all v� levels, the distribution becomes
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Figure 5.14: Same as in Figure 5.12, but for the S + OH (v=0, j=0)→ SO (v�=0, 2, 3,
j�) + H reaction. The j�lim values are given in each panel to show the energetic limit.

hotter with increase in collision energy even though the j� levels are not populated up to

the energetic limit. The collision energy flows to product rotation for all v�, favoring the

formation of rotationally hot product diatom. Thus, the results of Figure 5.11 and Fig-

ure 5.14 reveal that the mechanistic details of the dynamics of the HSO reactive system

to form the product in different vibrational levels is similar when the reagent is kept in

its ground rovibrational level. The product rotational distribution in the S + OH (v=3,

j=0) reaction for J=0 is plotted in Figure 5.15 to examine the dynamics of the highly
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vibrationally excited products. It can be seen from Figure 5.15(a)-(d) that the collision
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Figure 5.15: Same as in Figure 5.12, but for the S + OH (v=3, j=0)→ SO (v�=0, 10,
14, j�) + H reaction. The j�lim values are given in each panel to show the energetic
limit.

energy favors the formation of rotationally excited products for v�=0 as is found for OH

(v=0, j=0) in FIG. 5.14. However, it can be seen form panels (e)-(l) of Figure 5.15

that the collision energy does not flow effectively to product rotation when the product

is excited to v�=10 and 14 levels. In this case, the j�max values of the distributions are

much below the j�lim values (shown inside each panel of Figure 5.15) leading to colder

distributions in highly excited v� levels. In summary the relative translational energy of

the reagent effectively flows to product rotation when the product is formed in lower

vibrational levels, whereas, the translational energy is not disposed to product rotation

for highly vibrationally excited products. Thus, the dynamics followed by the reactive

system to produce the products in lower and higher vibrational levels is different for the

vibrationally excited.
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5.3.3 Energy disposal mechanism

In order to understand the overall energy disposal mechanism of the reaction, the aver-

age fraction of the available energy entering into product vibration, rotation and transla-

tion have been calculated for J=0. The results are presented in Figure 5.16 as a function

of collision energy up to 0.5 eV for reagent OH (v=0-3, j=0) to show the effect of vibra-

tional excitation of the reagent. One general feature can be seen from Figure 5.16(a)-(d)
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Figure 5.16: Average fraction of the available energy disposal into product vibration
(red), rotation (green) and translation (blue) for J=0 in the S + OH (v=0-3, j=0)→ SO
(
�

v�,
�

j�) + H reaction as a function of collision energy. The � f �� values for different
vibrational levels of OH are shown in different panels.

that the available energy mostly releases as product vibration and translation for OH

(v=0-3, j=0). The fraction of energy released to product rotation is very less (1% -

4%), consistent with the fact that the j� levels are not populated up to the energetic limit

leading to a relatively colder rotational distributions of product (cf., Figs. 5.11 − 5.15).

Moreover, the slight increase of � f �R� values for OH (v=0-2, j=0) at higher collision en-

ergies agree with the finding that the product rotational distribution becomes hotter with

increase in collision energy. For OH (v=0-1, j=0) [cf., Figure 5.16(a)-(b)], the � f �V� and

� f �T � are almost same (≈ 50%) throughout the collision energy range. However, with

reagent vibrational excitation to (v=2-3, j=0) levels [cf., Figure 5.16(c)-(d)], the frac-

tion of energy going to product vibration increases and that going to product translation

decreases throughout the collision energy range. Hence, it can be concluded that the
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extra energy supplied in terms of reagent vibration predominantly flows to the product

vibration. The effect of collision energy on the overall energy disposal mechanism is

found to be insignificant for OH (v=0-1, j=0). However, for vibrationally excited OH,

a slight increase in � f �V� and a slight decrease in � f �T � values can be seen with increase

in collision energy. The oscillations in the � f �V� and � f �T � values as a function of col-

lision energy actually originates due to the resonance oscillations found in the reaction

probabilities for J=0. One interesting observation that can be noted here is the interplay

of the vibration and translation energy release in products. It can be seen from Figure

5.16(a)-(d) that the variation of � f �V� values as a function of collision energy is exactly

opposite to that of � f �T � values. Such an observation has been made also for the N +

OH→ NO + H reaction [281].

5.3.4 Differential Cross Section

The DCSs, both total and product state-resolved, calculated for OH (v=0, j=0) are pre-

sented and discussed in this section. Moreover, the role of the interference among the

partial wave towards the DCS is also examined. The initial state-selected total DCSs

for reagent OH (v=0, j=0) are shown in panesls (a) and (b) of Figure 5.17 as a function

of center-of-mass scattering angle (θ) at Ecol = 0.005 and 0.01 eV. The DCSs (black

solid lines) show peaks at extreme forward and backward regions with small intensity

in the sideways direction. This behavior is expected and generally appears in complex-

forming reactions [242, 243]. It can be seen that at Ecol = 0.005 eV [cf., Figure 5.17(a)],

the backward peak is ∼1.5 times greater than the forward one leading to a backward

baised asymmetric forward-backward scattering. However, at Ecol = 0.01 eV [cf., Fig-

ure 5.17(b)], the total DCS looks symmetric with respect to θ = 90° and the forward

and backward peaks have almost equal magnitude. The forward-backward symmetric

nature of the total DCS is well known for reactions proceeding via the formation of

long-lived collision complexes and mostly it is related to the statistical nature of the

complex-forming reactions. This turns out to be the case for the present, S + OH →
SO + H, reaction which proceeds through two fairly deep wells on the underlying PES.

However, the extent of the forward-backward symmetry can be highly dependent on the

collision energy and the asymmetry in the total DCS can be found even with a small

change in Ecol [129, 130]. Moreover, the interference among various partial waves,

which is neglected in the statistical limit due to the random phase approximation (RPA)

[44], can result into the asymmetric nature. It was shown in Ref. [75] that the inter-

ference can be significant at state-to-state level in the quantum limit especially around
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Figure 5.17: Total DCSs and DCS due to interference between partial waves (panels a
and b) for the S + OH (v=0, j=0)→ SO (

�
v�,

�
j�,

�
Ω�) + H reaction as a function

of θ at Ecol = 0.005 and 0.01 eV. The ppacity function, (2J+1)P(J), summed over all
final states (panel c) as a function of J at Ecol = 0.005 eV. J-partial DCS as a function
of J (panel d) for forward (θ = 0°) and backward (θ = 180°) scattering at Ecol = 0.005
eV. Interference at θ = 0° and 180° as a function of J (panel e) for Ecol = 0.005 eV. The
blue color dashed line represents zero along the abscissa.

the extreme forward and backward regions even though the summed-over DCSs show

forward-backward symmetry. In the present case, the asymmetric nature of the total

DCS at Ecol = 0.005 eV is examined with respect to inherent interference effects of the

various partial waves. For this, the interference term among the partial waves is calcu-

lated by the equation 2.53. It is important to note here that the interference terms can

have both positive and negative values corresponding to constructive and destructive

interference among the partial waves [76, 286]. Moreover, these can be plotted along

θ to illustrate the type of interference. The initial state-selected total (summed-over)

interference terms for OH (v=0, j=0) are shown in panel (a) and (b) of Figure 5.17 by

red color solid line. It can be seen that the interference terms are nearly zero in the

sideways direction (30°< θ <155°) at both the collision energies. However, these terms

are significant around the extreme forward and backward regions. At Ecol = 0.005 eV,

the positive value of the interference terms around θ = 180° denotes the constructive
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interference and the negative values around θ = 0° denote the destructive interference

among various partial waves. Therefore, the interference terms around θ = 0° and 180°

affect the DCS in opposite way leading to a backward baised forward-backward asym-

metry. However, at Ecol = 0.01 eV, the interference terms both around θ = 0° and 180°

are positive and are constructive in nature with almost equal magnitude. This results

into a forward-backward symmetric DCS at Ecol = 0.01 eV. We note here that the DCS

due to RPA (in the statistical limit) are not shown here since these are by definition

symmetric with respect to θ = π/2 and hence do not affect the DCS qualitatively.

In order to understand more about the interference effects at Ecol = 0.005 eV, the

contribution of different partial waves towards the total DCS is examined. This is done

by calculating the J-partial DCSs for specific J values at θ = 0° and 180°. The results are

shown in Figure 5.17(d) as a function of J. The J-partial DCSs calculated here include

the coherence terms of a specific J among others due to which these can take negative

values. Moreover, the opacity function, (2J+1)P(J), calculated at Ecol = 0.005 eV is

plotted in Figure 5.17(c) as a function J. It can be seen that the higher partial waves

(J = 6-32) mostly contribute to the reactivity. Figure 5.17(d) shows the contribution

of each J towards the forward and backward scattering at Ecol = 0.005 eV. It can be

seen that almost all J > 7, except J = 14, 17 for forward and J = 14, 15 for backward

scattering, contribute to the DCS at θ = 0° and 180°, respectively. This is expected for a

deep well complex-forming reaction, where all partial waves seem to contribute at each

θ, which is in contrast to direct reactions where a one-to-one correlation between J and

θ exists [76]. The partial waves, J = 26-32 contribute equally towards the forward and

backward scattering. However, the partial waves, J = 8-13 and 17-25, contribute more

towards backward scattering than the forward one resulting into the asymmetric feature

of the total DCS. Figure 5.17(e) displays the nature of interference among the various

partial waves at θ = 0° and 180° for Ecol = 0.005 eV. The J-dependent interference term,

σINT(J), can be obtained from equation 2.53 by omitting the first summation over J. It is

found that all partial waves, except J = 7, 14, 15, 26, 27 and 31 interfere constructively

among others at θ = 180°. This in contrast to θ = 0°, where most of the partial waves

interfere destructively, except J = 12, 13, 16, 28, 29, 31 and 32. This interference effect

is reflected in the total DCS of OH (v=0, j=0) at Ecol = 0.005 eV [cf., Figure 5.17(a)].

The product vibrational level resolved DCSs for reagent OH (v=0, j=0) are shown

in Figure 5.18 at Ecol = 0.005 eV. Moreover, the DCS due to interference among the

partial waves are resolved for each v� level and are shown in the figure by red color

solid line. It can be seen that v� = 0, 4 (and also 5 and 6 which are not shown here for
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Figure 5.18: Product vibrational level resolved DCSs and DCS due to interference
between partial waves for the, S + OH (v=0, j=0)→ SO (v�,

�
j�,

�
Ω�) + H, reaction

as a function of center-of-mass scattering angle (θ) at Ecol = 0.005 eV. The blue color
dashed line represents zero along the abscissa.

brevity) show near forward-backward symmetric DCS. However, for v� = 1, 2 and 3, the

DCS is baised towards backward scattering. This baisness is because of the constructive

interference of the partial waves around θ = 180° and destructive interference around θ

= 0° [cf., Figure 5.18(b)-(d)]. Therefore, the asymmetry in the total DCS at Ecol = 0.005

eV is found to be originated mainly from v� = 1-3 levels of product.

The product rotational level resolved DCSs for the S + OH (v=0, j=0)→ SO (v�,

j�,
�
Ω�) + H reaction at Ecol = 0.005 eV are shown in Figure 5.19 in terms of three

dimensional perspective plot. The state-to-state DCSs are shown here as a function of

θ and j� for various v� levels of product SO. It can be seen that similar to the total and

v�-resolved DCS, the j�-resolved state-to-state DCSs are peaked at the extreme forward

and backward regions with a very little intensity in the sideways direction. There is

no direct correlation between j� and θ and the feature of the perspective plots is highly

selective to each v� level. As can be seen from Figure 5.19, for v� = 0, the rotationally

cold products are mostly forward-backward symmetric and the rotationally hot products

are dominantly scattered to either forward or backward direction. However, for v� = 1,
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(e) (f)

Figure 5.19: Three dimensional perspective plots of product rotational level resolved
state-to-state DCSs of the S + OH (v=0, j=0)→ SO (v�=0-5, j�,

�
Ω�) + H reaction at

Ecol = 0.005 eV shown as a function of θ and j�.
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2 and 3, the products are mostly backward scattered with a small forward scattering for

few selected product states. For v� = 4 and 5, the DCSs are either forward or backward

dominated which depends highly on the j� value. It is found that the state-to-state DCSs

are somewhat symmetric with respect to θ=π/2 for some specific product states and are

also dominated to either forward or backward directions for few other product states.

A pure forward-backward symmetry, as seen in the total DCS [cf., Figure 5.17(b)], is

not found when the DCS is resolved into rotational levels of products. This is because

the interferences among the partial waves, as shown by Larrégaray and Bonnet [75],

becomes significant with strong oscillatory structure at the state-to-state level, espe-

cially around θ = 0° and 180°. However, the forward-backward symmetry is recovered

when the state-to-state DCSs are summed over product quantum states [75] [cf., Figure

5.17(b)].

5.4 Summary

A comprehensive state-to-state quantum dynamical study of the S + OH → SO + H

reaction is presented in this chapter. The calculations are carried out by employing a

RWP based TDWP approach (cf., section 2.1) on the ab initio electronic ground DMBE

PES [249]. Total and state-to-state reaction probabilities, ICSs and DCSs are calculated

including the Coriolis coupling terms present in the nuclear Hamiltonian. Product vibra-

tional and rotational distributions at few selected collision energies are also presented

in terms of reaction probability and ICS. The effect collision energy and reagent vibra-

tional and rotational excitation on the state-to-state reaction probabilities is examined in

order to understand the mechanistic details of the reaction. Fractions of available energy

entering into product vibration, rotation and translation are also calculated to elucidate

the energy disposal mechanism.

The total and state-to-state reaction probabilities exhibit resonance oscillations

which are due to the formation of quasi-bound collision complexes supported by the

two fairly deep potential wells on the underlying PES. The reactivity is found to increase

with reagent vibrational excitation and decrease with reagent rotational excitation. The

effect of CC underestimates the reactivity at low collision energies and becomes more

important with increasing J. Despite having two potential wells on the PES, purely sta-

tistical product vibrational distribution is not found for J=0 which primarily suggests

that the reaction may not follow an entirely indirect mechanistic pathway. The avail-

able energy mainly goes to product vibration and translation, and very less to product
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rotation. The effect of collision energy on the overall energy disposal mechanism is

found to be insignificant for lower vibrational levels of reagent, whereas, a mild effect

of the former is found when the reagent OH is excited to higher vibrational levels. It

is found that the product rotational levels are not populated up to the energetic limit

resulting into a relatively colder rotational distributions of product. The total and state-

to-state DCSs show both forward and backward scattering with a very little intensity

in the sideways direction as expected for complex-forming reactions. It is shown that

the forward-backward asymmetry found in the total DCS is due to the opposite interfer-

ence effects among the partial waves at the extreme forward and backward regions. The

products are found to be scattered in either forward, backward or both irregularly as the

feature of the state-to-state DCSs highly depends on the (v�, j�) quantum numbers.



Chapter 6

Summary and outlook

A theoretical account of both adiabatic and nonadiabatic quantum reactive scattering

of a few atom-diatom bimolecular reactions is reported in this thesis. The reactions

considered in the present work are the H (D) + LiH+ → H2 (HD) + Li+ on its elec-

tronic ground state [92], the benchmark hydrogen-exchange reaction, H + H2 → H2 +

H, in its coupled 1E� electronic manifold [178, 180] and the S + OH→ SO + H reac-

tion on its electronic ground state [249] PES. The reactive dynamics of these reactions

is carried out numerically by a TDWP method based on a real wave packet approach

[34, 36] and using the state-of-the-art ab initio electronic PES available in the litera-

ture. The first three reactions are studied in the adiabatic framework where single state

adiabatic state-to-state dynamics is investigated to obtain the necessary reaction observ-

ables. For the hydrogen-exchange reaction, the dynamics is studied both in the adiabatic

and nonadiabatic framework in order to illustrate the effect of nonadiabatic coupling on

its state-to-state reactive scattering dynamics. For this the RWP based TDWP method

is modified and extended to electronic nonadiabatic picture involving two strongly cou-

pled electronic states where the nonadiabatic state-to-state dynamics is studied in the

coupled 1E� electronic manifold of H3 system. The dynamical results obtained are

numerically accurate as the calculations are performed without any dynamical approx-

imation. Various reaction observables like reaction probabilities, ICS, DCS, product

rovibrational level distribution and thermal rate constants for the above mentioned re-

actions are calculated and reported in this thesis. A few of them are also compared

with the previous theoretical and experimental results available in the literature. The

energy disposal mechanism of the reactions is examined by calculating the fractions of

available energy entering into different degrees of freedom of products. Moreover, the

161
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scattering mechanism of the reactions is examined by analyzing the partial wave con-

tributions to the DCS. The interference terms due to the coherence among the partial

waves are quantified which is used to distinguish any non-statistical nature of the reac-

tions. The effect of rovibrational excitation of the reagent diatom on various reaction

observables and hence on the reaction mechanism is also examined.

The resonance oscillations seen in the reaction probabilities of the H + LiH+ →
H2 + Li+ reaction are found to be cancelled out in the ICS when summed over all

partial waves. This resulted an excellent agreement of the present QM-CC ICS with

the previous QCT ICS results on the same PES in the whole collision energy range

considered here, which is expected for this barrierless reaction. The total ICS is found

to decrease with rovibrational excitation of the reagent and with increasing collision

energy, reflecting the barrierless nature of the minimum energy path. The reactivity of

the reaction is found to increase with the substitution of heavier isotope on the attacking

atom. The products form in highly excited vibrational levels with inverse Boltzmann

population distribution which is expected according to Polanyi’s rule [53, 54] because

of the “attractive” nature of the reaction path. It is found that a large portion of the

available energy is partitioned into the product vibration, and a very less amount of

energy flows into product rotation and translation. The behaviour of the state-to-state

DCSs is found to be different for the low and high collision energy regime, and also it is

found to be insensitive to the rovibrational excitation of the reagent diatom. It is found

that the forward-backward asymmetry in the total and state-to-state DCSs arises due to

the constructive and destructive interference between various partial waves. Significant

interference is found in the reaction, both at the state-to-state and total DCS levels,

indicating its non-statistical nature to a considerable extent. The reaction mainly follows

a direct stripping mechanism at higher collision energies and a mixture of direct and

indirect mechanisms at lower collision energies, which is deduced by analyzing the

partial wave contributions to the total DCSs.

The nonadiabatic dynamical calculations of the H + H2 → H2 + H reaction are

carried out in a quasi-diabatic representation for the vibrationally excited reagent H2

(v=3,4, j=0). For this the diabatic Hamiltonian is constructed from the adiabatic PESs

and by considering the ADT angle within the linear as well as the quadratic coupling

approximation. However, the effect of the quadratic term is found to be very small and

it does not affect the dynamics at energies where the nonadiabatic effects are important.

A minimal participation of the upper adiabatic state is found even for vibrationally

excited reagent. Nonadiabatic effect shows up in the state-to-state DCSs in the form of
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“out-of-phase” oscillations between the uncoupled and coupled surface results. These

oscillations are found as a function of both the scattering angle as well as the collision

energy. The “out-of-phase” behaviour of the oscillations arises due to the change in

sign of the interference term between the 1-TS and 2-TS paths as a result of the GP

which could exactly be infered by calculating the 1-TS and 2-TS contributions with

the inclusion of the interference term between them. Such oscillations in the forward

scattering region are found to be different from those due to the glory interference. In

fact the glory oscillations showed negligibly small nonadiabatic effect. In the energy

dependence of both backward and forward scattering of state-resolved products, the

amplitude of these “out-of-phase” oscillations is found be nearly directly proportional to

the magnitude of the 2-TS path contribution. It is found that the nonadiabatic effects in

state-to-state reaction probabilities and state-to-state DCSs get reduced to a considerable

extent when summed over all the product quantum levels. The effect of successive

vibrational excitation of the reagent diatom on the scattering mechanism of the H + H2

→ H2 + H reaction is also examined. Vibrational excitation of the reagent is found to

enhance the forward scattering of the products and decreases the backward scattering.

The forward scattering mainly comes from the higher partial waves. It is found that

increase in collision energy reduces the vibrational excitation of the backward scattered

products to a large extent but not in case of forward scattered products. This is due to the

fact that lost vibrational energy goes to the product rotation of the backward scattered

products. Two different mechanisms corresponding to two contrasting phenomena are

noticed while analyzing the product rotational level resolved DCSs. One is the well

known “negative j� − θ correlation” in the backward hemisphere and the other one is

the newly found “positive j� − θ correlation” in the forward scattering. The underlying

mechanisms of these two phenomena are found to be different. The former one is due

to a coplanar detachment mechanism involving glancing collisions, whereas, the latter

one is due to a non-coplanar detachment mechanism involving high impact parameter

collisions. The effect of reagent rotation (up to j=3) on the overall dynamics of the

reaction is found to be not so significant.

The total as well as state-to-state reaction probabilities of the S + OH → SO +

H reaction are found to exhibit sharp resonance oscillations. These are due to the for-

mation of quasi-bound collision complexes supported by the two fairly deep potential

wells on the underlying PES of HSO reactive system. The reactivity is found to increase

with reagent vibrational excitation, however, it decreases with reagent rotational excita-

tion. The inclusion of coriolis coupling is found to be important for higher partial waves
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where it underestimates the reactivity. A purely statistical product vibrational distribu-

tion is not found for J=0 case which primarily suggests that the reaction may not follow

an entirely indirect mechanistic pathway. The available energy mainly goes to product

vibration and translation, and very less to product rotation for J=0 case. It is found

that the product rotational levels are not populated up to the energetic limit resulting

into a relatively colder rotational distributions of product. The total and state-to-state

DCSs show both forward and backward scattering with a very little magnitude in the

sideways direction. This is expected for this complex-forming reaction. It is shown that

the forward-backward asymmetry found in the total DCS is due to the opposite inter-

ference effects among the partial waves at the extreme forward and backward regions.

The products are found to be scattered in either forward, backward or both irregularly as

the feature of the state-to-state DCSs is found to highly depend on the (v�, j�) quantum

numbers of the product.

To this end we note that the present observations of these reaction reported in this

thesis encourage some future studies. First of all for the H + LiH+→ H2 + Li+ reaction,

seeking a desired agreement bewteen the QM and QCT results, particularly ICSs and

rate constant, is necessary at the state-to-state level and also for other isotopic variants of

the reaction. This is due to the fact the QCT calculations are computationally very less

expensive as compared to the TDWP or TIQM calculations, due to which this method

can be used with ease to obtain the accurate ICSs and rate constants of these astrophysi-

cally relevant processes for numerous number of initial states of reagent. Hence, a good

agreement between the QM and QCT results can give us the confidence to accurately

model the corresponding chemical reaction network of the reaction only by using the

QCT data. Next, from a mechanistic point of view quantum mechanical studies on the

stereodynamics of the reaction can reveal interesting observations regarding the product

polarization, as all of the stereodynamical studies on this reaction so far are based on

the QCT method. Similarly for the S + OH reaction, computation of accurate cross

sections and rate constants for a wide range of energy and temperature are necessary for

astrochemical application. In this regard, a combined QCT and QM study may become

valuable.

It is obvious that the benchmark H + H2 → H2 + H reaction is no longer now a

“simple” one, after encountering so much of unforeseen and phenomenal observations.

However, there is still room for more. Particularly, the reactive scattering experiments
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with rovibrationally excited reagent are yet to be explored. In this respect, several at-

tempts have recently been made to efficiently prepare the reagent H2 diatom and its iso-

topic cousins in the excited rovibrational states by the SARP technique and they have

been successful [287–291]. Therefore, theoretical calculations of the isotopic variants

of this reaction with rovibrationally excited reagent can be performed with the inclu-

sion of GP and nonadiabatic effect up to the three-body dissociation energetic limit for

a meaningful comparison with experiments. This may reveal more interesting feature

of the reaction. Another aspect can be to quantify the GP or nonadiabatic effect for each

of the product levels so as to see how much these effects influence the dynamics of the

state-resolved products.
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