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Abstract

Conventionally, under the concept of safe life methodology for aero-engines, the
components after reaching the original equipment manufacturer (OEM) specified life are
retired from service. Therefore, safe life is a highly conservative methodology and does not
fully utilize the materials’ potential. In order to overcome this conservative approach,
advanced lifing methodologies such as damage tolerance (DT) are currently being explored.
Remnant life assessment (RLA) of the aero-engine components is the major idea behind the
life extension programs carried out under the DT concept. In order to estimate the remnant
life of a component using fracture mechanics, knowledge about the initial crack size present
in the component and the critical crack size at which the component fails are mainly required.
The critical crack size at which the component fails can be calculated using fracture
mechanics based approaches considering the information on the material, design, loading
conditions, etc. However, the size of the initial crack present in the component can only be
estimated using Non-Destructive Testing (NDT) Techniques. Hence, assessment of the
reliability of NDT techniques is essential and plays a significant role in precise estimation of
the remnant life of a component. The capability or the reliability of the NDT techniques is in
general estimated by plotting probability of detection (POD) curves. These POD curves yield
agos95 (detecting a crack with 90% probability and 95% confidence) value for use in remnant
life calculations. A typical experimental POD procedure requires several safe life expired
aero-engine components containing numerous fatigue cracks. However, the requirement of a
large number of in-service failed components with numerous initiating fatigue cracks makes
POD a cost-intensive methodology. Hence, laboratory samples with electrical discharge
machined (EDM) notches representing fatigue cracks have also been used for NDT reliability
studies. However, probability of detection (POD), a measure of NDT reliability, is usually a
function of several material and crack parameters rather than only crack dimensions. This
limits the applicability of EDM notches (with a minimum width of notch ~0.25 mm) as
artificial fatigue cracks for POD studies. Therefore, the current study initially demonstrates
the methodology of generating natural fatigue cracks mimicking in-service conditions under
room temperature conditions in nickel-based superalloy samples extracted from aero-engine
turbine disc. However, fatigue cracks which are generated at room temperature conditions
does not represent the effects of higher engine service operating conditions such as oxidation,
etc.,. As the engine operates at high temperatures, oxidation effects on fatigue cracks are

predominant. This results in the formation of oxidized fatigue cracks at high stress
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concentration locations of the turbine components. In order to mimic the real service fatigue
cracks to the best possible extent possible, it is essential to generate fatigue cracks at high
temperature oxidizing conditions (service temperature ~ 650°C) for use in NDT reliability
studies. Hence, in the current study, efforts are also made to generate oxidized surface fatigue
cracks using Gleeble system. These cracks are inspected using fluorescent liquid penetrant
technique (FLPT) and eddy current technique (ECT). Compared to FLPT inspection of room
temperature cracks, FLPT inspection of high temperature oxidized fatigue cracks suffered
from poor detectability due to crack closure with oxides. However, ECT has detected most of
the cracks resulting in the generation of both HIT/MISS and 4 (ECT signal amplitude) vs. a
(crack size) data. This NDT inspection data is statistically processed for obtaining POD
curves and the agys value. In all the cases, the agys values of high temperature cracks are
sensitive compared to that of room temperature cracks due to the higher detectability of oxide
cracks. Further, these aggos values are incorporated into the damage tolerance based life
calculations for estimating the remnant fatigue cycles the component can withstand before
failure. Due to ECT technique’s higher sensitivity, it is observed that NDT with ECT
technique will result in the higher number of remnant cycles compared to the FLPT
technique.

Moreover, estimation of the reliable agg9s value of an NDT technique is dependent on
various parameters such as the material, geometry of the component, type of crack, size and
shape of crack, environment, etc. Hence, it is essential for reliability to be estimated for all
materials, defects, geometries, etc., making POD an extremely laborious, cost intensive and
time consuming task. Therefore, model based POD studies (MAPOD) studies have also been
developed. MAPOD studies involves in using a physics based numerical model for collecting
the NDT response of a designed defect in a designed geometrical component. Further
processing the signal response data and the crack sizes simulated using appropriate statistical
techniques would result in plotting the POD curves. Even though POD studies are initiated
since early 1970’s, several existing issues in POD studies resulted in some ambiguity about
the statistical procedures and challenges involved. In this study, MAPOD approaches are
demonstrated by addressing various issues related to selection of crack sizes distribution,
challenges involved in censoring and regression, estimation of distribution parameters, etc.
Ultrasonic testing on volumetric defects has been identified as a platform to discuss the
challenges involved. A COMSOL Multiphysics based FEM numerical model developed to
simulate ultrasonic response from a Ti-6Al-4V cylindrical block has been validated

experimentally. Further, the individual ultrasonic response from various Flat Bottom Hole
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(FBH) defects following lognormal distribution has been generated using the numerical
model. agys value obtained from POD curve showed that the POD value increased with an

increase in decision threshold.
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1. INTRODUCTION

During the recent years, life extension studies of service expired engine components
is attaining higher prominence in the field of aero-industry. As part of the advanced life
extension methodologies, damage tolerance technique plays a vital role in the aero-industry.
Damage tolerance technique relies on the safe NDT inspection intervals which are deduced
from the reliability of the NDT techniques used for inspection. Hence, estimating the
reliability of the NDT techniques plays a prominent role in the successful implementation of
damage tolerance methodology for aero-engines. As the current work is based on estimating
the reliability of NDT techniques in inspecting fatigue cracks using experimental and model
based POD studies, brief introduction to these concepts is provided in the current chapter.
The major topics that are briefly discussed are various modes of aircraft failures, fatigue of
engine components, fatigue life design methodologies, reliability aspects of different NDT
techniques mostly used in the aero-industry and reliability or POD curves of NDT techniques

using both experimental and model assisted methods.

1.1 History of aircraft failures and possible reasons

Aviation accidents are being considered as the most fatal incidents involving very less
chances of life survival. The worst crash of Japan Airlines Flight 123 in 1985 occurred due to
improper repair of in-flight structural component resulting in highest number (520) of
fatalities ever reported under a single aircraft incident [1]. Ever since, major technological
developments in areas related to design (against corrosion and widespread metal fatigue
damages), aero-engine materials (for usage in both structural and engine components),
technologies related to collision avoidance and better air traffic control systems, advanced
non-destructive inspection methods, avoidance of electrical spark eliminations and real-time
flight tracking, etc., are continuously being pursued. In spite of all these advancements,
aircraft accidents similar to the recent Southwest airlines flight 1380 accident of April 17,
2018 continue to happen due to a undetected crack in a fan blade even after NDT inspection
[2]. According to the Boeing’s statistical summary of commercial jet airplane accidents, a
total of 1989 accidents occurred worldwide resulting in 31,042 fatalities between1959 to

2017 [3].

All these accidents are reported to have occurred due to various aircraft failure modes
that need basic understanding. Figure 1 shows the various modes of aircraft failures obtained

from U.S Airforce statistical database [4]. From Figure 1, it can be observed that the pilot
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error and lack of stringent logistics individually contribute 43% each to aircraft failures.
Some of the notable accidents due to pilot errors include, accidents of Air Canada Flight 621
in 1970, American Airlines Flight 587 in 2001 and Adam Air Flight 574 in 2007 [5]). The
remaining 14% of aircraft failures are attributed to the weather conditions (for example
BOAC Flight 911 incident in 1966 [5]) and miscellaneous accounts. Amongst these errors,
the errors arising from the pilot side can be overcome by imparting required rigorous training
procedures. Moreover, developments of pilot less flight systems or automation of piloting
systems could also help in avoiding pilot error. Further comparing the failures occurred due
to logistics (Figure 1), it can be observed that the majority (37%) of those are from the aero-
engine side (for example accidents of American Airlines Flight 191 in 1979, Lauda Air Flight
004 in 1991, Kongolo Antonov An-32B crash in 2007 and Airlines PNG Flight 1600 in 2011
[5]). Additionally, landing gears failure (United Airlines Flight 173 [5]) contributes to 20% of
the failures occurring due to logistics. Furthermore, flight controls and electrical issues
(United Airlines Flight 811 [5]) contribute to 13% each in failures due to the logistics.
Moreover, fuel issues (Ex: TWA Flight 800 [5]) and airframe structures (Ex: Alaska Airlines
Flight 261 [5]) contribute to 9% and 8% of logistics, respectively. Flight controls, fuel and
electrical issues and airframe structures which contribute to the remaining errors due to
logistics can be rectified with suitable efforts. Therefore, amongst the failures due to
logistics, as aero-engine contributes to the maximum, due care should be undertaken for
understanding the causes of occurrence.

Aero-engine containing approximately 25000 numerous parts made with different
materials is considered as the most complicated machine that has ever been invented [6].
Aero-engines use gas turbines as the power houses operating on Brayton cycle process. Aero-
engines/turbojet engines basically consists of several cold section and hot section components
such as the air inlet section, compressor, combustion chamber, turbine and exhaust. All these
components work under high temperature conditions undergoing service degradation. They
are prone to various failure mechanisms such as the fatigue (high cycle fatigue and low cycle
fatigue), creep, corrosion, mechanical damage such as foreign object damage or a bird hit, or
due to flaws occurring from the manufacturing procedures of aero-engine components [7].
Among the various failure mechanisms occurring in the aero-engines, metal fatigue
contributes to 49% and is thus considered as the predominant cause of failure (Ex: Accidents
of Aloha Airlines Flight 243 in 1988 and China Airlines Flight 611 in 2002 [5]). Turbine

discs, blades and vanes are the most common parts that undergo severe metal fatigue damage



[8]. Hence, these components are to be designed against metal fatigue damage. Brief

information on fatigue is provided in the next section.
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Figure 1: Aircraft failure modes [4]

1.2 Metal fatigue

Metals subjected to fluctuating stresses tend to fail at stresses lower than that are
required to cause fracture on a single application of loads. Typically, metals used in
applications involving repeated loading and vibration are subjected to fatigue failures. 90% of
service failures due to mechanical causes are mainly because of fatigue [7]. Three different
types of fluctuating stress cycles which can cause fatigue failures are, 1. Reversed stress cycle
2. Repeated stress cycle 3. Irregular stress cycle. Figure 2 [7] shows a pictorial description of
the three fatigue stress cycles. In reversed stress cycle (Figure 2(a)), applied loads fluctuate
between tensile and compressive whereas, in repeated stress cycle (Figure 2(b)), fluctuating
loads are either fully tensile or compressive in nature. Moreover, in the irregular stress cycle,
the loads are completely random in nature. From Figure 2(a) & (b), it can be observed that
the maximum and minimum stresses are equal for the reversed kind of fatigue stress cycle
unlike for the repeated stress cycle. From Figure 2(c), it can be observed that the third type of
stress cycle which is entirely random can be correlated to the real engine cycles. The
nomenclatures Gmax, Omin, Om, Oa and o, used in the Figure 2 accounts for the maximum stress,

minimum stress, mean stress, alternating stress and range of stress, respectively. From Figure



2, it can be observed that range of stress (o;) is the difference between the maximum and
minimum stresses in a cycle and alternating stress (c,) is equal to half of the stress range and
mean stress (o) is the algebraic mean of the maximum and minimum stresses in a cycle.

Apart from these notations, two general ratios, namely, stress and amplitude ratios are used in

representing fatigue data and are defined as, Stress ratio, R = Imin and Amplitude ratio, A =

Omax
oq _1-R
om 1+R
+
c
2
w
<
5
-
wr
v
@
= 0
(24 B =t
R
w
3
—
(=9
E Cycles — | Cycles —
o i
| (a) (5)
+
'
[l
]
o
| Cycles —=

Figure 2: Fatigue stress cycles (a) Reversed (b) Repeated and (c) Irregular [7]

Fatigue data is usually represented in the form of S (stress) — N (number of cycles to
failure) curves. Based on the number of cycles to failure, N, and the type of fatigue test i.e.,
either stress control or strain control, fatigue is classified into High Cycle Fatigue (HCF) and
Low Cycle Fatigue (LCF). In general, HCF is a stress controlled fatigue test which usually
results in N>10° cycles whereas, LCF is a strain controlled fatigue test having N<10* or 10
cycles. Either for HCF or LCF, fatigue failure occurs by means of a crack initiation, crack
propagation and sudden fracture. These cracks usually initiate at a point of stress
concentration such as notches or geometrical sharp corners or metallurgical inclusions. In
addition to the basic factors such as higher stresses, large number of cycles and stress
concentrations, fatigue is also controlled by various other factors such as residual stresses,
combined stresses, metallurgical variables, corrosion and temperature. Even though fatigue
depends on all these variables, as the current study deals only with room temperature and
high temperature fatigue tests, the following discussion would be related to high temperature

fatigue only.



1.2.1 High temperature fatigue cycling
As the majority of aero-engine turbine disc components are made up of nickel based

superalloys, discussion on the high-temperature fatigue is restricted to the behavior of nickel
based superalloys, only. In general, increase in temperatures above the ambient conditions
would result in the decrease of the fatigue strength of metals. As the temperatures are greater
than half the melting point of the material, creep becomes the predominant cause of failure
[7]. Fatigue tests performed at higher temperatures would result in formations of oxide scales
and aluminium scales on the surface and sub-surface, respectively [9]. In addition, high
temperature fatigue tests also results in the formation of grain boundary oxidation due to
which the strengthening precipitates or carbides along the grain boundary oxidize [9].
Further, these oxides contribute to the fatigue crack initiation and would also result in the
increase of fatigue crack propagation rates [9]. It is well known that a fine grain structure is
more suitable to resist fatigue fracture at room temperatures. However, with an increase in the
test temperature, minor difference in the fatigue properties of coarse and fine grain structures
of materials is observed. Unlike the room temperature fatigue cycling, at higher temperatures

frequency plays an important role in the fatigue damage mechanism.
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Figure 3: Effect of frequency on fatigue
life at constant elevated temperature [7]

Figure 3 [7] shows the effect of frequency at higher temperatures on fatigue life. From
Figure 3, it can be observed that at higher operating frequencies i.e., after v. (higher
frequency), as there is no change in the number of cycles to failure the fatigue damage
mechanisms are independent of frequency. In addition, the failure occurs by the usual

transgranular mode of fracture. However, at the intermediate range under the air



environment, i.e., between v. and v, (lower frequency), sufficient time is available for
oxidation resulting in the transition of the fracture mode from transgranular to intergranular.
Moreover, at lower frequencies, the intergranular fracture modes may occur [7]. In addition,
at higher temperature conditions, microstructure of the material plays a key role in
undergoing different mechanisms of fatigue.

Depending on the type of application, modern engineering structures employed in
critical service industries such as defence, space and atomic energy undergo complex thermal
and structural loads during their intended service resulting in room or high temperature
fatigue/creep, etc. Considering the high cost and human risk involved in the operation of
engineering structures, there is a growing demand for higher reliability. Therefore, life
expectancy of the structures proposed to be established will be estimated at the design and
deployment stage. Considering the safety factor, the life declared by original equipment
manufacturer (OEM) is of highly conservative in nature and often results in life revision
studies at the end of intended life or also during service [10]. Some of the current lifing
methodologies incorporated on fatigue limited structures such as aero-engine components are

described further.

1.3 Lifing methodologies

As fatigue is the predominant failure mechanism of aero-engine and its components,
stringent designs against fatigue failure have been developed from the past many years [11].

The most common and distinct design philosophies against fatigue failure are:

1.3.1 Infinite-life design
This is the earliest design philosophy made against fatigue failure. In this design

criterion, the operating stresses which are kept below the fatigue limit of the material would
never result in failure of the component. Figure 4(a) shows the concept of infinite life design
technique. From Figure 4(a), it can be observed that, infinite number of cycles to failure exist
when stresses are applied below the fatigue limit of the material and vice versa. This kind of
design philosophy is suitable for the parts subjected to very large cycles of uniform stresses.
However, infinite-life design would limit the materials potential. Periodic inspection is not

necessary in this type of design philosophy.

1.3.2 Safe-life design
Safe-life design is based on the primary assumption that the part/component is

initially flaw-free and a crack once initiated, needs a finite life to develop into a critical crack



[7]. Components will be retired from service when they reach the safe declared life.
Therefore, this finite life time is specified by the designer of the component or the part
accompanied by a safety factor. Typically, a component will be defined a safe life of 1/n™ of
the full-scale fatigue life demonstrated under ideal conditions as shown in Figure 4(b). This
factor of safety, n, a value typically between 3-8 is used to account for environmental effects,
differences in the manufactured product quality and material property variations. This is the

most common design philosophy that is being followed in the acro-engine industry.

1.3.3 Fail-safe design
This design criterion assumes that the fatigue cracks which may be initiated in the

parts or components are expected to be detected and repaired even before they lead to
catastrophic failures. This lifing methodology which was also developed by Aero-engine
industry tolerates the weight penalty neither by using higher safety factors nor the associated
danger due to lower safety factors [7]. Muliple- load paths i.e., if a primary load path is
failed, the load will be picked up by an alternative load path are employed in this design
philosophy and the failure of the component will be prevented. Figure 4(c) shows the concept
of fail-safe design technique. From Figure 4(c), it can be observed that fail-safe design
technique is capable of increasing very small amount of life by suitably incorporating
alternatives/repairs to primary load path failures. Detection and inspection of cracks is very

important in this methodology.

1.3.4 Damage tolerance design
This design philosophy is the latest and the modified version of fail-safe design

philosophy. Damage tolerance (DT) design philosophy assumes that every component
consists of cracks which are expected to grow during the service. In simple words, DT
concept is about tolerating the component even under the presence of damage/cracks. This
concept is the basis for the U.S Air Force Airframe Structural Integrity Program (ASIP) [12]
and Engine Structural Integrity Program (ENSIP) [13, 14]. The remaining fatigue cycles
required for the crack to grow from an initial size to dysfunction size (usually 2/3™ of critical
crack size) can be calculated using fracture mechanics. Further, using the remnant fatigue
cycles of the component, the safe inspection intervals (SII) are estimated. Moreover, these SII
predictions are strongly influenced by the initial crack size and dysfunction crack size.
During these safe inspection intervals, if a disc is found to contain a crack of size reliably
detectable by the NDT technique, the disc is retired from the service (Figure 5). The

dysfunction crack sizes are established analytically based on the best estimates of service



loads and material properties. However, the initial crack size present in the component is the
reliably detectable crack size by non-destructive testing (NDT). This initial crack size is thus
dependent on the reliability of the NDT technique used. Reliability of finding initial crack
size by a non-destructive testing (NDT) technique is quantified through a parameter with
statistical significance termed as “Probability of Detection (POD)”. POD is a function of
material used, surface conditions, type of cracks, orientation of cracks along with its length
and width, etc. For the sake of completeness, brief introduction of most common NDT

techniques typically used in the aero-engine industry are discussed in further sections.
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1.4 Non-destructive testing

According to the American Society of Non-destructive Testing (ASNT),
Nondestructive testing (NDT) is the process of inspecting, testing, or evaluating materials,
components or assemblies for discontinuities, or differences in characteristics without
destroying the serviceability of the part or system. In other words, the part can still be used
even after the completion of NDT inspection or test. Most common NDT techniques that are
frequently used for the inspection of aero-engine components in the base repair depots of the

aero-industry are only discussed below

1.4.1 Liquid Penetrant Technique (LPT)
Liquid penetrant inspection technique is one of the oldest and most widely used

nondestructive testing (NDT) methods. It is one of the simplest NDT methods used to inspect
parts ranging from common automobile spark plugs to critical aircraft engine components.
Figure 6 shows the liquid penetrant inspection process. In this inspection method, a penetrant
liquid is applied to the surface of the part to be inspected. Due to capillary action, the
penetrant is drawn in to the surface breaking defects. Further, liquid penetrant applied on the
surface is only removed leaving the penetrant entered in to the surface breaking defects. With
the application of developer on the surface, the penetrant entered into the defects is drawn
out, resulting in an indication. In addition, based on the type of the penetrant dye used in the
inspection process, LPT is classified as visible dye (can be seen in ambient light) penetrant

inspection and fluorescent dye (requires the use of ultra-violet light or black light to inspect)

Ponotunt’ N
“Crack

Application

|
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Developing

Indication,

penetrant inspection.

Interpretation

Figure 6: Typical steps involved in liquid
penetrant inspection process.

9



More detailed information about the pre-cleaning, penetrant application procedure and

developing action in LPT can be found elsewhere [15, 16].As the current study is mainly

focused on the estimation of the reliability of various NDT techniques used in the aero-

industry, some of the reliability aspects of the LPT techniques are discussed.

1.4.1.1. Reliability aspects of LPT

1.

Properties of penetrants such as surface energy, density, viscosity, colour
brightness, etc. and the properties of developers such as permeability, porosity,
dispersity, particle size, effects of liquid carrier etc. should meet the LPT
requirements. If the properties of the penetrants and developers used do not meet
the requirements, the process of dye to penetrate in to defects and the subsequent
developing actions will be poor resulting in the lower reliability of the technique.
Depending on the type of dye penetrant used i.e., visible dye or fluorescent dye,
the LPT inspection should be suitably carried out. For visible dye penetrant
inspection, experiments should be carried out under sufficient day light. However,
for the case of fluorescent dye penetrant, inspections are to be carried out in
completely dark room under the usage of black light or UV light.

Regardless of the type of penetrant used, the pre-cleaning of the part has to be
performed with extreme care by the operator. In the absence of proper cleaning,
any impurities or dust particles present on the surface can block the penetrant
from entering in to the defects open to surface.

The extent of penetrant dwell time is a critical parameter depending on the type of
the defects. For example, inspection of tight fatigue cracks needs higher dwell
time for allowing the penetrant to enter in to the crack when compared with
moderate dwell times while inspecting EDM induced notches.

The surface roughness of the part subjected for inspection is also an important
requirement for carrying out LPT. As the surface is irregular, pre-cleaning and
excess penetrant removal procedures would be inaccurate. This result in the
presence of dust particles or excess penetrant on the sample surface and thus

possess higher chances of masking the actual defects present on the surface.

. Nature of the defect being inspected such as the type of defect (round defects or

linear defects), size of defect (defect volume), etc., are also important. In general,

crack length on the sample surface is used to quantify the size of the defect.
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However, width and depth of the cracks are also essential and hence, volume of
the defect becomes prominent in LPT inspection procedures. However, if multiple
parameters of the crack such as length, width and depth are accounted, then multi-

parameter POD curves or POD vs. volume of the defect curves should be adopted.

1.4.2 Eddy Current Technique (ECT)
ECT is the one of the most frequently used NDT techniques for inspection of aero-

engine components in the aero-industry. In ECT, an alternating current is made to flow in a
coil (also called as probe) which, in turn, produces an alternating magnetic field around it.
Due to electromagnetic induction, this coil when brought close to an electrically conducting
surface of a metallic material induces an eddy current flow in the material. These eddy
currents are generally parallel to the coil winding. The presence of any defect or discontinuity
in the material disturbs the eddy current flow and in turn, generate an alternating magnetic
field (in opposite direction) (Figure 7 [17]) which may be detected either as a voltage across a
second coil or by the perturbation of the impedance of the original coil. Changes in the eddy
current field/density are recorded by means of plotting impedance planes. Variations in the
impedance maps due to the discontinuities are detected and are used to characterize the
defect. ECT technique is mainly used for detection and characterization of surface and sub-

surface defects.
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Figure 7: Schematic of eddy current testing [17]

The principal operating variables in eddy current inspection include, coil impedance,
electrical conductivity, magnetic permeability, lift-off and skin effect [18]. As the electrical

conductivity and magnetic permeability are the material properties of the part being
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inspected, brief information on coil impedance, impedance plane, lift-off and skin depth are

provided for completeness.

1.4.2.1. Coil impedance and impedance plane
In the case of direct current flowing in a coil, the resistance to the flow of electric

current is purely due to the electrical resistance (R). However, when alternating current (AC)
is flowing in a coil, the resistance to the flow of electric current is due to two aspects of the
coil i.e., electric and magnetic. The first one is the AC resistance (R) of the coil and the other
is the inductive reactance, Xr. The electrical resistance (R) is the measure of the opposition to
the flow of electric current in an electrical circuit. Inductive reactance, is the combined effect
of coil inductance and test frequency. Hence, the total resistance to the flow of alternating

current in a coil is known as impedance, Z, which comprises of both AC resistance, R, and

inductive reactance, X;. The impedance can be expressed as Z = \m , where X =
2nfL,, f is the test frequency in Hz and L, is the coil inductance in henrys. The resistance,
inductive reactance and the impedance are all expressed in ohms. Impedance is usually
plotted on an impedance-plane diagram as shown in Figure 8 [19]. From Figure &, it can be
observed that the resistance is plotted along the x-axis whereas the inductive reactance is
plotted along the y-axis. The impedance plane diagram is a very useful way of displaying

eddy current signal response data.
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plane diagram [19]

1.4.2.2. Lift-off

When an eddy current probe connected to an eddy current inspection instrument is

placed in air, few signal indications are displayed even in the absence of a conductive

12



material in the vicinity of the probe. This initial signal indication obtained from air point
changes as the coil is moved closer to a metallic conductor. Due to the strongest field of the
coil, the indicated change in the impedance plane continues to increase at a more rapid rate
until the coil is directly on the conductor. These changes in signals indications with respect to
the changes in spacing between the coil and the metallic conductor being inspected are
known as lift-off signals. In simpler words, the distance between the probe and the metallic
conductor being inspected is called as lift-off. Figure 9 shows the impedance plane of
aluminium 7075 standard defect calibration block containing lift-off signal. As the lift-off
increases the eddy current density in the material and subsequently decreases the impedance
change in the probe, it is always desirable to set lift-off as minimum as possible as shown in
Figure 9. Even though, lift-off signals are not desired during routine defect detection process,
they aid in identifying the thickness of non-conducting coatings such as paints on non-

ferromagnetic and ferromagnetic materials.

|8

|7

|8

IS

14

{

=28 Ll
i
[

12

|12

[0V

il
B TR E TR TR TR T
Figure 9: Impedance plane with lift-off and signals of surface
notches of sizes (a) 0.04 inch (b) 0.02 inch and (¢) 0.008 inch
obtained from eddy current inspection of aluminium 7075
defect calibration block.

1.4.2.3. Skin Depth
In general, eddy currents are not uniformly distributed throughout the thickness of a

sample being inspected with being denser on the surface and become progressively less dense
with increasing distance below the surface. This phenomenon is known as the skin effect and
the maximum depth these eddy currents penetrate in the material is known as skin depth. In
case of thicker samples, eddy currents are induced only up to a certain depth below the

surface. Figure 10 shows variation of eddy current density as a function of depth below the
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surface [16]. The depth at which the density of the eddy current is reduced to a level about
37% of the density at the surface is defined as the standard depth of penetration. This depth
depends on the probe frequency, electrical conductivity and magnetic permeability of the
material. Depth of penetration decreases with an increase in the conductivity, permeability,
and probe frequency as shown in Figure 11 [19]. The standard skin depth of penetration can
be estimated using Equation 1 [16].

Standard skin depth in mm, § = 50 [\/ (fL;r)] (1)

where, p = electrical resistivity, pQ-cm
f = frequency, Hz

u: = relative magnetic permeability
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Figure 10: Variation of eddy current density with
respect to depth [16]
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Figure 11: Eddy current depth of penetration with respect to
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More information about the eddy current inspection technique and its detailed
procedure can be found elsewhere [15, 16]. Some of the reliability aspects of eddy current
testing are:

1.4.2.4. Reliability aspects of ECT technique
1. Suitable reference standards have to be used for carrying out eddy current

inspection technique.

2. As the POD is a function of many parameters, selection of the right frequency
probe and the type of probe (absolute or differential) are essential for better
sensitivity of the ECT technique.

3. Especially in the case of conductivity measurements using eddy current testing,
the surface of the part for inspection has to be completely clean and even paint on

the part surface should be completely removed for reliable results.

1.4.3. Ultrasonic Testing (UT)
Ultrasonic testing and evaluation of materials is performed by using ultra-high

frequency (above 20 kHz) sound waves. Ultrasonic testing unit mainly comprises of
pulser/receiver, ultrasonic probe and a display device as shown in Figure 12 [20]. In this
technique, ultrasonic waves transmitted in to the material are reflected back to the transducer

when hit by a discontinuity. In general, any change in the propagation medium for the
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acoustic wave results in reflection and transmission of the wave at the boundary due to
impedance mismatch. The resistance offered to the propagation of an ultrasonic wave by a
material is known as the acoustic impedance. The acoustic impedance can be estimated by
multiplying the density of the material with the velocity of sound in the material. The amount
of energy reflected and transmitted depends on the acoustic impedance values of the media
through which ultrasonic waves propagate. The transmission of sound waves and the
receiving of the reflected signals are possible with the help of an electronic device called as a
probe. Ultrasonic probes are made of piezoelectric materials which convert an electrical
signal into high frequency mechanical waves and vice-versa. In addition, as ultrasonic waves
require a medium to travel, coupling medium or the contact between probe and component

plays a dominant role in testing.
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Figure 12: Schematic of Ultrasonic testing [20]

Ultrasonic techniques can be classified as contact and immersion techniques. In
contact technique, the region of interest on the specimen is scanned by placing probe directly
on the surface of the specimen with a coupling fluid in between. Immersion technique is
developed so as to minimize the transmission loss of acoustic energy. In this technique, both
the specimen and probe are immersed in the water. Ultrasonic tests can be carried out using
either normal incidence or angle probes depending upon accessibility, test requirements and
object conditions. Ultrasonic techniques are also classified depending on the location of
probes, into, pulse-echo and through-transmission techniques. Pulse-echo method uses a
single probe to transmit ultrasonic waves into the specimen at regular intervals. Coupling of

the probe to specimen surface can be achieved by contact or immersion technique. If
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transmitted wave encounters a discontinuity, some amount of energy will be returned to the
probe. Analysis of signal acquired results in understanding about the discontinuity size and its
location. Through-transmission technique includes two probes for transmitting and receiving
of the high frequency waves on either side of the testing component. Both sides of the
components should be accessible in through-transmission technique. The difference in the
energy at transmitting side to the receiving side should be analyzed to characterize the

component [15].

1.4.3.1. Wave propagation
Ultrasonic waves are mechanical or stress waves which propagate in an elastic

medium by localized vibrations. Depending on the oscillation of material, waves are
classified as longitudinal and shear waves. Longitudinal waves are the type of waves that
propagates along the movement of material. These waves can be generated in solids, fluids
and gases. Transverse or shear waves propagate perpendicular to the material movement
direction as shown in Figure 13 [21]. Unlike longitudinal waves, transverse waves can only

be propagated in solids.
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Figure 13: Vibration of particles in longitudinal and
shear waves [21]

The wavelength (1) of the wave is directly proportional to the velocity (v) of the wave
in the material and inversely proportional to the frequency (f) of the wave. These three

parameters are related as shown in Equation 2 [16].

A= )

4
f
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1.4.3.2. Attenuation of the wave
During wave propagation, the intensity of the wave reduces with the distance

travelled through a medium due to attenuation. In material, attenuation is primarily due to the
scattering and absorption of the wave. Scattering is the loss due to reflection of the wave
whereas, absorption is the conversion of sound energy into other forms of energy. A typical
reduction in wave amplitude due to attenuation while propagating through a medium is as
shown in Figure 14 [21]. As shown in Figure 14, the amplitude of successive back wall
reflections reduces compared to the first backwall reflection. More information about the

ultrasonic inspection technique and its detailed procedure can be found elsewhere [15,16].

Figure 14: The drop in signal amplitude with multiple
backwalls due to attenuation in the material [21]

1.4.3.3. Reliability aspects of ultrasonic inspection technique
1. Improper coupling medium on the sample surface results in the loss of sound energy

transmission and could sometimes mislead the reliability estimation studies.

2. Care has to be taken while performing ultrasonic inspection of rough surfaces. In
addition, if the parts that are being inspected are irregular in shape, ultrasonic
inspection technique has a huge limitation in performing the task.

3. It is also important to select the suitable probe type for ultrasonic inspection of
defects. For example, selection of angular probes in the cases where linear defect

exists parallel to the incoming sound beam.

Considering various factors which affect the NDT signal, estimating the reliability of the
NDT technique is of paramount importance. Brief introduction to the concepts of POD which

quantify the reliability of NDT technique are given below.
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1.5 Probability of detection (POD)- indicator of reliability of NDT techniques

Conventionally, non-destructive testing (NDT) occupies a pioneering role in the field
of defect detection in materials and structures used in aviation, automobile and nuclear
industries. Of all these industries, defect detection in aviation and nuclear industries occupies
a more prominent role due to the high human and capital risk involved. In aero-engine
structures, knowing the "largest anomaly missed" by an NDT procedure is essential than the
“smallest anomaly ever detected'. This requirement has led National Aeronautics and Space
Administration (NASA) in 1969 to initiate a program for identifying the largest anomaly
missed for the materials and NDT procedures that were to be used in the design and
production of the space shuttle system. The result of this work was the generation of a large
volume of experimental data along with the initial concept, use, and presentation in the form
of a probability of detection (POD) plot. Figure 15 shows the idealized and realistic POD
curves drawn with respect to the flaw size, ‘a’ [22]. It is generally believed that a flaw size >
anpe 1s expected to have 100% probability of detection and a flaw size below axpg, 0% POD.
However, each and every flaw size has its own probability of detection. Subsequently, the
POD method of analysis has been refined and improved upon and is now considered to be a
"standard" method for quantitative NDT process capabilities assessment. Its use has been
expanded to include, (1) NDT procedure validation; (2) NDT personnel proficiency
demonstration and qualification; (3) comparative analysis of NDT processing materials,

equipment and procedures; and (4) automated NDT systems qualification.
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Figure 15: Realistic vs Idealized POD curve for any technique [22]
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According to Berens, the POD(a) is defined as “the proportion of all cracks of size ‘a’
that will be detected in a particular application of an NDE system”. This definition is later
redefined in MIL-HDBK 1823 (2009) as “The fraction of targets of nominal size, ‘a’,
expected to be found given their existence”. This is normally expressed as a ratio of a
probability of detecting a discontinuity with a confidence level of 90/95, 90/90, 90/75 or
90/50, depending on the requirements of the application. The first number in the series
denotes the probability (given as a percentage) that the anomaly will be detected. The second
number denotes the confidence level for detecting the anomaly. This information is usually
represented as a graph. The probability of detection is plotted as a function of anomaly size
for a fixed confidence level (more commonly 95% lower confidence bound). Figure 16 shows
a POD curve with 90/95 lower bound along with flaw size at 50% and 90% probability levels
[23].

Traditional POD

POD

— POD
== 95% LB
""" a50,a90,a90/95

I T : |. - I I I
0 50 100 150 200 250

Flaw size
Figure 16: Typical POD curve indicating asg, agyp and ago/9s [23]

Estimation of POD of any NDT technique can be obtained by both experimental and
model assisted methods as per MIL-HDBK 1823 A (2009) standard [24]. MIL-HDBK 1823A
(2009) describes the procedure to be adopted along with the sample shape, size and defect
classification to be considered for generating POD curves. POD data generation is usually
carried out either using “HIT (defect detected)/MISS (defect undetected)” approach for

qualitative NDT outcome or “4 (NDT signal response for a defect) vs. a (defect size)”
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approach for quantitative NDT outcome. Qualitative techniques deal with only defect
identification. However, quantitative techniques deal with identification and sizing of cracks.
Therefore, out of the available NDT techniques, visual testing, fluorescent dye penetrant
inspection and visible dye penetrant inspection fall into the qualitative techniques whereas,
ultrasonic testing, eddy current testing and magnetic particle inspection fall under the
quantitative techniques of NDT.

Hit/Miss POD approach is applied for the qualitative NDT techniques and the NDT
outcome is indicated as “H” for hit for a defect detected and “M” means miss for a defect not
detected. In the case of quantitative NDT techniques, 4 vs. a methodology is used. In this
methodology, signal response from a discontinuity which is directly related to the flaw size is
denoted as “4” and the discontinuity size is denoted as “a”. NDT signal response “4” is
measured in different ways depending on the NDT method and instrument being used. The
quantity “a” is the signal feature of interest, such as signal amplitude (e.g., ultrasonic), phase-
angle (e.g., eddy current), or the number of events (e.g., acoustic emission). For example, in
the case of liquid penetrant and fluorescent penetrant inspection, POD data is usually
generated as HIT/MISS as no quantitative defect size can be determined. Similarly, for
ultrasonic testing, eddy current inspection, etc., size of the defect can be quantified and
hence, the POD approach usually adopted is a vs. a.

As per MIL-HDBK 1823A (2009), a minimum of 60 and 40 flawed sites have to be
considered for POD data generation using HIT/MISS method and a vs. a, respectively. In
addition, the ratio of flawed: unflawed locations (inspection sites where there is probability
for detecting cracks) for POD data generation should be at least 1:3. For example, in the case
of a aero-engine disk, assuming that there will be one defect per bolt hole, a minimum of 40
bolt holes with cracks and 120 bolt hole locations without cracks have to be considered for
POD curve generation using “a vs. a” approach. Assuming that there are 8 bolt holes per disc
and only one crack per bolt hole, a minimum of 20 disks will be required to meet the
requirement of inspecting 160 bolt holes. If 40 cracks could not be found in 20 disks, higher
number of disks will be required. It also suggested that the flaw sizes should be uniformly
distributed on a log scale covering the expected range of increase of the POD function. These
entire requirements pose several challenges for carrying out experimental studies and hence,

model assisted POD (MAPOD) have been developed.
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1.5.1. Model-assisted POD
Model-assisted probability of detection (MAPOD) research addresses the

development of stochastic methods with NDE models to mitigate the high cost and further
enhance the quality of NDE technique validation studies. It helps in determining the relation
between detectability and physical characteristics of the target. Figure 17 shows the flowchart
of MAPOD as described in MIL HDBK-1823(2009) [24]. In the current study, procedure for
establishing POD curves for quantitative NDE techniques is established for ultrasonic testing
using model assisted methods. Hence, MAPOD is discussed in the context of ultrasonic
inspection procedure.

In cases where defective components are available, POD can directly be computed by
means of statistical analysis of the NDT data obtained. However, in the case of MAPOD,
controlling factors are to be defined and separated into experimentally measured and
theoretically predicted factors (Figure 17). Amongst the controlling factors, factors such as
multiple inspectors, sensor changes, loading and unloading of specimens, calibration
repetition, inspection repetition, surface roughness, grain noise etc., can be classified under
experimentally assessed whereas, sample size, geometry, etc. can be classified under
theoretically assessed.

Further, finding controlling factors by experimental assessment requires carefully
designed experiments with required test specimens. In addition, all these factors are mainly
dependent on human and environmental factors and hence, it is important to estimate these
factors. However, human and environmental factors are usually estimated using either human
reliability data, in-service inspection data, or Monte Carlo simulation models. Moreover,
simulation methods for estimating human and environmental factors are particularly useful
for image-based NDE methods (for example X-Ray- radiography testing) [25]. As the
MAPOD work in this study proposed to be carried out on ultrasonic inspection (signal based)
does not come under image-based NDE methods, it is not possible to include the human
factors in to the MAPOD curve using simulation based methods. In order to consider the in-
service inspection data or using human reliability models, a round robin study is basically
envisaged. The current work only describes the framework involved in estimating effect of
theoretically assessed controlling factors. Theoretical assessment of controlling factors
requires developing representative physics based model, identifying input parameters to the
model and validating the model. In the case of ultrasonic testing, this will also involve

incorporating the effect of signal and grain noise parameters.
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Figure 17: Flow chart of model assisted POD [24]

In addition, in the case of experimental POD, crack size ranges for each and every
material proposed to be studied with the crack type should be available for generation of
POD curve. However, in the case of MAPOD, these features can be incorporated in to the
model and a modified MAPOD curve can be arrived at. Compared to conventional POD
studies, MAPOD procedures have the potential to evaluate the reliability of an NDT
technique at a lower cost [24]. However, before MAPOD curve reaches a possibility of
replacing experimentally generated POD curve along with its validity for various materials,
validation of the MAPOD curve has to be performed by using experimental POD curve (at
least for one material) [26, 27]. This poses challenges as experimental creation of flat bottom
holes or notches, in the case of ultrasonic inspection as accurate as model generated notches
is difficult. Also, as mentioned above, generation of MAPOD curve is dependent on
partitioned controlling factors which are experimentally and theoretically assessed.
Therefore, considering the challenges involved in estimating experimentally assessed factors

effect on POD curve, the current study, only discusses the MAPOD curve by incorporating
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theoretically assessed factors. Carrying out MAPOD studies are only possible by means of

modeling and simulation and hence are discussed below.

1.5.1.1 Modeling and Simulation
Efficiency of NDT system response can be effectively improved with the help of

modeling and simulation. In NDT domain, modeling is broadly defined as identifying the
optimal measurement parameters such as probe frequency, probe diameter and location so as
to effectively detect the defects in the component. In addition, simulation is broadly defined
as estimating the predictive NDT response for a given classification of defects in a
component. Even though modeling and simulation differ in definition; both are performed
using numerical tools either commercially available or custom developed for a specific
application.

Either in modeling or simulation, a NDT system model basically comprises of a
source, a sample, and a receiver. The source component usually defines the incident field in
the sample through representation of the input signal, source hardware, electrical connection,
source transducer and the transducer interface condition with the sample. Given the incident
field, the output characteristics can be estimated with the help of material properties, sample
geometry and discontinuity (often cracks or corrosion) characteristics. Depending on the
measurement technique, significant material properties can include elastic properties,
electrical conductivity, magnetic permeability, dielectric permittivity, thermal conductivity
and density. Discontinuity characteristics include, type (cracks, voids, porosity, corrosion
etc.), geometry, and condition (such as the interface condition between crack faces).

The model is typically developed in order to provide the most accurate representation
of a measurement technique [28]. Models can produce significant benefits at several stages of
the NDT technique development process. Firstly, models can be used to aid in the
interpretation of raw measurement data. With this understanding, modelling can be beneficial
in selecting the appropriate features of the measurement for evaluation and classification.
Probe design and optimization, and/or ultrasonic transducer characteristics or eddy current
coil parameters, can greatly benefit from parametric studies using accurate measurement
models. For the development of automated inspection techniques, models can augment the
training data set, thus reducing sample costs. Moreover, censoring and noise analysis occupy
an important role in & vs. a type NDT data. General introduction to censoring and noise

analysis are given below.
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1.5.1.2 Censoring of data
An observation is considered as censored if the possible range of the value is only

known rather than its exact value. Signal response data is usually censored as left censoring
and right censoring. For example, the observed data cannot be greater than 100 % of screen
height as well as cannot be lower than the noise level. For very small cracks, the response
signal is usually mixed up in the noise signal and hence the data is left-censored, whereas for
very large cracks, the response signal is saturated at 100 % of the screen height and thus it is
right-censored. In either of the cases, & vs. a is no longer linear and hence, is an indication of

the noise and saturation of the signals.

1.5.1.3 Noise
Noise is defined as signal responses that contain no useful target characterization

information [29]. Any experiment is prone to noise and hence should be considered in any
POD analysis. In general, the non-linearity of the a vs. a in the presence of noise is usually
observed for very small crack sizes. Noise is a combination of both electronic noise and
material noise (grain noise in the case of ultrasonics). Since noise is a signal with no
information about the target, it is easy to collect noise data by performing the inspection in a
structurally similar, unflawed region of test piece. A rule of thumb is to collect at least three
times noise information as target information. In some inspections the background noise is
low and thus more difficult to quantify. Having a great deal of noise data mitigates this
problem. Since it is difficult (or impossible) to duplicate the initial test environment after

completion of experiment, noise must be collected concurrently with the target response data.

1.6 Reasons for NDE variability and the requirement for POD

Generally, it is assumed that a properly trained operator working with a calibrated
instrument would eventually detect all defects present in any system. It is also assumed that
any error in reliability would only occur due to type of crack or its location. However, a
recent work by Sandia National Laboratories, USA, [30] demonstrated the effect of
variability in operator, equipment and technique on defect detectability as shown in Figures
18-20. From Figures 18-20, the variability in defect response with each of the factors, i.e,
equipment, technique and operator can be understood. Even though this effort was carried
out on composite laminates with various defects, similar results are also anticipated in the
case of metals. Hence, it is imperative for any organization to estimate the reliability of the
equipment present within along with operator’s reliability. To summarize, the common

causes of variability in NDT response are:
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1. Flaws of same size- Possibility of variation in signal level

2. NDE output —Different over wide range of flaw sizes
3. Human Operator effect
4. NDE Procedures vary
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Figure 20: Operator- operator variability in POD

Even though Western countries were successful enough to generate POD curves for
damage tolerance assessment from the early 1970’s, no such effort was in place in India even
till 2013. Considering the extreme importance of this procedure on life revision studies, an
indigenous effort for understanding the various POD approaches currently being followed
and generate POD curves for the different systems, equipment’s and aero-engine materials
was initiated at Defence Metallurgical Research Lab (DMRL), a premier metallurgical lab
under Defence Research and Development Organization (DRDO) in 2013. This thesis work
discusses the efforts undertaken for achieving the generation of representative service fatigue
cracks for use in NDT reliability studies.

Figure 21 shows the typical workflow in POD activity. As shown in Figure 21, POD
curves can be broadly generated using either experimental or modeling based approaches. In
either of the approaches, statistical analysis of the NDT response data does not differ and
does only depend upon whether the response is binomial in nature (qualitative NDT
techniques) or signal response (quantitative NDT techniques). Detailed description about the
experimental protocols to be incorporated for generating experimental defect response will be
discussed in Chapter 3. Modeling assisted studies to simulate NDT defect response will be
discussed in Chapter 4. Chapter 5 deals with the results on NDT response data generated,
different statistical approaches to be followed for varying NDT response classification along

with the impact of POD on life revision calculations under DT methodology.
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1.7 Objectives of the thesis work

1. To carry out experimental POD studies using laboratory induced natural fatigue
cracks with morphological features mimicking service induced aero-engine cracks.

2. To study the effect of oxidized fatigue cracks on NDT signal response data and in turn
on the POD curves.

3. To develop and validate physics based numerical models for ultrasonic inspection of
defects and address various issues involved in the statistical procedures of model
based POD approaches.

4. To calculate the remnant fatigue life and safe NDT inspection intervals of aero-engine
components by estimating the reliability of the currently practiced NDT techniques in

the aero-industry.

1.8 Organization of thesis

As the current thesis work is based on estimating the reliability of the NDT techniques
currently practiced in the aero-industry, Chapter 1 briefly provides the introduction to certain
topics relevant for understanding the current work. Further, Chapter 2 provides the complete

literature review on both experimental and model assisted POD activities carried out
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worldwide. Furthermore, Chapter 3 provides the complete experimental details on POD
studies carried in the current work. Chapter 4 provides the detailed procedure followed in
developing and validating physics based numerical models for use in model based POD
studies. Moreover, Chapter 5 provides the results and discussions from the current study in
three parts. Part 1 discusses the complete results obtained from the generation of NDT signal
response data using experimental POD studies (both at room temperature and high
temperature conditions) and from model based POD studies. Part 2 discusses the results of
statistical analysis of NDT signal response data i.e., hit/miss and a vs. a POD data obtained
from experimental and model based POD studies, respectively. Part 3 discusses the results
obtained from remnant life calculations performed using Deterministic Fracture Mechanics
(DFM) approaches under Damage Tolerance (DT) lifing methodology using the POD data
obtained from Part 2. Moreover, Chapter 6 and chapter 7 provide the conclusions made from
the current work and the scope of future studies on POD activities, respectively.
Chapter 3, Chapter 4 and Chapter 5 are mainly based on the journal papers published from
the current work. The published papers are
1. Vamsi Krishna Rentala, Phani Mylavarapu, Jai Prakash Gautam, “Issues in
Estimating Probability of Detection of NDT Techniques — A Model Assisted
Approach”, (Elsevier) Ultrasonics 87 (2018) 59-70.
https://doi.org/10.1016/j.ultras.2018.02.012
2. Vamsi Krishna Rentala, Phani Mylavarapu, Jai Prakash Gautam, Vikas
Kumar, “Generation of POD Curves in the Absence of Service Induced
Cracked Components- An Experimental Approach ”, Insight-Nondestructive
testing and condition monitoring, Vol 61, No 1, January 2019, pp. 28-34(7).
https://doi.org/10.1784/ins1.2019.61.1.28
3. Vamsi Krishna Rentala, Phani Mylavarapu, J.P.Gautam,
Gp.Capt.B.V.N.Shiva, K.Gopinath, Vikas Kumar, “Physical Manifestation of
a90/95 in Remnant Life Revision Studies of Aero-engine Components”,
Procedia Structural Intergrity (Elsevier), Volume 14, 2019, Pages 597-604.
https://doi.org/10.1016/j.prostr.2019.05.073
4. Vamsi Krishna Rentala, Phani Mylavarapu, Atul Kumar, Jai Prakash Gautam,
Gopinath Kakkropath, T. Jaya Kumar, “POD of NDT Techniques Using High
Temperature Oxidized Fatigue Cracks in an Aero Engine Alloy”. (to be
submitted).
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2. LITERATURE REVIEW

Successful implementation of the advanced lifing methodology such as a damage
tolerance design depends on the estimation of the reliably detectable crack size by an NDT
technique. In order to estimate the reliable crack size detected by the NDT technique,
statistical procedures also called as probability of detection (POD) studies has to be carried
out. General introduction to POD i.e., minimum number of defects required, flawed:unflawed
ratio, different approaches such as HIT/MISS and a vs. a, etc., is already discussed in Chapter
1. Hence, the current chapter reviews various work carried out on POD activities worldwide.
Considering the extensive literature available in the field of POD, an attempt is made to
segregate studies on POD in to experimental and model based POD approaches. This chapter
mainly focuses on the conventional experimental POD approaches adopted using service
expired components and model based POD approaches. Under the experimental POD
approaches, various alternative approaches for generating cracked samples in the absence of
service expired components are also discussed whereas model based POD approaches
adopted were discussed along with some advances in the field of POD such as multi-
parameter and transfer function POD approaches. In addition, challenges associated in

carrying out statistical analysis of NDT outcome data in POD studies were also discussed.

2.1 Experimental POD studies

The first attempt in estimating the reliability of the NDT techniques was made by
Packman et.al., [1] in the year 1968 as part of an Air Force Materials Laboratory project. In
order to assess the applicability of a fracture mechanics and nondestructive testing design
criterion (damage tolerance design criterion), efforts were made to identify reliably detectable
crack size by NDT techniques. Four different NDT techniques such as penetrant inspection,
radiography, ultrasonic and magnetic particle inspections were used for inspection of fatigue
cracks in 7075 Aluminium cylinders and 4330V modified steel cylinders. All the crack sizes
present in these cylinders were grouped in to crack size ranges i.e., (0.001-0.050, 0.051-
0.100, 0.101-0.150, 0.151-0.200, etc., inches). After completion of NDT inspections,
probabilities were estimated as the ratio of the number of cracks detected to the total number
of cracks present in the particular range of sizes. Further, probabilities for each range of crack
sizes were plotted against the actual crack sizes resulting in the NDT reliability curves.
Earlier works on NDT reliability studies considered the probabilities according to the range

of crack sizes indicated in terms of reliability index. Reliability index is similar to probability
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and ranges from O to 1. Figure 22 shows the reliability index vs. actual crack length of dye
penetrant inspection of fatigue cracks in aluminium cylinders. From the available literature
on POD, it can be confirmed that this was the first POD curve ever plotted. From Figure 22,
it can be observed that the maximum reliability obtained by the technique was only 85% for
the range between 0.25-0.30 inches of crack sizes. However, it can also be noted that the
probability for crack sizes between 0.30-0.40 inches falls below 85% and further increases
for the remaining crack sizes. This procedure of plotting POD curves is called as the
empirical POD method. However, this way of estimating the probabilities does not account
for various critical parameters as mentioned in MIL-HDBK such as the requirement of
minimum number of defects, flawed : unflawed ratio, etc.

1.0

0.9 +

0.8 -

0.7 -

0.6 -

0.5

RELIABILITY INDEX

0.4 -

0.3 -

0.2

0.1

r-_l 1 |

0 1 1 1
0 0.05 0.10 0.15 0,20 0.25 0.30 O,

| |
35 0.40 0.45 0.50

ACTUAL CRACK LENGTH, 2c, INCH
Figure 22: Reliability index of dye penetrant inspection of
fatigue cracks in Aluminium cylinders [1]

Further reliability studies were carried out by using different statistical procedures so
as to account for majority of the parameters in a systematic way. The reliability index curve
shown in Figure 22 was further fitted with a suitable cumulative distribution function
resulting in the POD vs. flaw size curves. Subsequently, POD curves for NDT techniques
were plotted considering variety of specimen configurations and flaw types for several
projects at U.S Air Force and NASA [2-5]. In majority of the reliability studies, service
expired components containing several discontinuities or fatigue cracks are used. Further, the

data on number of cracks detected by the NDT techniques is obtained and was cross verified

34



with actual number of defects identified by characterizing destructive sections of the
component under microscope. Several researchers [6-8] have carried out the NDT reliability
procedures on various service expired components obtained from aero-industry, railways,
nuclear industries, etc. A typical POD curve obtained for dye penetrant inspection of fatigue
cracks in service expired compressor disc is shown in Figure 23. From Figure 23, it can be
observed that the agg9s value obtained for dye penetrant inspection was approximately 3 mm.
This POD curve was plotted for dye penetrant HIT/MISS data by following the standard log-
logistic distribution function. Considering the laborious nature of sample preparation with
numerous cracks for POD assessments, Advisory Group for Aecrospace Research and
Development (AGARD) has initiated a round robin NDI demonstration program amongst the
“The North Atlantic Treaty Organization (NATO)” countries. In round robin inspection
procedures, the samples/service expired components used for POD studies were subjected to
NDT inspections across various industries/laboratories [9]. This program basically accounted
for variability “between equipment to equipment” and “between instrumental settings” even
for the same NDT technique. In addition, an attempt to account for different environmental

aspects, operator errors’human factors, etc. was also considered in the AGARD program.
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Figure 23: POD curve plotted for dye penetrant inspection of fatigue
cracks in a service expired aero-engine compressor disc [6]

In addition, capabilities of the NDT techniques can also be estimated by processing
the NDT field inspection data [10, 11]. Across various industries, inspections are usually
carried out at various stages such as at the manufacturing stage, in-service operated
conditions, periodic inspection intervals, etc. During these various stages, NDT data
generated can be properly segregated according to the type of component, material, geometry
and size of the defect as well as the NDT technique used for inspection. This segregated data

can further be processed using relevant statistical procedures for plotting POD curves.
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However, proper care has to be adopted during the segregation and processing stage as
mixing of the data may lead to erroneous results.

Broadly, it can be understood that the POD generation procedures using experimental
procedures can be carried out using service expired components and analyzing NDT field
inspection data. However, these procedures are subjected to various challenges such as
availability of service expired components and time constraints when round robin inspections
are planned. Moreover, usage of NDT field inspection needs careful attention while
collecting and processing the data.

Alternatively, under the absence of safe life expired components, POD studies are
also being carried out using various sample generation methodologies. Several studies were
performed by generation of POD samples with Electric Discharge Machining (EDM) notches
representing fatigue cracks. EDM notches are created in samples with varying dimensions
and are being inspected using various NDT techniques for carrying out POD studies [12-14].
However, due to the constant width of the EDM wire diameter (0.2 mm - 0.3 mm), notches
made using EDM cannot exactly replicate the tight fatigue cracks induced during service. It is
well known that the POD studies are not only dependent on crack length but also on other
crack dimensions such as width and depth. In addition, unlike EDM cuts, real fatigue cracks
are not perfectly straight. Short fatigue cracks are in general more tight and tortuous in
nature. Eventually, the variation in crack morphology between EDM notches and in-service
fatigue cracks will affect NDT response [15, 16] and hence, EDM notches should be avoided.
Moreover, if the POD studies are being carried out for a specific type of crack generating
from specific locations in a component (for example: bolt hole cracks in a turbine disc), the
randomized nature of crack initiation is lost and hence, these EDM cuts cannot be a suitable
option. Instead of directly considering EDM notches as cracks, researchers also used EDM
notches (as suggested in MIL-HDBK-1823A [17]) as starter defects to guide crack generation
under fatigue loading conditions. Nevertheless, the randomized location of the crack in an
aero-engine disc is compromised with the help of a small EDM starter notch. This would also
compromise the quality of POD data obtained using these cracks emanating from EDM
notches. Figure 24 shows the signal response vs. flaw size of eddy current inspection of same
sizes of EDM notches and fatigue cracks in complex engine components. From Figure 24, it
can be observed that the eddy current response is higher for EDM notches compared to
fatigue cracks. Hence, it can be understood that POD curves plotted using EDM notches and

fatigue cracks are not similar.
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Recently, alternative mechanisms of defect production techniques on real and unused
components are also being explored with the help of advanced fatigue testing facilities such
as controlled thermal fatigue damage mechanism, rotating bending fatigue testing and
hemispherical dimple based cyclic fatigue [18-20]. Several researchers have used these
mechanisms in creating real fatigue cracks in the actual components. However, the
implementation of this alternative mechanism in carrying out POD studies depends on the

availability of specialized experimental facilities for crack generation.

A-hat vs. A for EDM notches and fatigue cracks in flat plates
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Figure 24: Eddy current response for EDM notches and Fatigue
cracks in complex engine components [15]

2.2 Modeling based POD studies

Even though, the procedure adopted by researchers used service expired components
in estimating POD, severe requirements of time as well as components with existing cracks
limit its application across industries. Moreover, a laborious, time consuming and cost
intensive approach of generating individual POD curves for all the materials and the crack
types is extremely essential for implementing DT methodology. This has led several
researchers [21-36] to explore the feasibility of using model assisted POD. Thompson [27]
has reviewed the early usage of physics based models for the estimation of POD to
implement the damage tolerant design. Li et al. [28] have described a set of physical model-
assisted analyses for studying the POD of two different ultrasonic inspection methods in
detecting synthetic hard alpha inclusion and flat bottom hole defects in a titanium disk. Amin
et al. [29] and Thompson et al. [37] have developed MAPOD models for ultrasonic
inspection considering focused probes and internal defects, respectively. Several researchers

have also used in-built modules of various NDT techniques such as ultrasonic, radiography
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and eddy current inspection techniques in CIVA software for carrying out simulation based
POD studies [33, 38-48]. Carvalho et al. [34] used Monte Carlo simulation technique to
develop POD curves for ultrasonic testing. In addition, a model developed by Ogilvy et al.
[49] for the scattering of ultrasound by well-oriented planar defects is combined with noise
theory to produce a calculated capability of detection. Moreover, the POD curves obtained
from the physics based models were also found to be in good agreement with the
experimentally generated POD curves [50-53]. Figure 25 shows the comparison of POD
curves plotted using both experimental and model based approaches. From Figure 25, it can
be observed that the model based POD curve (MAPOD) exactly matches with the
experimental POD curve. Hence, MAPOD studies are capable of replacing the conventional

way of conducting experimental POD studies.
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Figure 25: Comparison of MAPOD curve with experimental POD curve
[51]

2.3 Multi-parameter POD studies

Conventionally, POD curves of the NDT techniques are produced only as a function
of one defect parameter such as crack length. However, for many of the quantitative NDT
techniques the defect response is often a function of multiple defect parameters. For example,
in the case of ultrasonic inspection of fatigue cracks, the crack orientation plays a vital role in
estimating the POD of the technique. If the crack orientation is parallel to the incoming sound
beam, the amplitude of the reflections of the waves is smaller when compared to the
perpendicular orientation of the crack. Accordingly, the resulting POD of the technique could
be higher or lower. In addition, for the cases where defect length alone does not correspond to

the defect severity, the POD of the NDT technique cannot be determined only as a function
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of defect length. Hence, estimating the POD as a function of defect length alone is not a
reliable estimate in cases where other defect parameters such as width, depth, orientation etc.,
have large influence on the POD. If the POD was estimated as a function of crack length
alone even under the influence of various defect parameters, there might be a risk in
accepting a component with a critical defect or rejecting a component with a defect which is
not critical for the application. Figure 26 shows the different categories of influential
parameters. Examples of typical input parameters include, component based such as internal
structure, temperature in case of ECT and defect based such as dimensions, orientations, etc.
Examples of parameters from ECT inspection procedures include, type of probe used,
frequency, scan speed, recording criterion, data analysis methods, etc. whereas, equipment
parameters (ex. ECT) include, transmitter, receiver, analog to digital converters, scan devices,
etc. However, in practical scenarios, while carrying out POD studies all these parameters
cannot be accounted and hence majority of the researchers [54-64] had worked only on defect
parameters based multi-parameter approaches. Pavlovic et al., [55] have incorporated multi-
parameter POD approaches in accessing the capability of ultrasonic phased array inspection
of canister components which are used for nuclear waste disposals. They conducted their
studies with the help of flat bottom holes (FBH) manufactured of varying sizes, depths and
orientations. They were successful in showing the effect of FBH size, depth and orientation
on multi-parameter based volumetric POD curves. Pavlovic et al., [56] have studied the effect
of depth and length of surface broken semi-elliptical crack similar to flaws in cast iron
components on the POD analysis of ultrasonic inspection technique using both experimental
and model based signal response approaches. In another study, Kanzler et al., [57] have
estimated multi-parameter POD curve of low-frequency eddy current inspection of canister
components with the help of artificial defects. Instead of using numerical approaches to study
signal response analysis, analytical approaches for studying non-linear signal response
analysis especially encountered with low-frequency eddy current testing were established.
Few researchers [58, 62] have even developed novel methods using artificial defects
inspected by eddy current inspection procedures to study multi-parameter based POD
approaches. In multi-parameter based POD approaches, POD curves are plotted as a function
of defect area or defect volume usually called as area POD curve or volume POD curve,
respectively. Figure 27 shows the POD curves plotted using multi-parameter approaches [65].
From Figure 27, it can be observed that the POD curves vary with changes in any one of the
flaw dimensions and cannot match with the single parameter POD approaches. Even though

the importance of multiple influencing parameters on POD curves have been identified, all of
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the literature studies on multi-parameter POD approaches available till today are only carried
out using standard defects or artificial defects such as flat bottom holes, EDM notches, semi-
elliptical notches, etc. Performing multi-parameter based POD studies for real cracks are

extremely essential in ensuring the structural integrity of the components.
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Figure 26: Different categories of influential parameters [65].
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2.4 POD studies using transfer function approaches

As discussed earlier, POD is broadly a function of three main parameters, namely, the
material used, geometry of the component and the type of defect. Hence, POD studies are to
be carried out for each and every material, component and the type of defect and which
makes POD procedures laborious, time consuming and cost intensive in nature. Smith [66]
discussed the potential of carrying out transfer function based POD approaches with MAPOD
working group in 2005. He proposed an idea of estimating the POD of cracks in a desired
geometry by identifying the relationship between artificial flaws and cracks in a flat plate
inspected using experimental techniques. Further, identifying the response of artificial flaws
in the geometry of interest, POD of cracks in the desired geometry can be generated. Figure
28 shows the POD estimation of cracks in a desired geometry using notches and cracks
response from a flat plate. This idea of transfer function based POD approach was purely
experimental. Further, Thompson [67] developed a unified approach integrating both
experimental and simulation strategies in performing transfer function based POD
approaches. Subsequently, very few researchers [68-70] have carried out POD studies using
transfer function approaches by combining both experimental and modeling signal responses.
Using transfer function approaches, POD curves can be transferred from one material to other
material and from one defect geometry to other geometry. Recently, Subhair et al., [71] have
proposed a signal noise based transfer function approach for transferring POD curves among
materials with different signal to noise ratio (SNR) values. This approach is capable of

producing transferred POD curves with the help of limited experimental data.
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2.5 Importance of probability distributions and statistics in POD studies

Reliability studies of NDT techniques involves in inspections of samples containing
numerous defects at random locations and statistical analysis of the NDT response data. It is
well known that depending on the type of the NDT technique i.e., either qualitative or
quantitative, the outcome of the NDT is either HIT/MISS or ‘a4 vs. a’. However, this NDT
outcome data has to be processed with the correct statistical procedures in order to avoid
erroneous results. Prior to that, the distribution of defect sizes is extremely important in
further processing of the NDT inspection data. In the studies mentioned above, statistical
analysis of the cracks obtained as well as generation of POD curves has been performed
either from an experiment or modeling data with a fixed statistical distribution. Even though,
MIL-HDBK 1823A suggest that the logarithm of assumed crack sizes should be uniformly
distributed, Safizadeh et al. [72] have commented that a Rayleigh statistical distribution of
log of flaw sizes is required to generate a POD curve with maximum number of cracks in
transition zone. Also, unlike in the case of experimental POD curve generation, distribution
of crack sizes has to be assumed for MAPOD and is usually dependent on the distribution of
service induced fatigue cracks. In general, fatigue cracks originating from in-service aero-
engine turbine discs follow log-normal distribution [73-80]. Hence, in the current study,
statistical procedures were only developed considering log-normal distribution. Figure 29

shows the lognormal distribution of fatigue cracks.
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Figure 29: Fatigue cracks following lognormal distribution [77]

Moreover, identification of the noise/decision thresholds and signal saturation levels
plays a vital role in NDT inspection procedures. However, these thresholds have to be
effectively incorporated in the statistical analysis of the NDT outcome data. This is in general
carried out by censoring the data according to the decision thresholds and signal saturation

levels identified. Further, the censored data and the uncensored data are to be properly
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processed using various regression analysis methods described in the literature. The two most
common regression methods are identified as the ordinary least square method (OLS) and the
maximum likelihood estimators (MLE) method. Usage of ordinary least squares (OLS)
regression for censored data would result in a much skewed result as shown in Figure 30
[81]. Annis et al., [81] have commented about the appropriateness of the POD curve using
regression parameters estimated by OLS method. In their study, they have concluded that the
OLS method applied on censored data changes the shape of POD curve. However, as POD
curve is dependent on the censored data, Maximum likelihood estimation (MLE) method has
been recommended. MLE considers the censored data by estimating the likelihoods unlike
throwing away the censored data as in the case of OLS method. Using MLE, Annis et al.,
[81] observed that the POD curve shape stayed the same by considering the estimates of the

censored data.
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Figure 30: Censored data regression with (a) OLS (b) MLE [81]

Further, the parameters obtained from the regression analysis are to be used in
generating POD data according to the parent distribution of defects sizes which are inspected
by the NDT techniques. Moreover, MIL-HDBK 1823 explains that the regression between ‘a’
vs. ‘a’ has to be performed for the best possible combination of linear fit. In the studies
discussed above, POD curves were plotted either by using commercial software’s such as
CIVA or using the statistical tool available with MILHDBK 1823. This has resulted in some
ambiguity about the statistical procedures and challenges involved. To the best of the author’s
knowledge, some of the major issues which are still not clear for a new user of POD curves

include, selection of defects distribution, challenges involved in censoring and regression,
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estimation of distribution parameters [82], etc. In addition, another point of concern in
plotting POD curves is to decide whether to opt for regression equation between natural
logarithms of 4 and a [83] or between logarithm to the base 10 of & and a [25, 84]. Figure 31
shows the examples of regression plots performed using both natural logarithms and
logarithms to the base 10 in carrying out POD statistical analysis. Therefore, it is important to

address all these issues involved in the statistical study of POD.
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From all the studies discussed above, it can be understood that POD studies can be
carried out either by using experimental or modeling approaches. Under experimental POD

studies, service expired component or NDT field inspection data are used for estimating the
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reliability of NDT techniques. However, in the absence of service expired components,
researchers have used various EDM induced notches, starter defects for guiding crack
initiations and even advanced defect production technologies. These methods are helpful to
some extent and possess certain drawbacks. Moreover, inspecting samples with induced
cracks does not include the effects of service conditions such as oxidized fatigue cracks, NDT
signal response variations due to oxides and oxide scale presenting on the actual service
expired components. It is well known from various literature studies that the NDT signal
responses not only depends only on the crack parameters but also on the microstructural
variations such as oxide induced effects. For example, the NDT signal response amplitude
from a crack of size 2 mm in a virgin sample will be different compared to similar crack in a
service expired component. Hence, it can be understood that if the NDT signal response
varies with respect to the microstructural variations, the corresponding POD obtained for the
techniques also varies. These variations in the reliably detectable crack sizes by NDT
techniques can strongly effect the damage tolerance based lifing calculations and the
corresponding safe inspection intervals. However, several studies carried out in the literature
are on laboratory grown fatigue cracks in room temperature conditions and thus does not
include these factors. Moreover, it is also known that if the POD studies are planned for a
specific component and from a specific location, cracks grown using EDM notches does not
take in to account the actual stress concentration present near the critical location in a
component. Moreover, all the studies available on generating cracks representing in-service
degradation were on steels. In addition, multiple cracks at the same location which is a
commonly observed phenomenon in fatigue cracks are not considered. Therefore in the
current study, efforts were made to generate natural fatigue cracks in high strength nickel
based superalloys with possibility of multiple cracks from a single location along with crack
branching phenomenon. Also, condition of true geometric stress concentration factor present
near bolt hole in a turbine disc is maintained during the study. These cracks are generated
under both room temperature and high temperature fatigue testing conditions. Further, more
details about the experimental POD procedures and the development of model based POD
procedures by addressing the above mentioned issues are given in chapter 3 and chapter 4,
respectively. Finally the results obtained from both the experimental and model based POD
studies along with the damage tolerance based lifing calculations were discussed in detail in

chapter 5.
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3. EXPERIMENTAL POD PROCEDURE

As the NDT reliability or POD studies are depending on many factors, reliability of
NDT techniques is usually measured using service expired discs with several fatigue cracks
at critical locations such as bolt hole, fir tree, etc., [1]. Under the absence of service expired
aero-engine components, laboratory induced cracks can be used for reliability measurement
of NDT techniques [2]. In the current research work, representative service fatigue cracks
have been generated under both room temperature and high temperature conditions for use in
NDT reliability studies. This chapter provides the experimental POD work carried out for

generation of fatigue cracks under room temperature and high temperature conditions.

3.1 Material

As the current work deals with service fatigue cracks originating from aero-engine
turbine discs, samples for generation of room and high temperature fatigue cracks are
extracted from an actual aero-engine turbine disc component (as shown in Figure 32). These
samples are designed in such a way so as to generate fatigue cracks similar to the cracks
originating from the bolt hole locations of a turbine disc, as shown in Figure 33 [3].This
turbine disc is made up of Nickel based superalloy material similar to Nimonic 80A

composition. Table 1 shows the typical chemical composition of the turbine disc material.

Table 1: Typical chemical composition of Turbine Disc Material ~ Nimonic 80A in wt%

C Fe | Mn | Si Ti S Cr Pb B Cu | Ce Al | Ni

0.04-0.08 | 1 | 0.4 |0.6|2.65-2.9|0.007 | 19-22 | 0.001 | 0.01 | 0.07 | 0.02 | 0.7-1 | Bal

Figure 32: A portion of turbine disc exposed to 3000 hours of service life that is used
for extraction of samples (a) Before and (b) After
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Figure 33: Multiple fatigue cracks
emanating from bolt hole locations of
an aero-engine disc [3].

The extracted blanks from the turbine disc material are used for fabricating specimens
according to the sample design considered for carrying out room temperature and high
temperature fatigue testing. The details regarding the specimen design, load optimization and
fatigue testing procedures of room temperature and high temperature fatigue testing are
provided in the next section. Further, the details of crack size analysis using microscopy

techniques and NDT inspection procedures are also provided.

3.2 Room temperature fatigue cycling

Earlier studies performed during the M.Tech thesis work of Vamsi [4] provides the
complete methodology of generating service induced fatigue cracks under room temperature
fatigue testing conditions. However, for completeness, brief information on the specimen
geometry, optimization of loading conditions and room temperature fatigue testing equipment
are provided in the current section. Figure 34 shows the room temperature fatigue testing
specimen design along with the loading point “P” and supports. This specimen design is
prepared in order to generate representative fatigue cracks emanating from critical locations
such as a bolt hole using three-point bend fatigue testing, as recommended in Appendix F of
MIL-HDBK 1823A [2]. From Figure 34, it can be observed that the specimen length and
span length between supports are 55 mm and 50 mm, respectively. The cross section of the
sample is 10 mm X 10 mm. It can also be observed that the radius of the semi-circular notch
which represents the stress concentration factor of a bolt hole in an aero-engine turbine disc is

2 mm.
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All dimensions are in mm

Figure 34: Specimen design showing loading point and
supports

The fatigue loading conditions (Maximum load = -6.5 kN and stress ratio, R = 0.1)
optimized from the M.Tech thesis work of Vamsi [4] are used for carrying out 3-point bend
fatigue testing under room temperature conditions. A total of 21 identical samples obtained
from a turbine disc were machined according to the specimen design. All the specimens are
polished metallographically before fatigue testing. These samples are tested on frequency
controlled servo-hydraulic fatigue test equipment with a three point bend fixture for initiating
fatigue cracks (Figure 35). As the fatigue cracks in the aero-engine components experience
constant number of loading cycles, the number of fatigue cycles for generation of fatigue
cracks in the these samples is maintained constant at 1.05 x 10° cycles and the varying range
of crack sizes are obtained due to the statistical nature of fatigue. All these fatigue cracks are
then inspected using ECT and FLPT techniques for POD analysis.

jrb: 90 dbdial R

Figure 35: Experimental set up of 3-point bend fatigue
testing
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3.3 High temperature fatisue cvcling

3.3.1 Specimen geometry
As it is difficult to obtain components with service induced cracks, it is essential to

evolve a methodology for generating high temperature fatigue cracks which are
morphologically similar to the service induced fatigue cracks. While conventional high
temperature fatigue test specimens interrupted at different fractions of lives would have many
fatigue cracks of differing lengths, identifying and measuring the dimensions of smaller
cracks of short crack regime under a microscope over the entire specimen gauge length is a
cumbersome process and may not cover all the cracks and thus, end up being less reliable.
This study demonstrates a first-of-its kind methodology adopted for generating oxidized
cracks using Gleeble® test system. In order to generate fatigue cracks similar to that
originating from the bolt hole location of a turbine disc under the operating temperature of
~650°C, a flat fatigue specimen containing a semi-circular edge notch of 2 mm radius is
adopted. As Gleeble employs resistance (joule) heating, the notch helped not only in
generating a stress concentration at the notch, but also in creating a zone of high current
density. By choosing appropriate stainless steel grip sets, axial thermal gradient prevalent in
Gleeble® environment is leveraged to maintain the test temperature to a narrow region at the
notch. The rest of the parallel length region of the test specimen is maintained at much lower
test temperatures which gradually reduced to room temperature at the gripped ends. Through
imposition of repeated loading and unloading cycles imposed on a flat notched specimen,
oxidized fatigue cracks, similar to those observed in service conditions, could be generated in
the laboratory. Figure 36 shows the specimen design with 10 mm gauge width, 55.6 mm of

gauge length and 4 mm thickness used for testing in Gleeble® system.

46,48
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Figure 36: Specimen design used for fatigue cycling in Gleeble® system
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3.3.2 Optimization of load for fatigue cycling
Similar to the optimization of fatigue loading conditions for room temperature

samples tested during M.Tech thesis of Vamsi [4], the load corresponding to 80% of yield
stress of the material is chosen for carrying out the high temperature fatigue cycling in
Gleeble test system. The yield stress of the material at 650°C is 646 MPa and the load
corresponding to 80% (516 MPa) of 646 MPa is equal to 21 kN (i.e., 516 MPa x 40 mm’
(sample cross sectional area according to Figure 36)). Hence, a load of 21 kN is chosen for

carrying out high temperature fatigue cycling in Gleeble® test system.

3.3.3 Fatigue cycling in Gleeble system
Using the calculated loading conditions equivalent to 80% of yield stress of the

material, the specimen is tested under triangular waveform with a maximum load of 21 kN
and a stress ratio of R = 0.1 typically used in fatigue tests conducted to represent aero-engine
conditions [5-8]. As a thumb rule, it is believed that, at higher temperatures and at lower test
frequencies of approximately less than 1 Hz, the chances of observing crack surface oxidation
is predominant and hence, a frequency of 0.1 Hz is used in the current study [5]. As the disk
experiences temperatures of approximately 650°C during service, the testing is also carried
out at 650°C in air environment. In Gleeble® system, the sample is heated using resistance
heating mechanism by controlling the temperature with the help of thermocouples spot
welded at the center of the sample. Figure 37 shows (a) the sample with thermocouple
attached to it, (b) grip sets used for holding the sample, (¢) specimen fixed in grip sets and (d)
the Gleeble® test chamber showing the gripped specimen as part of the load train. A total of
13 samples have been tested for generation of fatigue cracks using Gleeble” system. In order
to optimize the number of fatigue cycles for initiation of the fatigue cracks, one sample is
tested initially for fatigue cycling and interrupted after every 200 cycles until a crack at notch
location is observed using optical microscope (M/s. Olympus, USA). In order to facilitate
easy microscopic observation of fine fatigue cracks and measurement of crack dimensions,
the region below the notch in every specimen is polished through standard metallographic
procedure before subjecting them to high temperature fatigue cycling. Fatigue cycling in air
environment is started after the specimen is heated to 650°C at a heating rate of 5°C/sec. All
the tests are conducted in air environment. Once a crack is found to be initiated
microscopically, the fatigue cycling is stopped and the corresponding number of fatigue
cycles is fixed for carrying out the fatigue cycling of the remaining samples. For the first
sample, the number of fatigue cycles for initiating a crack is found to be 2200 cycles. Hence,

for all the remaining samples, the fatigue cycling is uninterruptedly continued till 2000 cycles
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and checked for any crack initiation under the microscope. In the absence of crack initiation
after 2000 cycles at the notch location, the test is further continued but with interruptions
after every 100 cycles for microscopic inspections and stopped when cracks are observed to
be initiated under the microscope. Both sides of the flat specimens are inspected for fatigue
cracks. Because of the temperature and stress concentration imposed at the notch root region,
locating fatigue cracks is relatively easy as cracks are always observed at that location. In
addition, an attempt to understand the effect of oxidation under the high temperature air
environment is carried out by performing fatigue testing of one sample under vacuum (~107°

torr) under identical fatigue test conditions.

Figure 37: (a) Sample with thermocouples welded at the center
(b) Blocks used for holding sample (¢) Sample in the blocks (d)
Specimen chamber with sample in the blocks

3.4 Crack size measurements using Scanning Electron Microscope (SEM)

After initial screening for confirmation of presence of cracks, all the tested samples
were subjected to crack size measurements using Nova Nano SEM 450 FESEM system (M/s.
FEI Technologies Inc., U.S.A) (Figure 38). Dimensions of the surface fatigue cracks are
measured in both length and width directions. However, as the crack width is assumed to
vary from the crack origin to the crack tip, crack width is calculated as an average of the
measured dimensions at the crack origin, the crack middle and the crack tip locations. In
addition, energy dispersive X-ray spectroscopy (EDS) is also performed for identifying the

presence of oxides formed on both material and crack surfaces. Subsequently, all the samples
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are non-destructively inspected using Eddy current technique (ECT) and Fluorescent liquid

penetrant technique (FLPT).

Electron Backscattered Diffraction (EBSD) analysis

In order to understand the nature of fatigue crack i.e., either trans-granular or inter-
granular and also for observing various microstructural features of the material, fatigue
cracked samples are characterized using EBSD technique. Prior to placing the samples for
EBSD characterization, samples are electro polished with A2 electrolyte (73.14 v% of
ethanol, 10.02 v% of butoxy ethanol, 9.01 v% of distilled water and 7.81 v% of perchloric
acid) at 20°C for 15 seconds at 25 V and a flow rate of 12 seconds. These electro polished
specimens are used for EBSD characterization on M/s. FEl NOVA NANOSEM system.
EBSD scans are performed on the fatigue crack location of the sample with a step size of 2

microns.

P

Figure 38: SEM equipped
with EDS and EBSD
detectors

3.5 NDT inspection of faticue cracks

In the current study, two conventional NDT techniques, namely, eddy current
technique (ECT) and fluorescent liquid penetrant technique (FLPT) are used for detection of
room temperature (RT) and high temperature (HT) fatigue cracks. All the samples with
cracks are initially inspected with ECT and followed by FLPT.
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3.5.1 Eddy current technique (ECT)
In order to calibrate the eddy current testing procedure, EDM notches of different

depths ranging from 0.1 mm to 1.0 mm are generated on two nickel based superalloy samples
i.e., 0.1 mm to 0.5 mm deep EDM notches in 1 sample and 0.6 mm to 1.0 mm deep EDM
notches in another sample. One of the nickel based superalloy samples with 0.6 mm to 1.0
mm deep EDM notches is shown in Figure 39. As the EDM wire diameter used is 0.25 mm,
the width of all the EDM notches is maintained at 0.25 mm. With the help of the gain and
rotation variation of the eddy current inspection process possible within the Omniscan ECT
system (M/s. Olympus, U.S.A), the ECT signal of notch of largest depth i.e., 1 mm is
adjusted to 80 % full screen height (FSH). All the inspections in this study are carried out
using a straight pencil probe [9] (shielded coil based absolute probe of diameter 0.5 mm)
designed to work with in a frequency range of 500 kHz to 1MHz. Further, the standard skin
depth for 500 kHz and 1 MHz frequencies in nickel superalloy are calculated using Equation
(1) [10]. By using the electrical (p = electrical resistivity = 126.772 uQ-cm) and magnetic
properties (., = relative magnetic permeability = 1.06) of nickel based superalloy [11] and the
frequency value of 5,00,000 Hz, the standard skin depth values are estimated to be 0.78 mm
and 0.54 mm for 500 kHz and 1 MHz frequencies, respectively.

Compared with the signal to noise ratio of ECT signals obtained for EDM notches
when performed with 500 KHz frequency, signal to noise ratio of ECT signals obtained with
1 MHz frequency is found to be lower. Therefore, in this study, 500 kHz frequency is used
for all defect types. In addition, it is also commonly known that surface cracks in low
conductivity materials such as titanium or stainless steel are most popularly inspected using
the frequency ranges 200 kHz to 500 kHz [11]. Hence, as the conductivity of nickel based
superalloy (1.36 %IACS (international annealed copper standards)) is also similar to that of
titanium (conductivity of Ti-6Al-4V = 1.01 %IACS) [11], in the current study, eddy current
probe frequency of 500 kHz is considered for all inspections. Prior to the inspection of the
sample with EDM notches, the pencil probe is balanced with the material and the lift-off is
adjusted to be horizontal in the impedance plane. Eddy current response from the EDM
notches is considered for estimating the equivalent crack depths of the cracks in both room

temperature and high temperature fatigue tested samples.

| All iéﬁsio are
Figure 39: Nickel based superalloy material with 0.6 mm to 1.0 mm deep EDM notches.
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3.5.2 Fluorescent liquid penetrant technique (FLPT)
Prior to inspection of fatigue cracks generated in specimens, FLPT procedure is

calibrated using TAM panels [12]. Further, all the room temperature and high temperature
tested specimens are cleaned with acetone for removing any dust present on the sample
surface. This is similar to the surface cleaning adopted on components before FLPT.
Sufficient care is taken while cleaning the samples with acetone such that the cleaning
process does not remove any oxides (in the case of high temperature cracks) from the crack
surfaces. Further, water washable penetrant is applied on all the samples as shown in Figure
40(a) and a dwell time of 15 minutes is provided for the penetrant to penetrate in to the
cracks. After completion of the dwell time, the penetrant on the surface is washed with water
and developer is applied as shown in Figure 40(b). Finally, all the samples are observed

under fluorescent lamp for any crack indications.

Figure 40: (a) Samples with penetrant and (b) developer applied during FLPT
inspection

As the FLPT is qualitative in nature, data is recorded as a HIT or MISS i.e., if an
indication is observed on a sample, then it is recorded as a HIT (defect detected) indication
and otherwise as a MISS (defect undetected) indication. However, for ECT, inspection data is
recorded in both @ (ECT signal amplitude) and HIT/MISS type NDT assessment. During the
ECT at a notch location containing fatigue crack, if a defect signal is observed in the
impedance plane then the corresponding ECT signal amplitude for that notch location is
noted as well as recorded as a HIT indication. Further, all the NDT inspection data from both

the NDT techniques is statistically processed for plotting the POD curves.
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3.6 Theory and Procedure for plotting the POD curves

Detailed discussion about the procedures to be adopted for plotting POD curves of
HIT/MISS and d vs. a types of NDT data are given in MIL HDBK 1823A [2] . However, for

completeness, the procedures are discussed briefly.

3.6.1. POD using HIT/MISS NDT data
Statistical analysis for determination of POD using qualitative or HIT/MISS type

NDT data can be carried out using Berens approach of log-odds distribution function [2, 13,
14]. The functional form of the log-odds distribution function is as shown in Equation (3)

[13].

P, = 3)
1+ e(f(a))
where, f(a) =a+ ﬁ.ln(al.) 4)

P; is the probability of detection for defect i, a; is the size of defect i, a and B are
regression parameters that define the binary logistic regression fit(as the NDT outcome of
HIT/MISS is binary). By using a logit link function, binary logistic regression process is
performed between NDT response (HIT or MISS) and the log(flaw size). The logit of a
number P between 0 and 1 is given by Equation 5 [13]

Logit(P)= log(ﬁJ ()

Figure 41 shows the flow chart of the statistical procedure followed for Hit/Miss NDT
data using Minitab statistical software [15]. Step by step procedure to be adopted is shown in
Appendix I. From the binary logistic regression analysis, the regression parameters a and /3
are obtained which are further used for calculating the probability of detecting each crack size
using log-odds distribution function.

Substituting the crack sizes, in addition to obtaining the o and £ values from the
binary logistic regression analysis using the log-odds distribution function (Equation (3) and
Equation (4) [13]), the corresponding probabilities for detecting each crack size by the NDT
technique are obtained. In addition, the 95% lower confidence limits are also calculated using
Equation (6) [5].
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95% Lower Confidence Limit (LCL) of a. = o % (1.96 x (ﬁ)) (6)

where, ‘n’ is the number of cracks.

By substituting the 95% lower confidence value of a and the original £ value along
with the crack sizes in the log-odds distribution function, the probabilities with 95% lower
confidence are obtained. Further, POD curve is obtained by plotting probabilities versus
crack sizes. From the POD curve, the intersection of 90% probability on the 95% lower
confidence curve results in the identification of agygs (flaw of size ‘a’ that can be detected

with 90% probability at 95% confidence level) value.

Hit/Miss data from NDT
inspection

{

Binary logistic regression between log(crack
sizes) and corresponding Hit/Miss data
using logit link function

!

Obtain the regression parameters o
and f

|

Solve log-odds distribution
function using o and [ regression
parameters

!

Plot probability of detection vs. crack
size and 95% lower confidence

probability of detection vs. crack size

v

Obtain agyq5 value

Figure 41: Flowchart of POD statistical
procedure using Hit/Miss NDT data.

3.6.1.1. HIT/MISS POD approaches for multiple cracks at a site
As the agygs value obtained from NDT reliability studies is used for remnant life

estimation under damage tolerance lifing concept, estimation of agges value should be of highest

accuracy. However, the qualitative NDT inspection data at a site containing multiple cracks (as
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shown in Figure 42) results in ambiguity of POD approaches to be adopted for the estimation of
agg9s values. Amongst several approaches attempted by researchers, the maximum flaw size
approach (Type I) and the sum of flaw sizes approach (Type II) [16] happens to be the most
common of all. In those cases, the agys values obtained will be different for different approach
for the same NDT inspection data.

cracks

o ;

cracks
Figure 42: An example of multiple flaws
at a site [16]

In order to perform the maximum flaw size (Type 1) and sum of flaw sizes (Type 2)
approaches for POD analysis of multiple cracks at a site, the HIT/MISS NDT inspection data
is segregated according to the number of flaws at an inspection site. Further, for a site
containing multiple cracks, the NDT outcome is identified and the new NDT response is
generated for each individual crack at that site according to the two POD approaches, namely
maximum flaw size and sum of flaw sizes. For example, in maximum flaw size approach
(Type 1), if the NDT response is HIT for a site containing multiple cracks, the maximum flaw
size present at that site is considered to be HIT and the remaining flaws are marked as MISS.
If the NDT response is a MISS indication at a site containing multiple cracks, all the
individual cracks at that site are also considered to be MISS. In sum of flaw sizes approach
(Type 2), if the NDT response is HIT for a site containing multiple cracks, the size
corresponding to cumulative sum of flaws is considered to be HIT whereas for a MISS
indication, the size corresponding to cumulative sum of flaws are considered to be missed.
Hence, it can be understood that the FLPT inspection data is processed with both types of
POD approaches whereas the ECT HIT/MISS data is only processed with Type 2. Along with
Type 1, Type 2 is also applied for FLPT data because it is assumed that the FLPT indication
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after a prolonged dwell time for developer indication will actually results in the cumulative
sum of penetrant from all the cracks at that site. Further, the ECT inspection data is only
processed with Type 2 approach as the ECT response is always the cumulative effect of all
the cracks at a site and is difficult to resolve the response for each individual flaw at a site
containing multiple cracks close to each other. In addition, the maximum flaw size approach
is slightly modified and applied on the FLPT inspection data for POD analysis. In the
modified Type 1 approach, if the FLPT outcome is HIT for a site containing multiple cracks,
the maximum flaw at a site containing multiple cracks is marked as HIT and the remaining
flaws are not considered in POD analysis. Similarly for the MISS indication at a site
containing multiple cracks, the maximum flaw at a site containing multiple cracks is marked
as MISS and the remaining flaws are not considered in POD analysis.

All the FLPT HIT/MISS data generated from all the three types i.e., Type 1, Modified
Type 1 and Type 2 of POD approaches and ECT HIT/MISS data with Type 2 approach are
processed using the standard log-odds distribution model for obtaining the POD curve. In
addition, the 95 % lower confidence curves are also plotted in order to identify the ag9s value

of all these techniques with different POD approaches.

3.6.2. POD using a (signal response) NDT data
In general, the reliability assessment using signal response based NDT data can be

carried out using lognormal model for POD, as shown in Equation (7)- (9) [2]

POD(a) = 1-Q[ 2] )

where, mean, pu = ln(ytﬁﬂ ®)
1

and standard deviation, ¢ = u )

B1

where, POD(a) is the mean probability of detection of cracks of size, a

Q is the standard normal survivor function, and yy, is the value of the signal 4 at the
decision threshold. According to MIL-HDBK1823A, decision threshold is defined [2] as the
value of a4 above which the signal is interpreted as a HIT (defect detected) and below which
the signal is interpreted as a MISS (defect not detected). Moreover, B, and P; are the
regression parameters obtained between In(2) and In(a) data from the regression equation

shown in Equation 10 [2]:
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In(a) = Bo+Piln(a)te (10)
where, € denotes the residuals, normally distributed with zero mean and variance, o>, Bo and
B, are the regression parameters and o is the standard error. Berens and Hovey [14] presented
two approaches, namely, the Range Interval Method (RIM), which is also known as
Regression Analysis, and the method of Maximum Likelihood Estimators (MLE) for
estimating these constants. However, only MLE method was followed in the current study, as
it is the most common method to estimate location and scale parameters as described in MIL-
HDBK-1823A. Moreover, the MLE method does not require any information other than the
actual inspection data. Hence, estimation of location and scale parameters of log-normal

distribution by MLE method is discussed further.

3.6.2.1 Maximum Likelihood Estimators (MLE)
As described in MIL-HDBK-1823A, the most common method to estimate all of the

coefficients (Po, B1, L and o ) is to use maximum likelihood estimators. The likelihood L for a

single observation is
L(Pi;ai,xi)=(P").(1 — p) =) (11)

where, Pi is the probability of detecting flaw i of size a; and x; is the inspection outcome, 0

for a “miss”, and 1 for a “hit”.

The overall likelihood of observing all the data is the product of their individual likelihoods.
Thus, the likelihood of a series of independent inspections is the multiplication of the

individual observations
L(Pizai,xi)=[[Ti, P [TT5(1 — B)] (12)

where, L is the overall likelihood, n is the total number of flaws, h is the number of flaws
detected, and n-h is the number of flaws missed. Also, probability of a miss = 1- probability
of a hit. Generally, the hit and miss values are established by destructive verification tests or
other acceptable means. By taking the logarithm of the Equation (12), the series of products

become a series of sums, as shown in Equation 13.
InL(Pi;ai,xi)=Yi, In P+ X In B (13)

The likelihood function shown in Equation 13 is applicable to both the log-logistic and log-

normal distributions. The above equation is differentiated with respect to pu and o and the
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corresponding derivatives are set to zero and the resulting simultaneous equations are solved
to provide estimates of p and o.

Similar to Figure 41, Figure 43 shows the flow chart of POD statistical procedure
using signal response NDT data. Step by step procedure to be adopted is shown in Appendix
II. From Figure 43, it can be observed that the @ vs. a data obtained from NDT inspection is
processed with regression with life data analysis option available in Minitab statistical
software [15]. This regression process is performed between the suitable form of log-log data
i.e., In(a) vs. In(a) or logjpa vs. logipa. However, not all cracks are always detected by any
NDT technique and hence, censoring of NDT signal response data is mandatory [2]. This
censoring is generally carried out as upper and lower censoring. Upper censoring is usually
performed for data above saturation level, whereas, lower censoring is performed to separate
noise data. Further, assigning the censoring data, the decision threshold is selected
considering the signal amplitudes below which would be recorded as noise. Furthermore, the
regression of In(d) vs. In(a) data is performed using maximum likelihood estimator (MLE)
method. After obtaining the regression parameters i.e., By and B;, the mean and standard
deviation of the distributed data are calculated. Moreover, using the mean and standard
distribution values, the cumulative distributive function (CDF) of lognormal distribution
function for all the defect sizes used for NDT reliability studies is plotted resulting in POD
curves. These POD curves yield the reliably detectable crack size detected by the NDT
technique for use in remnant life calculations using deterministic fracture mechanics

approaches.
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avs. a data from NDT inspection

|

MLE regression between log(a) and log(a)
with censored data

!

Obtain the regression parameters
Boand B,

!

Calculation of p and ¢ by using 3,
and f3;

|

Plot CDF of lognormal distribution
using u and o vs. crack size and 95%
lower confidence CDF vs. crack size

v

Obtain agyes value

Figure 43: Flowchart of POD statistical
procedure using signal response NDT
data.
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4. MODEL BASED POD PROCEDURE

Estimation of POD of any NDT techniques can be obtained by both experimental and
model assisted methods. POD depends on many factors such as material, geometry, defect
characteristics, inspection technique, etc. These requirements put enormous limitations on
generating experimental POD curves and hence, Model Assisted Probability of Detection
(MAPOD) curves are currently in vogue. In the current work on model based POD studies,
MAPOD approaches are demonstrated by addressing various issues related to selection of
crack sizes distribution, challenges involved in censoring and regression, estimation of
distribution parameters, etc. Ultrasonic testing on volumetric defects has been identified as a
platform to discuss the challenges involved. In the current chapter, the procedure carried out

for obtaining POD curves using model based techniques is discussed.

4.1. MAPOD work flowchart

Figure 44 shows the MAPOD work flowchart followed in the current study. From
Figure 44, it can be observed that, initially a physics based mathematical model is developed.
Further, the model is validated with the experimentally obtained A-scan data and utilized for
predicting the ultrasonic wave interaction with a statistically distributed random crack sizes.

Moreover, the statistical analysis of the 4 vs. a data results in the POD curve.

Select Best Physics based model

4
Acquire model input parameters

(Probe frequency, probe diameter, input signal, etc.)

v

‘ Validate software model ‘

v

‘ Random crack sizes generation '

v

Simulate model with select distribution
of crack sizes

\

’ Collect the signal ‘

v

' Statistical analysis (4 vs.a) ‘

v

POD curve

Figure 44: MAPOD work flowchart followed in this study
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4.2 Experimental ultrasonic testing for calibration and validation

In order to develop numerical models to estimate the probability of detection of NDE
techniques, physics based model simulating the NDE technique is an essential requirement.
However, the physics based numerical model has to be validated before its utilization for
generation of POD curve. Therefore in this study, experimental ultrasonic signals are
generated in order to validate signals as observed from numerical modeling.

A Ti-6Al-4V cylindrical block with a diameter of 50 mm and height of 15 mm is
considered for ultrasonic inspection. A flat bottom hole (FBH) of diameter 0.5 mm and a
height of 5 mm present in the Ti-6Al-4V block is used as embedded defect representation.
Hence, it can be understood that the depth of the FBH from the measuring surface or the
transducer is 10 mm. Use of FBH represents the response from flat cracks at normal
incidence. Even though the FBH in the block can be at any desired height, current study only
deals with a height of 5 mm. Ultrasonic signals are captured using a single channel ultrasonic
pulser receiver available in Omniscan MX portable instrument (M/s. Olympus In., USA) with
a 5 MHz longitudinal probe (V110-RM from M/s Panametrics Inc., USA). Figure 45 shows
the experimental setup along with the sample dimensions. Figure 46 shows the experimental
A-scan signal obtained on the Ti-6Al-4V block. Ultrasonic inspection is initially calibrated
for sound velocity in the block material with two different thicknesses and the corresponding
ultrasonic longitudinal wave velocity in Ti-6Al-4v is measured to be 6000 m/s. From Figure
46, it can be observed that the defect/FBH echo at 25 % full screen height (FSH) is obtained
by increasing the gain up to 27 dB. This increase in gain resulted in saturated backwall
echoes and thus, eliminating possibility of using experimental signal as a validation for

modeling signal.

A
v
=
>
>
>
>
>

l5igue 45: Ultrasonic Iflépection (a) ]giperimental Setup (b) Sample (Ti-6Al-4V
Block) with dimensions
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Figure 46: A-scan signal of Ti-6Al-4V block indicating the FBH response.

In the absence of any possibility to validate modeling signal using signals from FBH
block, validation is further carried out by considering successive backwall echoes captured on
a block without FBH. Hence, the experimental A-scan signals are recorded on a Ti-6Al-4V
block with a height of 20 mm and without any FBH/defect containing in it as shown in Figure
47. It has to be noted that the diameter of the block is maintained at 50 mm, i.e., same as the
block with FBH. The A-scan signal is recorded for 29 pus such that at least 4 successive back
wall echoes are captured. Further, the peak to peak amplitude ratios and time of flight
between successive back wall echoes are calculated and compared with that of the A-scan

signals obtained from the numerical model.
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Figure 47: Experimental A-scan signal of contact ultrasonic
testing showing 4 back wall echoes
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4.3. Development of mathematical model

In the ultrasonic inspection of samples, ultrasonic waves which propagate into the
material are originated from a cylindrical transducer. Due to the cylindrical shape of the
transducer, spherical waves travel through the medium. In order to replicate this condition
numerically, computational cost would be extremely higher. 2-D models simulating the
actual wave propagation have been attempted by several researchers [1-4]. However, the
accuracy of these models in predicting exact amplitude of the defect is limited [1]. In the case
of geometrical domain symmetry (ex: cylindrical, square, rectangle) or in the case of defect
symmetry (ex: flat bottom hole, spherical hole) 2-D axisymmetric models can predict the
amplitude from defect and reduce the computation cost [3]. As the current study involves a
flat bottom hole present in a cylindrical block, a 2-D axisymmetric model of wave
propagation is developed for simulations. Transducer is assumed to be a line source in the 2-
D axisymmetric model representing the cylindrical shape as in the case of 3-D. Fundamental
details about the basis of selecting analytical model of signal, its frequency content, selection
of time step, selection of mesh size and the study selected for performing simulation was
discussed by Phani et al [5].

For generation of a response (ultrasonic signal response) required for POD analysis, a
2D-axisymmetric model of Ti-6Al-4V cylindrical block is created with dimensions of the
block as well as FBH similar to that of used during experimental ultrasonic inspection as

shown in Figure 48.
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Figure 48: (a) 2-D axisymmetric model of Ti-6Al-4V block with FBH and (b) its
representative 3-D model for understanding

As mentioned earlier, FBH represents flat cracks. However, the real cracks obtained
in aero-engine discs can be in any orientation with respect to the measuring surface. In the
current study, efforts are only made to study FBH representing flat cracks parallel to the
surface. FEM modeling and simulation is performed in COMSOL Multiphysics package
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ver.4.3a using structural mechanics module [6]. As the 5 MHz transducer probe diameter is
0.25 inch, the line source in the model is also created for a length of 6.35 mm. The model is
meshed with an element size of A/8 (i.e. 0.15 mm), where A=1.2 mm (velocity of sound in Ti-
6Al-4V material is considered as 6000 m/s). Time stepping is calculated at a Courant
Friedrich Lewy number (CFL) of 0.15 and is found to be 3.6e-9 s. Further, the FEM model is
solved for a total duration of 7 ps with a step size of 20 ns. Frequency content for 5 MHz
probe is incorporated with an interpolation function from the 6.35 mm line source. Input

signal and its frequency content are as shown in Figure 49(a) and 49(b).
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Figure 49: (a) Input waveform signal used for 5MHz (b)
Frequency content of input waveform signal

In order to validate the physics based numerical model, as mentioned earlier, the
geometry of the Ti-6Al-4V block is created with a diameter of 50 mm and height of 20 mm
without any FBH/defect present in it as in the case of experimentally inspected block. All
other FEM parameters are maintained similar to that of model with FBH. Further, the
developed mathematical model is validated (results discussed in Section 5.2.1 ) by comparing
the peak to peak amplitude ratios and time of flight between successive back wall echoes in
A-scan signal obtained from both experimental ultrasonic testing and from mathematical
model. Figure 50 shows the A-scan signal with four successive backwall echoes predicted

using modeling.

75



7.50E-07
5.50E-07
3.50E-07
1.50E-07
-S,OOE-8.8

00E+00 5.00E-
-2.50E-07

1.00E-05 {.50E-05 2.

Amplitude, mm

-4.50E-07
-6.50E-07
-8.50E-07

Time, s

Figure 50: A-scan signal of 2-D axisymmetric model showing
4 back wall echoes.

4.4. Generation of random crack sizes

The developed FEM model after validating (discussed in Section 5.2.1) is used for
simulating ultrasonic defect response signals for various crack sizes. Unlike in the case of
experimental POD curve generation, distribution of crack sizes has to be assumed for
MAPOD and is usually dependent on the distribution of service induced fatigue cracks. As
discussed in the literature chapter (Section 2.5), fatigue cracks originating from in-service
aero-engine turbine discs follow log-normal distribution [7-12]. Hence, in the current study,
all the crack sizes are generated in lognormal distribution and the POD of all these cracks

sizes is estimated for ultrasonic testing.

4.4.1. Random crack sizes by lognormal distribution
The probability density function of the lognormal distribution is expressed as shown

in Equation 14:

1 —(in()-w?
f(xl,u,a) =Wexp 202 (14)

where, p and ¢ are location and scale parameters, respectively. As the material selected for
ultrasonic inspection with a 5 MHz transducer probe is Ti-6Al-4V, the longitudinal velocity
of the ultrasonic wave is approx. 6000 m/s and the corresponding wavelength is
A=velocity/frequency =1.2 mm. Therefore, approximately any cracks above A/2=0.6 mm
would be detectable using this technique. However, every crack either above or below A/2
possesses a probability to be detected. Hence, in this study MAPOD is performed by
considering crack sizes less than 0.6 mm and greater than 0.6 mm. For example, a crack size

of less than 0.6 mm should have lesser probability of getting detected compared to a crack
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size of greater than 0.6 mm. In order to generate this range of crack sizes following
lognormal distribution, lognormal parameters, i.e., location of -0.3, scale of 0.3 and a
threshold value of 0 are assumed. Using these parameters, initially, 40 crack sizes (as per the
minimum number of required defects mentioned in MIL-HDBK 1823A) in the range of 0.36
mm to 1.37 mm following lognormal distribution are generated. Figure 51 shows the

histogram of crack sizes along with lognormal distribution fit.

Loc -0.3
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Figure 51: Histogram of 40 crack sizes along with lognormal distribution

4.5. POD from lognormally distributed crack sizes

From the numerically obtained A-scans, automatic defect echo identification has been
carried out by applying a Hilbert transform to the signal in Matlab program (Appendix III).
The actual FBH sizes are considered as 'a' whereas the ultrasonic signal amplitude from the
defect echo is considered as 'd'. Similar to the experimental procedure adopted for generating
A-scan signal from a 0.5 mm FBH, the defect echo response in modeling is also set to 25 %
full screen height (FSH) and the defect echo amplitudes of the remaining defects have been
scaled assuming vertical linearity. Statistical analysis of data for POD curve generation
involves in estimation of best linear fit between a vs. a. Subsequently, the best linear fit data
is used for regression with censored data. From the censored regression, all the regression
parameters are estimated using Maximum Likelihood Estimators (MLE) method. Further, the
parameters of the parent distribution are calculated and the corresponding Cumulative
Distribution Function (CDF) is plotted resulting in the POD curve. For the POD curve, 95 %
lower confidence curve is also plotted so as to estimate the exact reliability of the NDT

system by considering the crack size with 90% probability and 95% confidence limit (agg/9s)

value.
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S. RESULTS AND DISCUSSION

This chapter discusses the results obtained on NDT reliability studies using both
experimental and model assisted methods in the current research work. Results are classified
into four different parts. Part [ discusses NDT response data generation using experimental
POD work, Part II discusses the NDT response data generation using model based POD
procedures, Part III discusses statistical analysis of & vs. a and HIT/MISS NDT data for
plotting POD curves and Part IV discusses damage tolerance remnant fatigue life calculations

using deterministic fracture mechanics approaches.

5.1. Part I - NDT response data generation using experimental POD work

Details of fatigue crack sizes generated under both room temperature and high
temperature fatigue testing conditions, scanning electron microscopy observations of fatigue
cracks and the NDT response data obtained from the inspection of these cracks are discussed

under this section.

5.1.1. Details of surface fatigue crack sizes generated

5.1.1.1. Room temperature cracks

Surface fatigue crack length measurements

As discussed in Section 3.2, 21 samples are subjected to room temperature fatigue
testing at optimized loading conditions (obtained from Vamsi et al.[1]) required for inducing
stresses corresponding to 80% of the material yield strength. Amongst these samples, 4
samples are found to not contain any fatigue cracks on either of the sides. In the remaining
samples, 4 samples contain cracks initiated in only one side i.e., either sidel or side 2.
Multiple cracks are found to be initiated in 13 samples. This kind of variation in the
generation of fatigue cracks for the same loading conditions can be attributed to the random
or statistical nature of fatigue. As cracks are not expected to be observed under service
conditions at every bolt hole location, experimental conditions considered in this study,
which resulted in randomized nature of fatigue cracks can be considered as representative
true engine conditions. In total 52 fatigue cracks are identified from the 17 samples. These
fatigue cracks are statistically processed using Minitab statistical software Ver. 17 for
identifying the size distribution. Figure 52 shows the goodness of fit [2] test results along
with histogram of log-normally distributed fatigue cracks. From Figure 52, it can be observed

that the crack sizes are log-normally distributed as the P- value is found to be higher and the
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corresponding Anderson-Darling (AD) statistic value is lower compared to all other
distributions [2]. As discussed earlier, the distribution of fatigue cracks are similar to the log-
normal distribution of fatigue cracks originating from in-service aero-engine turbine discs [3,

4]. The range of surface crack lengths obtained is from 0.06 mm to 1.66 mm.

(a) Histogram of surface crack length with lognormal ditribution fit | Goodness of Fit Test (b)
18 e |
| Loc -1.206 . . .

24 Scale 0.8833 Distribution 2D P IRT P

N 52 Normal 1.063 0.006

L 0,136 0,971
3-Parameter Lognormal 0.144 * 0.848

E‘ Exponential 0.602 0.349
g 2-Parameter Expcnential 0.206 >0.250 0.042

o Weibull 0.341 >0.250
L‘;..: 3-Parameter Weibull 0.235 >0.500 0.204

Smallest Extreme Value 1.567 <0.010
Largest Extreme Value 0.583 0.143

Gamma 0.304 >0.250
3-Parameter Gamma 0.287 * 0.833
1 I I i 1 -— Legistic 0.847 0.015
0.0 0.3 0.6 0.9 1.2 15 18 21 Loglogistic 0.154 >0.250
Surface crack length, mm 3-Parameter Logleogistic 0.155 *  0.458

Figure 52: Histogram of room temperature fatigue crack lengths
generated (a) lognormal distribution fit (b) results of goodness of fit
test

Fatigue crack width measurements

Crack width at a notch location in cases where multiple fatigue cracks are present is
only measured for the crack possessing largest surface crack length. Further, as discussed in
the experimental procedure (Section 3.4), the crack width dimensions are calculated as an
average value of crack widths measured at the crack origin, the middle of the crack length
and the crack tip location. Table 2 shows the crack width measurements of surface fatigue
cracks obtained in all the room temperature tested samples. In Table 2, side 2 of samples 10
and 13 are indicated with an asterisk “*’ mark. This denotes existence of multiple cracks at
that location and the maximum crack length among the multiple cracks is less than 0.07 mm.
Hence, due to the severe tightness of cracks, the crack widths at those locations could not be
measured. From Table 2, it can be observed that the average crack width dimensions obtained

range from 0.20 pm to 3.17 pm.
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Table 2: Details of surface fatigue crack width dimensions obtained in room temperature
tested samples.

Side 1 Side 2

Sample ID Crack width, pm Crack width, pm

Origin | Middle | Tip | Average | Origin | Middle | Tip | Average
Sample 2 2.13 0.89 |0.28 1.10 2.52 191 |0.52 1.65
Sample 3 No crack 0.82 0.63 |0.59 0.68
Sample 4 No crack 0.92 0.74 10.62 0.76
Sample 5 2.71 091 ]0.34 1.32 1.02 0.63 |0.33 0.66
Sample 6 391 223 | 1.81 2.65 5.81 335 1035 3.17
Sample 7 3.13 1.54 10.70 1.79 No crack
Sample 8 243 1.02 | 0.69 1.38 1.15 0.75 1041 0.77
Sample 9 0.90 049 ]0.53 0.64 0.75 0.58 020 0.51

Sample 10 | 0.69 | 050 [022] 047 *
Sample 12 | 053 | 029 | - [ 041 [ 095 | 039 [025] 0.53
Sample 13 | 0.44 - - 0.44 *
Sample 14 No crack 2.23 1.71 | 1.13 1.69

Sample 15 | 0.95 0.63 |046| 0.68 3.54 243 1087 | 2.28
Sample 17 | 0.65 040 033 | 046 1.03 089 10.84| 0.92
Sample 18 | 0.99 0.54 |0.12| 0.55 1.75 099 023 | 0.99
Sample 19 | 1.14 098 |0.85| 0.99 2.74 1.31 [ 090 | 1.65
Sample 21 | 0.20 - - 0.20 1.95 098 |046| 1.13
* Cracks of sizes < 0.07 mm are available at these locations. However, due to the tightness of

cracks, it is not possible to measure crack widths.

5.1.1.2. High temperature cracks

Surface fatigue crack length measurements

High temperature fatigue cracks are initiated by subjecting samples to varying fatigue
cycles from 2000 to 2500. Exact number of cycles required for each sample is identified by
periodic monitoring of initiation of crack for every 100 cycles until a crack is observed using
optical microscope. However, due to the statistical nature of the fatigue phenomenon, in two
samples because of their early fracture, controlled crack initiation during high temperature
fatigue testing in Gleeble™ system could not be achieved. Also, because of the same reason,
fatigue cracks of different sizes are generated in the remaining samples. In total, 69 cracks are
identified from these 10 samples with surface crack lengths ranging from 0.01 mm to 1.16
mm. Figure 53 shows the goodness of fit [2] test results along with histogram of log-normally
distributed fatigue cracks. From Figure 53, it can be observed that the crack sizes also follow

log-normal distribution similar to the room temperature cracks.
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Figure 53: (a) Goodness of fit test result highlighting lognormal distribution (b)
Histogram of surface fatigue crack length sizes with lognormal distribution fit

Fatigue crack width measurements

Table 3 shows the crack width measurements of surface fatigue cracks obtained in all

the high temperature tested samples. From Table 3, it can be observed that the average crack

width dimensions range from 0.35 pm to 3.38 um.

Table 3: Details of surface fatigue crack width dimensions obtained in high temperature

tested samples.

Sample ID Side 1 Side 2
Crack width, um Crack width, pm
Origin | Middle | Tip Average | Origin | Middle | Tip Average
Sample 1 0.66 0.59 0.42 0.56 0.40 0.38 0.26 0.35
Sample 2 6.21 3.15 0.78 3.38 5.45 2.96 0.84 3.09
Sample 3 0.71 0.52 0.39 0.54 1.89 1.35 0.22 1.15
Sample 5 2.21 1.73 0.98 1.64 2.01 0.93 0.44 1.13
Sample 6 * 1.38 1.15 0.95 1.16
Sample 9 5.14 1.93 0.71 2.59 3.73 1.68 0.87 2.09
Sample 10 * 2.84 0.69 0.53 1.36
Sample 11 1.07 0.71 0.40 0.73 0.91 0.52 0.39 0.60
Sample 12 243 2.01 1.38 1.94 4.95 2.11 0.92 2.66
Sample 13 * 6.49 2.07 0.81 3.12
Sample
tested in No crack 0.72 0.48 - 0.60
vacuum

* Cracks of sizes < 0.07 mm are available at these locations. However, due to the tightness of

cracks, it is not possible to measure crack widths.
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5.1.2. Observations from SEM micrographs

5.1.2.1. Room temperature cracks
Figure 54(a) shows the optical micrograph of room temperature fatigue cracks in one

of the tested samples. From Figure 54(a), it can be observed that the fatigue cracks have
initiated only from the circular notch (representing bolt hole) location of the sample.
However, the location of initiation of cracks varied from sample to sample within the semi-
circular notch. As 3-point bending setup is used as the loading fixture, maximum bending
stress is localized at the center of the sample span i.e., at the center of the notch in the sample.
Therefore, most of the cracks observed in this study are found to initiate closer to the center
of the notch tip. However, crack branching phenomenon is also observed in the samples. Due
to the presence of hard carbide/precipitate particles present in the nickel based superalloy
materials [5, 6], cracks in samples are tortuous in nature (as shown in Figure 55). Figure
54(b) shows the EBSD grain boundary map indicating the location of cracks, grain
boundaries and X3 twin boundaries. From Figure 54(b), it can be observed that the fatigue
cracks in the sample are purely trans-granular in nature. Similar morphological behaviour of
narrow fatigue cracks with crack branching in purely trans-granular fashion was reported in
literature [7-9]. These fatigue cracks are also similar to the actual in-service fatigue cracks

originating in engines [8, 9] and hence can be readily used for POD studies.

200 pm

Figure 54: (a) Micrographs of one of the room temperature tested
samples with crack lengths indicated (0.95 mm and 0.56 mm) (b) its
EBSD grain boundary map
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Figure 55: Service induced fatigue cracks [5, 6]

5.1.2.2. High temperature cracks
Figure 56(a) shows a typical micrograph of one of the fatigue cracked samples

showing crack initiation at the notch. Similar cracks initiating from the notch are observed in
all the test specimens. From Figure 56(a), it can be observed that two cracks (shown in Figure
inset 56(b)) are initiated from the notch location due to the stress concentration at the circular
notch. However, the two cracks initiated are much closer towards the middle of the circular
notch. It can also be noted that the spatial distance between the two fatigue cracks is
approximately 50 pum only. As mentioned earlier, the ECT probe diameter is 0.5 mm, which
is far higher than the spatial distance between multiple cracks at a notch location, and hence,
the ECT response at a notch location is considered as a response from cumulative sum of all
cracks at that notch location. In addition, it can also be observed that the crack surfaces are
fully oxidized (shown in Figure insets 56(c) and (d)) due to the high temperature fatigue
cycling in air environment. This results in the filling of crack widths with oxides as shown in

Figure 56 (¢) & (d).

2 cracks at notch location

Opening of crack 2
—| filled with Qxides:_

Figure 56: High temperature multiple f;t}gue cracks at (a) single notch location
(b) crack 1 filled with oxides (c) crack 2 filled with oxides and (d) two cracks at
notch location in zoomed view



In general, the material surface away from notch location would not crack during
fatigue loading. In the current study, the cracking of material surface is observed (Figure 57).
Due to the brittle nature of oxides, cracking of oxide layer takes place which eventually leads
to the cracking of material surface [10-12]. Hence, it can be understood that these cracks on
material surface are formed due to the oxidation of material surface. Figure 57 shows the
micrograph of the specimen surface showing the material surface cracking due to oxidation
(in Figure inset 57(b)) and crack branching along with slip band oxidation (in Figure inset
57(c)). From the insets of Figure 57, it can be observed that the crack shows certain in-service
engine fatigue crack features such as crack branching [9, 13]. In addition, it can also be
observed that the slip bands around the fatigue cracks as well as few selected locations of the
material surface are oxidized. Moreover, the oxide induced cracking at slip bands (Figure
57(c)) is predominantly observed around the notch locations. These cracks on the material
surface are due to the formation and cracking of oxides (which are brittle in nature) during
loading. This oxide cracking results in the cracking of material surface during loading,

leading to crack initiation and propagation.

Oxide cracking : | 4 Slip band oxidation
; and crack branching

Figure 57: Oxidized fatigue crack micrograph showing cracking of material surface
due to oxidation and crack branching along with slip band oxidation in figure insets.

EDAX analysis is also carried out to identify the presence of oxides in the crack
surfaces. Figure 58 shows the results of the EDS analysis at both the crack surface and the
slip bands. From Figure 58, it can be observed that both the crack surface and slip bands
show the predominant presence of oxygen peaks indicating the formation of oxides during
the high temperature fatigue loading.

In addition to the oxidation of the cracks and the slip bands, general oxidation of the
specimen is also observed. Figure 59 shows the EDS results from the material surface after

high temperature fatigue testing. From Figure 59, it can be observed that the material surface
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also shows presence of oxygen. This phenomenon of oxidation of nickel based superalloys at
higher temperatures is similar to that of observed in literature [14]. Considering (a) log-
normally distributed crack sizes (b) narrow, tortuous and multiple fatigue cracks at a location
and (c) formation of oxides in the fatigue crack surfaces, observed from this study, it can be
concluded that the Gleeble® based novel methodology adopted for fatigue crack generation

produces fatigue cracks similar to that of expected from in-service conditions [8, 9].
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Figure 59: EDAX analysis results of material surface oxidation and oxide induced cracking
confirms the presence of oxides
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SEM and EDAX of fracture surface

Presence of oxides in the crack surface is further studied by performing SEM and
EDAX analysis on the fracture surface of two samples fractured during the testing. As
mentioned earlier, these samples fractured due to the statistical nature of the fatigue in spite
of optimized loading conditions (so as to not fracture) adopted in the study. Figure 60(a)
shows the fracture sample indicating notch region and fractograph of the crack surface from
the fractured sample (shown in Figure inset 60(b)). Figure 60(b) also indicates the direction
of crack propagation. Figure 60(c) shows the fracture surface consisting of bright and dark
regions. In general, the dark region corresponds to crack propagation and bright regions
correspond to overload fracture locations during room temperature fatigue testing. However,
from the fractograph of the fracture surface, it can be observed that the bright region
corresponds to crack propagation and the dark region corresponds to overload fracture
location. In order to understand the disparity in bright and dark regions between room

temperature and high temperature tested samples, EDS analysis is performed.

Notch
region

Dark -
Fracture. ' 4
Surface

Figure 60: (a) Fractured samples indicating notch region (b) fractograph of the crack
surface from the fracture samples indicating direction of crack propagation (c)
zoomed view of fracture surface indicating bright and dark regions
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Figures 61(a) and (b) show the results of EDAX analysis on the bright and dark
regions of the fracture surface along with the corresponding energy spectrum for the
fractograph shown in Figure 60. From Figures 61(a) and (b), it can be observed that the
EDAX analysis of the bright region on the fracture surface results in the presence of oxides
whereas, the dark region does not show presence of oxides. Hence, it can be clearly
understood that the crack surfaces correspond to fatigue crack region have been oxidized
during high temperature fatigue cycling. During fatigue crack initiation and propagation, the
fresh or newly formed crack surface is exposed to the oxidizing atmosphere and hence, the
crack surface oxidizes and appears as bright. However, as the crack approaches critical crack
size, the sample with reduced cross section thickness can no longer support the load, resulting
in sudden fracture and hence, relatively appears as dark in comparison to the oxidized region.
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Figure 61: SEM micrograph and EDAX spectrum of (a) bright region and (b) dark
region of the fracture surface

In order to compare and understand the effect of oxidation on crack lengths and
widths, sample is also tested under vacuum condition.

Specimen tested under vacuum environment

Figure 62 gives the micrograph of the surface of the specimen showing the fatigue
crack in the sample tested in vacuum. From Figure 62, it can be observed that two fatigue
cracks with 0.30 mm and 0.12 mm surface crack length, respectively are present at the notch

location. In addition, the total number of fatigue cycles required for initiating fatigue cracks

89



in vacuum is 3500 cycles which is 75% higher than that for air tested samples (~2000). This
enhancement in the number of fatigue cycles for crack initiation is attributed to significant
reduction in oxidation under vacuum which is known to aid material damage during fatigue
[14, 15]. Figure 63 shows the EDS results carried out on the fatigue crack in the sample
tested in vacuum. From Figure 63, it can be observed that crack surface or material surface
does not show oxidation. Due to the absence of oxidation, the number of fatigue cycles for
initiation and propagation of cracks is found to be higher in vacuum tested sample when
compared with those of air tested samples. During the high temperature testing in air
environment, oxidation drives the initiation and propagation of cracks resulting in lower
number of fatigue cycles. Even though the sample is tested for higher number of fatigue
cycles under vacuum, crack lengths observed are found to be lower in length (0.3 mm and
0.12 mm) when compared to the air tested samples. For example, compared to the overall
crack length of the largest crack,(1.16 mm) in one of the air tested samples, the crack length
in the vacuum tested sample is found to be lower (0.3 mm). It is mentioned that the
comparative trends between high temperature fatigue cycled samples in air and vacuum
environment cannot be associated with statistical significance due to disparity in the number
of vacuum samples. Moreover, the crack width of the 0.3 mm surface fatigue crack in

vacuum tested sample is found to be 0.60 pm only.

Figure 62: Micrograph of Fatigue crack in a
sample tested under vacuum at 650°C
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Figure 63: EDS analysis of fatigue crack generated in vacuum tested sample

5.1.3. NDT inspection of fatigue cracks

5.1.3.1 FLPT
5.1.3.1.1 Room temperature cracks

Table 4 shows the HIT/MISS defect indications obtained from inspection using FLPT
technique. In Table 4, the HIT (defect detected) indications are represented with “H” whereas
the MISS (defect undetected) indications are represented with “M”. From Table 4, it can be
observed that the total numbers of fatigue cracks detected are 13. In addition, the minimum
crack size detected and the largest crack size missed by FLPT are 0.48 mm and 0.61 mm,
respectively. This can be unrealistic in nature as the crack sizes larger than the minimum
detectable crack size are found to be missed. Disparity in detectability of missing fatigue
cracks can be attributed to their narrow widths (of less than 1pm) inspite of longer cracks
[16]. Further, the HIT/MISS POD data obtained using FLPT is processed using log-odds

distribution function for plotting the POD curves and hence the agg9s value.

Table 4: Crack Dimensions along with FLPT HIT/MISS indications.

Side 1 Side 2
ID FLPT FLPT
L, mm | W, um L, mm | W, um

S2 | 0.61 1.1 H 1.59 1.65 H

S3 No Crack - 0.31 0.68 M
S4 No Crack - 0.24 0.76 M
S5 0.75 1.32 H 0.13 0.66 M
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S6 | 0.65 2.65 H 1.66 3.17 H
S7 | 1.57 1.79 H No Crack -
S8 | 0.48 1.38 H 0.14 0.77 M
S9 | 0.31 0.64 M 0.17 0.51 M
S10 | 0.46 0.47 M 0.09 - M
S12 | 0.43 0.41 M 0.61 0.53 M
S13| 0.12 0.44 M 0.35 - M
S14 No Crack - 1.2 1.69 H
S15| 0.26 0.68 M 0.57 2.28 H
S17| 0.39 0.46 M 0.26 0.92 M

S18 | 0.48 0.55 M 0.61 0.99 H

S19| 1.15 0.99 H 1.61 1.65 H

S21 | 0.53 0.2 M 1.04 | 1.13 H

Details on number of flaws at a site for applying different HIT/MISS POD approaches

As there are multiple cracks at a notch on many of the samples, the FLPT inspection
data on room temperature samples is further processed with maximum flaw size approach
and sum of flaw size approaches. This data is segregated according to the number of
inspection sites, the number of flaws at a site and the corresponding flaw sizes along with
FLPT inspection data. This data consists of 40 inspection sites and with a total of 52 fatigue
cracks. The sizes of these fatigue cracks ranges from 0.1 mm to 1.66 mm. Out of the 40
inspection sites, 17 of them contain multiple fatigue cracks. For easy understanding, few of
the segregated data is shown in Table 5. From Table 5, it can be observed that the maximum
number of multiple fatigue cracks at a site is found to be 4 for site number 27. In addition,
Table 5 also provides the FLPT inspection data in the form of H and M corresponding to HIT
and MISS, respectively. As discussed in the experimental procedure (Section 3.6.1.1), the

92



FLPT HIT/MISS indications are segregated according to the three approaches and

corresponding HIT and MISS indications are assigned for each individual flaw at a site.

Table 5: Details of inspection site number, number of flaws at a site and the corresponding
flaw sizes along with FLPT indications.

Site No. | Number of Flaw Sizes, mm FLPT
flaws at a site
1 3 0.09, 0.61, 0.61 H
2 1 1.59 H
3 1 0.68 M
5 1 0.75 M
7 2 0.65,0.19 M
16 3 0.43,0.11, 0.09 M
23 3 0.12,0.39, 0.09 M
27 4 0.22,0.19,0.22, 1.15 H
30 2 0.47,1.04 H
35 2 0.38,0.30 M
40 1 1.78 H

5.1.3.1.2. High temperature cracks
Figure 64 shows the results observed from FLPT. From Figure 64, it can be observed

that no crack is detected. Even though the crack lengths range from 0.01 mm to 1.16 mm and
the crack widths range from 0.35 um to 3.38 um, none of the 69 cracks (among the 10
samples) are detected using FLPT. As discussed in the FLPT inspection of room temperature
cracks, FLPT can detect fatigue cracks with average widths greater than 1 um [16]. However,
in the current study, fatigue cracks even with average widths greater than 1 pum (i.e., crack
widths up to 3.38 pm) are not detected. Unlike the fatigue cracks generated under room
temperature conditions, fatigue cracks generated at high temperature conditions in air
environment are fully oxidized. Therefore, the crack openings are filled with oxides and thus
restricting the capillary action of the penetrant to penetrate in to the defect, resulting in
missing the detection of cracks. In general, FLPT occupies a predominant role in aero-
industry for inspecting large number of turbine discs and blades. Absence of defect
indications on oxidized fatigue cracks in those components using FLPT technique is

misleading and could lead to catastrophic situations if the results are taken at their face value.
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The FLPT of vacuum tested sample also could not detect the cracks (non-oxidized cracks) as
the FLPT is not sensitive in detecting cracks with widths or openings below ~1 um (i.e.,

width of fatigue crack in vacuum sample is 0.60 pm).

Figure 64: FLPT results
captured under UV light in
dark room

5.1.3.2. ECT inspection

5.1.3.2.1. ECT inspection of EDM notches
As discussed in the experimental procedure, EDM notches of different depths have

been used for calibration of ECT before carrying out the actual inspection of fatigue cracks.
Figures 65(a) and (b) show the ECT set up used for inspection of the calibration sample with
EDM notches and its impedance plane response, respectively. Figure 66 shows the plot
between the ECT signal amplitude and the EDM notch depth. From Figure 66, it can be
observed that the ECT signal amplitude linearly increases with an increase in the EDM notch
depth. Figure 66 also shows the data with linear regression fit equation as shown in Equation
15 and the correlation coefficient (adj.R?) value of 97%. Using the parameters fixed for the

calibration sample, the actual fatigue cracks generated in the current study are inspected.
ECT amplitude = 0.5201 + 12.07*(EDM notch depth) (15)

Either in the fatigue cracks generated under room temperature or high temperature
fatigue testing conditions, samples are not sectioned for measuring the depth of the fatigue
cracks generated. Therefore, Equation 15 is used further to estimate equivalent crack depths
in both room temperature fatigue cracks and high temperature fatigue cracks. The rationale in

using Equation 15 for estimating equivalent crack depth will be discussed in Section
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5.1.3.2.2. ECT signal amplitude obtained for room temperature and high temperature fatigue

cracks is used to obtain equivalent crack depth from Equation 15.

OLYMPUS

oLymPUS
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&—+—Pencil Probe )
<€—Calibration Sample

Figure 65: (a) ECT setup for inspection of calibration sample (b) Impedance plane of
the EDM notches in calibration sample.
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Figure 66: Linear regression of ECT
amplitude data vs. EDM notch depth sizes

5.1.3.2.2. ECT Inspection of high temperature fatigue cracks
After calibrating the ECT inspection procedure using EDM notches, the high

temperature fatigue cracks or oxidized fatigue cracks have been inspected using ECT. Figures
67(a) and (b) show the ECT impedance plane containing the eddy current signal obtained
from inspection of EDM notch of size 1 mm and high temperature oxidized fatigue crack also
with size of Imm. From Figure 67, it can be observed that the ECT signal amplitude is higher
for EDM notch than for an oxidized fatigue crack. In addition, it can also be observed that the
ECT signal from high temperature crack is not as intense as the signal obtained from the
EDM notch. This is attributed to the higher signal amplitude from EDM notch (larger crack
volume due to the wider gap between the faces) compared to that of oxide cracks [17]. Even

though multiple cracks are found at each of the notch locations in all the samples, considering
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the contribution of all these crack indications at a particular site on the ECT signature, the
crack length at a site is considered to be the sum of the lengths of all the cracks at that site.
Burke [18] has demonstrated the applicability of swept frequency based methods for
estimating crack depths using ECT. However, due to the lack of custom made air-cored coils
for knowing precise coil geometry of the probe along with eddy current mathematical models
for predicting the electromagnetic-flaw interactions, procedure adopted by Burke is not
adopted in the current study. In addition, these swept frequency based methods are only good
enough for estimating larger crack depths i.e., > 2 mm and has a tendency of underestimating
crack depths below 2 mm [18]. Hence, equivalent crack depths are deduced from the ECT
signal amplitude recorded at a particular inspection site by using the regression equation

shown in Equation 15.
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Figure 67: ECT impedance map 1 mm size defect (a) EDM notch (b) oxidized fatigue
crack

Table 6 show the ECT HIT/MISS and signal response data of all the samples along
with the average crack width, cumulative surface crack length and equivalent crack depth at
each side of all high temperature tested samples. During the inspection of the samples, if any
crack indication is observed in the ECT impedance plane, then it is considered as a HIT
(defect detected) and the corresponding amplitude from the inspection site or notch location
is noted. Otherwise, the response from the notch location is recorded as a MISS indication as
shown in Table 6. In Table 6, ‘H’ indicates a HIT (defect detected) and ‘M’ indicated a MISS
(defect not detected). From Table 6, it can be observed that, out of the 10 samples with cracks
on both sides, i.e, 20 notch locations which are inspected using ECT, cracks at only 15 notch
locations have been detected with ECT signals and hence, indicated with H (defect detected)
and the remaining 5 notch locations are indicated with M (defect not detected). The range of
cumulative surface crack length of oxidized fatigue cracks that are detected using ECT
technique is from 0.27 to 1.16 mm whereas, the range of the surface crack length missed or

undetected is from 0.11 mm to 0.37 mm. Hence, it can be understood that, among the
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detected oxidized fatigue cracks, the smallest surface crack length detected is 0.27 mm
whereas, the largest surface crack length missed by ECT is 0.37 mm. In addition, it can also
be observed that the fatigue crack of length of 0.42 mm in the sample tested in vacuum is also
not detected by the ECT inspection. However, the smallest crack length detected by the ECT
inspection of high temperature cracks is 0.27 mm. Even though the crack length (0.42 mm) is
larger in the sample tested in vacuum compared to that of crack length (0.27 mm) in high
temperature air tested sample cracks, fatigue crack in vacuum sample is not detected by ECT
inspection. This is due to the lower crack width (0.60 um) of the fatigue crack in the sample
tested in vacuum compared to that of the crack width (0.72 pum) of fatigue crack in high
temperature air tested sample (from Table 6).

In addition, Table 6 also shows the ECT signal amplitude data of the corresponding
‘H’ indicated notch locations or sites. It can also be observed that ECT inspection did not
detect fatigue cracks in the sample tested in vacuum. POD curve for ECT is usually plotted
for depth [19]. However, as mentioned earlier, samples are not sectioned to measure crack
depth. Hence, the POD curve considering ECT amplitude vs. depth could not have been
plotted. As the ECT signal amplitude is a function of the crack volume which would affect
the eddy currents, wider/deeper cracks would yield more signal amplitude (Figure 67) [19].
Comparing the ECT signal response from EDM notch and oxidized fatigue crack, (Figure
67), it can be observed that the response from the oxidized fatigue crack is found to be lesser
indicating the effect of oxidation. This can also indicate that the effective crack volume in the
case of high temperature fatigue cracks is lower compared to that of EDM notches. Hence,
estimating the equivalent crack depths of oxidized fatigue cracks deduced from the ECT
response of EDM notch depth as shown in Equation 15 would not result in error. Therefore,
equivalent crack depths of the oxidized fatigue cracks are estimated by using the regression
equation as shown in Equation 15.1t is found that the range of equivalent crack depth sizes
are from 0.07 mm to 0.57 mm. Figure 68 shows the goodness of fit test results along with
histogram of log-normally distributed equivalent fatigue crack depths. From Figure 68, it can
be observed that the crack sizes are log-normally distributed as the P- value (0.698) is found
to be higher and the corresponding Anderson-Darling (AD) value (0.249) is lower compared
to the all other 2-parameter distributions [2]. From Figure 68, it can be observed that the
equivalent crack depth sizes also follow lognormal distribution. As the crack length
(measured) is found to be lognormal in nature (Figure 53), it is imperative that crack depths
also follow lognormal distribution as generally, it is assumed that, for a constant aspect ratio,

longer and wider the cracks, deeper they are.
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Table 6: ECT signal response data of all high temperature tested samples

Average | Cumulative | Equivalent ECT Response
Sample ID crack crack crack :
width, pm | length, mm | depth, mm HIT/ | Amplitude,
MISS volt
Samole 1 side 1 0.56 0.24 - M -
P side 2 0.35 0.37 - M -
Sample 2 side 1 3.38 1.16 0.57 H 7.368
P side 2 3.09 0.65 0.45 H 5.980
Sample 3 side 1 0.54 0.27 0.07 H 1.410
P side 2 115 0.45 0.33 H 4510
Samole 5 side 1 1.64 0.64 0.16 H 2.406
P side 2 1.13 0.42 0.22 H 3.132
Samole 6 side 1 - 0.11 - M -
p side 2 1.16 0.63 0.24 H 3.379
Sample 9 side 1 2.59 1.10 0.38 H 5.134
p side 2 2.09 0.97 0.32 H 4.400
side 1 - 0.14 - M -
S le 10
ampie ¥ side 2 136 0.29 0.23 H 3322
Sample 11 side 1 0.73 0.69 0.40 H 5.335
p side 2 0.60 0.84 0.21 H 2.997
Samole 12 side 1 1.94 0.39 0.25 H 3.484
P side 2 2.66 0.62 0.32 H 4411
side 1 - 0.23 - M -
S le 13
ampie 12 side 2 3.12 0.56 0.26 H 3.682
Sample side 1 No crack - -
tested in .
vacuum side 2 0.60 0.42 - M -
G ess of Fit Test Histogram with lognormal distribution fit
(@) (b)s T3
Distribution AD P IRT P Scale 0.4891
Normal 0.403 0.312 5 N 15
Lognormal 0.249 0.698
3-Parameter Lognormal 0.191 * 0.139
Exponential 2.504 <0.003 E‘ &
2-Parameter Exponential 1.69%1 <0.010 0.010 g
Weibull 0.223 0.250 g3
3-Parameter Weibull 0.224 >0.500 0.812 |f &
Smallest Extreme Value 0.6806 0.100 2
Largest Extreme Value 0.234 >0.250
Gamma 0.247 >0.250 1
3-Parameter Gamma 0.847 * 1.000
Logistic 0.218 0.250 ,, - "
Loglogistic 0.240 >0.250 s T TS T
3-Parameter Loglogistic 0.176 * 0.327 Equivalent crack depth, mm

Figure 68: Histogram of equivalent

distribution fit.

crack depth sizes along with log-normal
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5.1.3.2.3. ECT inspection of room temperature fatigue cracks
Further, similar to the ECT inspection of high temperature fatigue cracks or oxidized

fatigue cracks, ECT inspection of room temperature fatigue cracks or non-oxidized fatigue
cracks generated is also carried out. Hence, both HIT/MISS and ECT amplitude responses are
recorded for all the samples. Table 7 show the ECT HIT/MISS and signal response data of all
the samples along with the average crack width, cumulative surface crack length and
equivalent crack depth at each side of all room temperature tested samples. From Table 7, it
can be observed that, out of the 30 notch locations inspected using ECT, defects are detected
only at 22 notch locations and hence, indicated with H (defect detected). The remaining 8
notch locations are indicated with M (defect not detected). From Table 7, the range in
cumulative surface crack lengths of non-oxidized or room temperature fatigue cracks
detected using ECT inspection are 0.14 to 1.95 mm and that of missed or undetected are 0.09
mm to 0.72 mm. This can be unrealistic as the maximum surface crack length (0.72 mm)
missed in room temperature crack is higher than that of missed high temperature cracks (0.37
mm). In order to understand the reason for this observation, i.e. missing 0.72 mm length
crack, the actual number of cracks at a particular location in one of the room temperature
tested samples (sample 12 side 2) is considered. Two cracks with lengths of 0.61 mm and
0.11 mm are found in side 2 of sample 2 and hence, the cumulative surface crack length of
0.72 mm is observed. In addition, the average crack width of the largest among the 2 cracks
i.e., 0.61 mm is found to be 0.53 um (from Table 7). In order to understand the importance of
average crack width on ECT detectability, similar cumulative surface crack lengths (0.69
mm) from sample 11 side 1 in high temperature cracks is used for comparison. This
cumulative crack length of 0.69 mm is due to two high temperature cracks of lengths 0.47
mm and 0.22 mm. The average crack width of the largest (0.47 mm) among the two cracks in
high temperature tested sample (sample 11 side 1) is 0.73 um, as shown in Table 6. Hence, it
can be clearly understood that even though the crack length (0.47 mm) in high temperature
tested sample is less than (0.61 mm) the crack length in the room temperature tested sample,
the average crack width for high temperature tested cracks (width of 0.73 um for 0.47 mm
crack) is higher compared to the crack width for room temperature cracks (width of 0.53 pm
for 0.61 mm crack). From Table 7, it can also be observed that the range of average crack
widths of room temperature or non-oxidized cracks is 0.40 um to 3.17 pm. These minimum
and maximum average crack widths correspond to surface crack lengths of dimensions 0.53
mm and 1.66 mm, respectively. However, the minimum and maximum of crack widths for

high temperature or oxidized cracks is reported to be 0.35 um to 3.38 um corresponding to
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surface crack lengths of 0.18 mm and 1.11 mm, respectively. Hence, it can be clearly
observed that the average crack width is lower in room temperature cracks compared to that
of high temperature cracks. Further, after removal of load, in addition to the crack surfaces to
be under compression, there lies a probability for the crack surfaces to touch each other
resulting in the closure of the crack. This leads to the electrical contact between the crack
faces of a tight crack and will effectively short circuit the eddy-current flow generally leading
to a smaller response from a crack compared to an EDM notch of wider gap between the
faces [18]. In addition, the electrical conductivity of oxide (for example Nickel oxide=1.3 *
10”-5 mho/cm (i.e., 130 S/m)) is lower compared to the electrical conductivity of pure nickel
(1.43 * 10~7 S/m) [20]. From these electrical conductivity values, it can be clearly
understood that the oxides in the crack surfaces are highly insulating in nature. This would
result in reduced or lack of impedance mismatch and hence, resulting in the miss indication
by the technique for room temperature cracks. However, in the case of ECT inspection of
high temperature cracks or oxidized fatigue cracks, dislodged oxide film acts as wedge and
thus assists in maintaining higher crack width leading to the prevention of crack surfaces
from touching each other [18].

In addition, Table 7 also shows the ECT signal amplitude data of the corresponding
‘H’ indicated notch locations. It is also observed that the ECT signal amplitude from room
temperature cracks is lesser than that of EDM notch depth of similar length as shown in
Figure 69. From Figure 69, it can also be observed that the ECT signal amplitude of room
temperature fatigue crack is further lesser than that of high temperature crack. Fahr et al has
observed that EDM slots generally produced larger magnitude eddy current signals (~20%
higher) compared to service-induced cracks. Similarly, compared to laboratory-grown fatigue
cracks, magnitudes of EDM slots were found to be 30-40% higher. The higher signal
amplitude in EDM notches is attributed to the wider gap between the two faces which
provides a higher electrical insulation. Similarly, the oxide layer often present in real cracks
act as an insulator resulting in a larger magnitude eddy current signal as compared to the
laboratory grown cracks. Similar result of higher ECT amplitudes for EDM notches and

service cracks than that of laboratory cracks is shown by A.Fahr et.al [17].
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Figure 69: ECT impedance map 1 mm size defect (a) EDM notch (b) oxidized or high
temperature fatigue cracks and (c) non-oxidized or room temperature fatigue crack.

Similar to the calculation of the equivalent crack depth sizes from oxidized cracks,
equivalent crack depths of the non-oxidized or room temperature fatigue cracks is estimated
using Equation 15. It is found that equivalent crack depth ranges from 0.12 mm to 0.77 mm.
Figure 70 shows the goodness of fit test results along with histogram of log-normally
distributed equivalent fatigue crack depths for room temperature fatigue cracks. As the P-
value (0.507) is found to be higher and the corresponding Anderson-Darling (AD) value
(0.323) is lower compared to the all other 2-parameter distributions [2], it can be observed
that the crack sizes are log-normally distributed (Figure 70). From Figure 70, similar to
Figure 68, it can be observed that the equivalent crack depths also follow lognormal

distribution.

Table 7: ECT signal response data of all room temperature tested samples

Average cumulative | Equivalent ECT Response
Sample ID crack crack crack HIT/ | Amplitude,
width, pm | length, mm | depth, mm | MISS volt
Sample 2 side 1 1.10 1.31 0.29 H 4.034
side 2 1.65 1.59 0.52 H 6.839
Sample 3 side 1 No crack - -
side 2 0.68 0.31 0.36 H 4.871
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Sample 4 side 1 No crack - -
p side 2 0.76 0.24 0.32 H 4.345
Sample 5 side 1 1.32 0.75 0.24 H 3.412
P side2 | 0.66 0.13 i M i
Sample 6 side 1 2.65 0.84 0.32 H 4.413
p side 2 3.17 1.66 0.77 H 9.807
Sample 7 side 1 1.79 1.57 0.73 H 9.376
p side 2 No crack - -
Sample 8 side 1 1.38 0.65 0.32 H 4.395
p side 2 0.77 0.14 0.23 H 3.256
Sample 9 side 1 0.64 0.31 - M -
P side2 | 0.51 0.17 - M :
Sample 10 side 1 0.47 0.46 0.57 H 7.376
P side 2 - 0.09 - M i
Sample 12 side 1 0.41 0.63 0.66 H 8.434
P side2 | 0.53 0.72 - M ;
side 1 0.44 0.12 - M -
Sample 13 =4 4e7 - 0.53 - M -
side 1 No crack - -
Sample 14 =107 1.69 1.20 0.48 H 6.333
Sample 15 side 1 0.68 0.26 0.27 H 3.777
P side2 | 228 0.57 0.37 H 4.924
Sample 17 side 1 0.46 0.60 0.12 H 1.950
P side2 | 0.92 0.26 ; M :
Sample 18 side 1 0.55 0.87 0.32 H 4.364
P side2 | 0.99 0.77 0.46 H 6.035
Sample 19 side 1 0.99 1.78 0.40 H 5.232
p side 2 1.65 1.95 0.63 H 8.074
Sample 21 side 1 0.40 1.10 0.39 H 5.199
p side 2 1.13 1.51 0.33 H 4.495
G(c;lojiness of Fit Test (b)7 Histogram with lognormal t::listrif)»u[?conlofg598 _
Distribution AD P IRT P Scale 0.4367
Normal 0.621 0.092 - N 2
Lognormal 0.323 0.507
3-Parameter Lognormal 0.333 * 0.380 5
Exponential 3.793 <0.003 E‘
2-Parameter Exponential 2.196 <0.01C 0.000 g 4
Weibull 0.491 0.215 Z
3-Parameter Weibull 0.397 0.3%0 0.378 E 3
Smallest Extreme Value 1.100 <0.010
Largest Extreme Value  0.299 >0.250 2
Gamma 0.339 >0.250 .
3-Parameter Gamma 0.573 * 1.000
Legistic 0.576 0.090 0 Il | | —
Loglogistic 0.286 >0.250 -0.0 0.2 0.4 0.6 0.8 1.0
3-Parameter Loglogistic 0.299 * 0.779 Equivalent crack depth, mm

Figure 70: Histogram with lognormal distribution fit of equivalent crack depths of
room temperature fatigue cracks
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5.2. Part II-NDT response data generation using model based POD procedures

3.2.1 Validation of mathematical model
In order to validate the FEM model, ratio of successive peak to peak amplitudes and

time of flight between successive backwall echoes are calculated for model based A-scan
signal and compared with that of the experimentally obtained. From Table 8, it can be
observed that for both experimentally obtained and 2D-axisymmetry model, ratios of peak to
peak amplitude are approximately similar between 2™ & 3 (1.66) and 3" & 4™ (1.69) back
walls. However, the ratio of peak to peak amplitude between 1% & 2" back wall echoes are
completely different for both experimental signal (2.87) as well as the model generated signal
(1.26). This major difference in ratio of peak to peak amplitudes can be attributed to the
insertion losses [21, 22]. From Table 8, it can also be observed that the time of flight between
successive back wall echoes for both experimental and numerically obtained A-scan signals
are approximately similar. Hence, the 2D-axisymmetry model is considered to be validated

and utilized for further simulations in predicting the ultrasonic response from defect.

Table 8: Peak to peak amplitudes of successive back wall echoes and the corresponding time
difference and amplitude ratios of both experimental and modeling A-scan signals.

Total Amplitude of Time Difference, At Amplitude ratio

Back back wall echo (ps)
wall :
Experiment, | Model, Experiment | Model | Experiment | Model
volt mm
I 170.2 1.5E-06
II 59.4 1.2E-06 6.45 6.20 2.86 1.26
111 35.60 7E-07 6.80 6.50 1.66 1.67
v 21.01 4E-07 6.40 6.30 1.69 1.74

5.2.2 Generation of NDT response data from physics based numerical model
The validated FEM model for ultrasonic inspection is parameterized with random

crack sizes generated using lognormal distribution. From the numerically obtained A-scans,
automatic defect echo identification has been carried out by applying a Hilbert transform to
the signal in Matlab program. The actual FBH sizes are considered as 'a' whereas the
ultrasonic signal amplitude from the defect echo is considered as 'd'. Similar to the
experimental procedure adopted for generating A-scan signal from a 0.5 mm FBH, the defect
echo response in modeling is also set to 25 % full screen height (FSH) and the defect echo

amplitudes of the remaining defects have been scaled assuming vertical linearity. Table 9

103



shows the some of the NDT response data generated using the validated ultrasonic numerical

model.

Table 9: Representative NDT Response data generated using physics based numerical model

Flaw
Size, a 036 | 042 | 0.54 0.55 0.64 0.81 0.96 1.00 1.27
(mm)

Signal
Response, | 14.77 | 19.55 | 27.93 | 28.70 | 36.56 | 55.59 | 75.56 | 81.62 | 130.33
a, %FSH

5.3. Part III - Statistical analysis of NDT response data

Detailed statistical analysis of the NDT response data obtained using both experimental
and model based POD procedures is discussed in this section. This section provides the
detailed statistical analysis for both a vs. a and HIT/MISS type NDT data. In this study, as the
model based POD procedures yield quantitative ultrasonic NDT response data, 4 vs. a POD
statistical procedure is applied for plotting model based POD curves. However, as the
experimental based NDT response data obtained is both qualitative and quantitative (in case
of ECT inspection) in nature, d vs. a and HIT/MISS statistical procedures are applied for

generating experimental POD curves.

5.3.1. Statistical analysis for d vs. a data

53.3.1.1. POD using model based NDT data
Statistical analysis of data for POD curve generation involves in estimation of best

linear fit between a vs. a. Subsequently, the best linear fit data is used for regression with
censored data. From the censored regression, all the regression parameters are estimated
using Maximum Likelihood Estimators (MLE) method. Further, the parameters of the parent
distribution were calculated and the corresponding Cumulative Distribution Function (CDF)
is plotted resulting in the POD curve. For the POD curve, 95 % lower confidence curve is
also plotted so as to estimate the exact reliability of the NDT system by considering the crack

size with 90% probability and 95% confidence limit (ag9s) value.

5.3.1.1.1. Estimation of best linear fit between d vs. a
From Figure 71(a-d), it is observed that In(a) vs. In(a) data achieved the best linear fit

as the R? value of In(d) vs. In(a) is 99.7% whereas for the a vs. a, 4 vs. In(a) and In(8) vs. a
plots the R? values are 97.5%, 88.9% and 98.4%, respectively. Hence, 'In(a) vs. In(a)' is

considered as the best fit for regression analysis. As mentioned above, MLE is considered
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with censored data to perform regression analysis. Censoring of the data is performed in
Minitab statistical software using "Regression with Life Data" condition such that signal
amplitudes of less than 25 % FSH are left censored and greater than 80% FSH are right
censored i.e. Signal assumed to be saturated. Table 10 shows a vs. a data for 9 out of 40
cracks for illustration purpose. From Table 10, it can be observed that the crack sizes 0.36
mm and 0.42 mm are left censored and 1.00 mm and 1.27 mm are right censored as the signal
amplitudes are less than 25% FSH and greater than 80% FSH, respectively. ‘L’ is indicated
for the left censored data and ‘R’ is indicated for right censored data in Table 10.

Table 10: a vs. a data along with left censoring (L) and right censoring (R)
a 036 | 042 | 0.54 0.55 0.64 0.81 0.96 1.00 1.27
a 14.77 | 19.55| 27.93 | 28.70 | 36.56 | 55.59 | 75.56 | 81.62 | 130.33

Censor L L 2793 | 28.70 | 36.56 | 55.59 75.56 R R
150 5.0
(a) (b) .
125 *
> 4.5
100 s
a
o 75 & 4.0
S =
(1]
50 E’ 35
25
* S 3.0
0 Regression fit, acap = 82.64 + 94.54 loga Regression fit, log(acap) = 4,398 + 1.743 loga
R-5q = 88.9% . R-Sq = 99.7%
2.5
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 -1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4
loga loga
140 |
5.0
L]
©),, (d)
100 &
a
@ @ T 40
o ©
o —
o 60 o
0O 35
40
200 Regression fit, acap = - 44.79 + 1284 a 3.0 Regressicn fit, log(acap) = 2.146 + 2.246 a
R-50 = 97.5% R-5q = 98.4%
0 L]
0.4 0.6 0.8 1.0 1.2 14 0.4 0.6 0.8 1.0 1.2 14
a a

Figure 71: Linear regression of (a) 4 vs. In(a) (b) In(a) vs. In(a) (¢) & vs. a and (d) In(d) vs. a

5.3.1.1.2. Regression with censoring data
Regression of the In(2) vs. In(a) data has to be performed with censoring option in

order to calculate the mean and standard deviation and further to generate the POD curve.
This regression of the censoring data is performed using “Regression with life data” option

available in Minitab 17 statistical software. Figure 72 shows the result of the regression

105



performed between In(a) and In(a). From Figure 72, it can be observed that two left censored
values (below 25 % FSH) and 10 right censored values (above 80 % FSH) exists in the data
for 40 different crack sizes. Also from Figure 72, the coefficient of intercept also called as
intercept and coefficient of In(a) value (slope) of the regression line are obtained. Using these
regression parameters (intercept and slope), mean and standard deviation are calculated
according to Equation 8 and Equation 9, respectively. With these mean and standard
deviation, the CDF of In(a) is plotted. Further, the 95 % confidence curve is also plotted by

estimating the 95 % confidence limits of the mean value using Equation 6.

Regression with Life Data: logacapl versus loga
Response Variable Start: logacapl End: logacapR

Censoring Informaticn Count

Uncensored value 28
Right censcred value 10
Left censcred value 2

Estimation Method: Maximum Likelihood
Distribution: Lognermal

Relaticnship with accelerating wvariable(s): Linear

Regression Table

Standard 95.0% Normal CI
redicter Coef Error Z B Lower Upper
Intercept 4.41655 0.0052339 843.83 0.000 4.40629 4.42680
loga 1.82565 0.0151756 120.30 0.000 1.79591 1.85540
Scale 0.0190349 0.0026698 0.0144598 0.0250576

Log-Likelihoed = -41.718

Figure 72: Regression Table

Figure 73(a) shows the CDF of In(a), which is actually the POD vs. In(a) curve of 40
lognormally distributed FBH sizes. In Figure 73, the blue curve represents the POD curve
whereas the red curve represents the 95 % LCL (Lower Confidence Limit) curve. From
Figure 73, it can be observed that the agys value is the intersection point on the 95 % Lower
Confidence Curve (LCL) curve at 90 % POD value. In addition, it can also be observed that
the In(a)ggs95 value is -0.223, and the exponential of -0.223 results in agggs value is 0.80 mm.
Moreover, as the mean and standard deviation of the normal distribution is exactly equal to
the location and scale of the lognormal distribution [2], the CDF of flaw sizes (a) is also
plotted with the same mean and standard deviation values of In(a). Figure 73(b) shows the
plot of POD vs. ‘a’ of 40 lognormally distributed FBH sizes. From Figure 73(b), it can be

observed that, the agg9s value (0.80 mm) is exactly equal to the agys value obtained from the
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POD vs. In(a) curve (Figure 73(a)). Apart from aggs value, the asy (flaw size with 50%
probability of detection) and ag (flaw size with 90% probability of detection) values are also
found to be 0.5 mm and 0.73 mm, respectively. In addition, it can also be noted that the as
value which is equal to 0.5 mm corresponds to the assumed decision threshold (84 = 25%
FSH). As per the MIL-HDBK 1823A [19], the validity of the POD curve plotted can be
ascertained when the observed asy value equals to the flaw size corresponding to the assumed
decision threshold (44ec) level selected for censoring. As the two values i.e., flaw size (0.5
mm) corresponding to the decision threshold (44ec) and asop value match in this study, it can be

concluded that the plotted POD curve is correct.

1.0 1 1
(a) (b)'© | |
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In(flaw size) Flaw Size (a), mm

Figure 73: (a)POD vs. In(a) for 40 lognormally distributed crack sizes indicating agg9s =
0.80 mm (b) POD vs. flaw size (a) indicating aso, agy and agges as 0.5 mm, 0.73 mm and
0.80 mm, respectively.

In order to understand the complexity related to selecting regression equation between
natural logarithms of 4 and a or between logarithm to the base 10 of 4 and a, POD curves are
also plotted using regression parameters obtained from log;o(a ) vs. logjo(a) in addition to that
of obtained from ‘natural log of &’ vs. ‘a’ (mentioned in previous discussion). Irrespective of
the regression combination, the procedure adapted to plot POD curves is maintained constant.
Figure 74 (a) shows the POD vs. logjo(a). From Figure 74(a), the logio(a)eos value and its
antilog (logjo(a)) values are found to be -0.08 and 0.83, respectively. This aggs value is
approximately equal to agys value obtained above (Figure 73). Further, using mean and
standard deviation obtained from regression, the CDF of flaw size, ‘a’ is also plotted. Figure
74(b) shows the POD vs. ‘a’ curve obtained from the mean and standard deviation of log;o(a)
vs. logjo(a) regression. From Figure 74(b), it can be clearly observed that, the aggs (0.91
mm) value obtained is different from the agys value obtained in Figure 74(a). Moreover, in

this case, the observed asy value (0.74 mm) is also not equal to the flaw size (0.5 mm)
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corresponding to the 44e.. Due to this reason, regression between natural In( d) vs. In(a) is

considered for all analysis .
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Figure 74: (a) POD vs. logjo(a) plot for 40 lognormally distributed crack sizes indicating
ag0/95 = 0.83 mm and (b) POD vs. flaw size plot indicating aso, ago and aggs as 0.74 mm,
0.88 mm and 0.91 mm, respectively.
Similar procedure of plotting POD curves is adopted for 50, 100, 200, 300 and 500
cracks and the resulting POD curves for 50 and 500 cracks are shown in Figure 75 (a & b).
Table 11 shows the number of censored and uncensored data for different number of defect
sizes. In Table 11, the numbers of left censored and right censored data are defects with
signal response less than 25 %FSH and greater than 80 %FSH, respectively. In addition from
Table 11, it can be observed that the number of uncensored data is atleast 70 % of the total
number of defects considered. Table 12 shows the agg95 values of 50, 100, 200 and 300 cracks
for a4ec = 25 % FSH. From Figure 75 (a & b), it can be observed that agys obtained is 0.79
mm and 0.72 mm for 50 and 500 cracks, respectively. It can be observed that the agg9s value
reduced with an increase in number of cracks from 50 to 500. A similar result of reduction in
ag/95 values with an increase in the number of crack sizes has been observed by Annis et al.
[23]. In their study, Annis et al. [23] have concluded that aggs value improved with an
increase in the number of crack sizes from 30-60 and further saturated with an increase in
number of crack sizes up to 120. This has been attributed to the enhancement in the
confidence on the data and thereby reducing the confidence bound width in the POD curve.
Due to this reason, the lower confidence curve will shift to the left with an increase in the
number of crack sizes and thus reducing a5 value. Moreover, it can be also observed that
(Figure 75 (b)), the density of crack sizes in the transition zone of the POD curve increased
with an increase in the number of crack sizes. In addition from Table 12, it can also be
observed that the agg9s value is found to be 0.73 mm and 0.72 mm for 300 and 500 FBH

sizes, respectively. Hence, it can be noted that the ag9s value gets saturated at 0.7 mm when
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the number of defects are high. Therefore, enhancement in agys value is mainly attributed to
reduction in confidence bound width and saturation of transition zone with the increase in

number of cracks sizes.

Table 11: Number of censored and uncensored data with respect to the number of defect sizes

Left Right
Ngz}zzs()f Censored Censored Uncensored
(<25 %FSH) | (>80 %FSH)
40 2 10 28
50 4 8 38
100 12 14 74
200 26 37 137
300 24 57 219
500 50 80 370
(a) 10 i (b)1.0 ! - um n
0.9k oo - — )
a e w ' T
= 06 E = 06
3 | 5
= 04 ' & 04
0.2 0.2
M ! !
o 290/95 = 079 Ty R90/95 = 0.72
0.50 075 1.00 125 150 0.0 0.5 1.0 15 2.0

Flaw Size (a), mm Flaw Size (a), mm

Figure 75: POD vs. flaw size plots for (a) 50 and (b) 500 lognormally distributed
crack sizes indicating aggs values as 0.79 and 0.72 mm, respectively.

5.3.1.1.3. Effect of dge. (decision threshold) on ags values
In general, the decision threshold for processing a vs. a data for POD analysis usually

depends on the signal noise level or the false call rate [24]. The signal noise levels are usually
separated out by setting up the inspection threshold limit below which the NDT system
cannot identify any response from the defect. Decision threshold is the one above/below
which a crack/defect is considered to be detected/undetected and it completely depends on
the false call rate. The decision threshold values should be higher if the false call rate is
higher and vice-versa. Decision threshold is always greater than or equal to inspection
threshold. Decision thresholds cannot be transferable between the different NDT systems due
to differences in the probes, equipment type, etc. [24]. However, in the current study, as the
noise/false call rate can be clearly differentiated from the signal response from the defect,

results shown in Section 5.3.1.1.2 are plotted with the decision threshold selected as 25 %
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FSH. It has to be noted that, if the decision threshold values are modified the corresponding
variations in the agg9s values can be observed. Further if the aggs values are modified, the
detectability of the NDT system will also be varied. Hence, in the current study in order to
study the effect of a4ec ON agys5 values, two more decision threshold levels such as 35 % FSH
and 45 % FSH are selected. Similar to the procedure adopted for plotting POD curves with a
decision threshold of 44ec = 25 % FSH, POD curves are also plotted for 35 % FSH and 45 %
FSH decision threshold levels. Figure 76 shows the agos data plotted against &4ec for
different number of FBH defects. The corresponding values of agy9s are shown in Table 12.
From Figure 76, it can be observed that agg9s values increased with an increase in decision
threshold for all the crack sizes in this study. Similar results are also obtained in the literature
[24-26]. Hence, the importance of carefully choosing the decision threshold levels while
analyzing ‘a vs. a’ data can be established, in the absence of which the detectability (POD) of
the NDT system could be wrongly estimated.

Table 12: Values of agggs for various number of defects with different decision threshold
levels

Decision Number of defects
Threshold
(Agec) YoFSH 40 50 100 200 300 500
ec
25 0.80 0.79 0.75 0.74 0.73 0.72
35 0.85 0.84 0.81 0.81 0.82 0.79 A9(/95
45 0.92 0.91 0.90 0.91 0.90 0.89
0.95 -
0.9 -
Eﬁ 0.85
§ 0.8 -
—o—40 FBH
—&—50 FBH
075 | S 200 FBH
—=300 FBH
07 | | | | —07500 FBH |
20 25 ..30 35 40 45 50
Decision Threshold (4, ), Y% FSH

Figure 76: agg9s vs. aqec values for different number of FBH
defects
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5.3.1.2. POD using experimental data

ECT signal response of high temperature and room temperature cracks

In addition to the ECT HIT/MISS response data, ECT signal amplitude data is also
recorded at each inspection site for all the tested samples. Using this data, ECT signal
amplitudes of all the fatigue cracks and equivalent crack depth data of both high temperature
and room temperature fatigue cracks is statistically processed according to d vs. a type POD
procedure for obtaining the POD curve of equivalent crack depth sizes. Tables 6 and 7 show
the ECT amplitude and the corresponding equivalent crack depth data of all the fatigue cracks
generated from both high temperature and room temperature tested samples, respectively. By
using the ECT amplitude and the corresponding equivalent crack depth data, 4 vs. a type
POD procedure is followed for obtaining the POD curve. As explained in Section 5.3.1.1,
regression with censored data has been carried out between log(ECT amplitude) and
log(equivalent crack depth sizes) data using maximum likelihood estimator method. Figure
77 show the regression between log(ECT amplitude) and log(equivalent crack depth sizes)
data of high temperature oxidized fatigue cracks. From Figure 77, it can be observed that the
correlation coefficient (adj.RZ) value of the linear fitting is 99.8%. Further, it can also be
observed that the decision threshold (log(aw)) for processing @ vs. a data for obtaining POD
curves is maintained at 0.693 which is equivalent to 20% of the ECT signal amplitude i.e., 2
volt or log(2) = 0.693. ECT signal amplitude of 2 volt corresponds to the noise threshold, i.e.,
poor S/N ratio below 2 volt threshold. Figure 78 shows the regression table obtained from the
regression with life data analysis between log(ECT amplitude) and log(equivalent crack
depth sizes) data. From Figure 78, it can be observed that the regression with life data
analysis is performed considering 14 uncensored and 1 censored data point. Data which is
censored has an amplitude of 1.410 volt which is less than 2 volt for an equivalent crack
depth size of 0.07 mm. In addition, it can also be observed that the coefficient values of
intercept (2.40992) and loga (0.814078) i.e., log(equivalent crack depth) are the By and P
values, respectively. By substituting these 3y and 3, values in Equation 8 and Equation 9, the
mean, u and the standard deviation, ¢ values of the distribution are calculated. Further, using
u and o values, cumulative distribution function (CDF) of log-normal distribution function
for each equivalent crack depth size is obtained. This CDF yields the probability of each
equivalent crack depth value resulting in the POD curve of equivalent crack depth sizes.
Similar procedure of CDF generation for room temperature cracks is also carried out to

obtain the POD curve for room temperature crack depth data.
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Fitted Line Plot
log(ECI amplitude) = 2.490 + 0.8799 log(equivalent crack depth)
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Figure 77: log-log plot with linear regression of ECT signal amplitude and the
corresponding equivalent crack depth sizes data of high temperature oxidized fatigue
cracks.

Regression with Life Data: log acap versus log a
Response Variable: log acap
Censoring Information Count

Uncensocred value 14
Right censcred wvalue 1

Censoring wvalue: censor = C
Estimation Method: Maximum Likelihood

Distributicon: Hormal

RBelaticnship with accelerating variable(3): Linear

Regression Table

Standard 95.0% Hormzl CI
Predictor Coef Error Z F Lower Upper
Intercept 2.408992 0.0207235 116.29 0.000 2.36930 2.45053
log & 0.814078 0.0149130 54.59 0.000 0.7848439 0.843307
Scale 0.0264542 0.0051338 0.0180846 0.0386973

Figure 78: Regression with censored data using MLE method in Minitab
statistical software

Figures 79(a) & (b) show the POD curves plotted using ECT amplitude data obtained
for the fatigue cracks (equivalent crack depth sizes) generated under high temperature and
room temperature conditions, respectively. From Figure 79(a) & (b), it can be observed that

the agy (detecting a crack with 90 % probability) values for ECT inspection of high
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temperature and room temperature equivalent crack depth sizes are 0.45 mm and 0.58 mm,
respectively. However, POD curves do not indicate the intersection point (agg9s) between the
POD curve and the 95% lower confidence curve at 90% probability value. Lack of aggpos
value is attributed to the less number of data points available i.e., 15 and 22 cracks for
oxidized and non-oxidized fatigue cracks, respectively for plotting the POD curves. This
leads to the decrease in confidence probabilities and hence, wider gap between the POD
curve and the 95% lower confidence curve resulting in the lack of agygs value. However, due
to the higher sensitivity of ECT for detection of the high temperature fatigue cracks when
compared to room temperature fatigue cracks, the aqy value for oxidized fatigue cracks is

found to be improved compared to that of the non-oxidized fatigue cracks.
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Figure 79: POD vs. equivalent crack depth for (a) oxidized cracks indicating agy = 0.45 mm
and (b) non-oxidized cracks indicating agy = 0.58 mm

5.3.1.2.1. POD curves using higher number of random crack depth sizes
As mentioned earlier, POD curves obtained using equivalent crack depth data could

not indicate agys value owing to the availability of lesser number of data points or cracks. As
per MIL-HDBK-1823A [19], reliable POD crack generation demands at least 40 and 60
defect sizes for “d vs. a” and “hit/miss” type NDT data, respectively. Hence, in the current
study, random crack sizes are generated for use in plotting the POD curves. In order to
generate higher number of random crack sizes for use in NDT reliability studies, procedures
as specified in MIL-HDBK 1823A [19] are followed according to the type of NDT outcome
1.e., HIT/MISS and signal response data. In the current study, it is observed that the crack
sizes generated under both high temperature and room temperature fatigue testing conditions
follow lognormal distribution. Hence, the generation of the random crack sizes should also

follow lognormal distribution with the same location and scale parameters as that of the
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experimentally generated cracks (i.e, room temperature and high temperature conditions)
[27]. In addition, the generation of the random cracks sizes also should be within the range of

crack sizes obtained experimentally.

Random crack sizes for ECT signal response based POD curves

In the current study, initially 50 crack depths have been randomly generated by using
similar values of distribution parameters i.e., around location of -1.322 and scale of 0.4891 of
the lognormally distributed equivalent crack depth sizes for oxidized fatigue cracks. The
range of these 50 random crack depth sizes obtained are from 0.07 mm to 0.84 mm. Figure 80
shows the histogram of 50 random lognormally distributed crack depth sizes. By using
Equation 15, corresponding ECT signal amplitudes of all these 50 random crack depths are
estimated. Further, by following the & vs. a POD procedure, the POD curves of all these 50
random crack depths are obtained. Figures 81(a) and (b) show the POD curves of the 50
lognormally distributed random crack depth sizes generated according to the probability
distribution parameters of equivalent crack depth sizes obtained from both high temperature
and room temperature tested samples, respectively. From Figure 81, it can be observed that
the a9y and aggs values of random crack depths generated using distribution parameters of
equivalent crack depth from the high temperature cracks are 0.45 mm and 0.60 mm,
respectively whereas, the agy and agg9s values for random cracks generated using distribution
parameters of equivalent crack depth from room temperature cracks are 0.58 mm and 0.75

mm, respectively.

Histogram with lognormal distribution fit
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Figure 80: Histogram with lognormal distribution fit
of 50 random crack sizes generated
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Figure 81: POD vs. 50 random crack depths generated according to the probability
distribution parameters of (a) oxidized cracks indicating agy = 0.45 mm and agygs = 0.60
mm and (b) non-oxidized cracks indicating ago = 0.58 mm and agg9s = 0.75 mm

Moreover, in order to understand the effect of increasing the number of randomly
generated crack sizes on the agys value, 500 log-normally distributed random crack depths
have also been generated and processed for POD analysis using the same analogy applied for
obtaining POD curves using 50 random crack depths. Figure 82 shows the histogram of 500
lognormally distributed crack depths. The range of crack depth sizes generated is from 0.05
mm to 1.07 mm.

Further, statistically processing the equivalent signal response and 500 random crack
depth sizes as per the procedures followed for POD curve processing using 50-random crack
depths, the corresponding POD curves are obtained. Figures 83(a) and (b) show the POD
curves of 500 lognormally distributed random crack depth sizes generated according to the
probability distribution parameters of equivalent crack depths obtained from both high
temperature and room temperature generated cracks, respectively. From Figure 83(a) and (b),
it can be observed that agy= agypsin both the high temperature and room temperature POD
curves plotted for 500 random crack sizes. These values are in turn equivalent to aggvalue of
their respective POD curves (i.e., room temperature or high temperature) generated for 50
random crack depth sizes. This has been attributed to the enhancement in the confidence on
the data and thereby reducing the confidence bound width in the POD curve. Due to this
reason, the lower confidence curve will shift to the left and thus matches with the POD curve
resulting in obtaining the same agy and agg9s values [28]. It can be clearly observed that the
49095 values of the random crack depths generated using distribution parameters of equivalent
crack depths from high temperature cracks improved compared to those random crack depths
generated using distribution parameters of equivalent crack depths from room temperature

cracks. Essentially, similar values of ago, agoos achieved for 500 cracks and its subsequent
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equivalence to the agy value achieved for 50 cracks for each of the high temperature and room
temperature surface crack dimensions ascertain the validity of the statistical procedure
proposed and adopted in this study [28]. When the number of cracks increases for POD
analysis, there is an increase in the confidence in the data. In other words, physically, the
confidence curves translate closer to the probability curve resulting in an overlap of POD and
confidence curve. When both the curves overlap with each other, the agy and ag9s values will
be equal [28]. All this happens only if the adopted statistical procedures are correct for
plotting POD curves. As the availability of the required number of cracks following Mil-
HDBK 1823A [19] is often difficult to be generated, the proposed methodology can be
adopted to extrapolate agygs values obtained with limited data by including adequate number
of random cracks.
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Figure 82: Histogram with lognormal distribution fit
of 500 random crack sizes generated
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Figure 83: POD vs. 500 random crack depths generated according to the probability
distribution parameters of (a) oxidized cracks indicating agpos = 0.45 mm and (b) non-
oxidized cracks indicating agg9s = 0.58 mm.
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5.3.2. Statistical analysis using HIT/MIS'S data

3.3.2.1. FLPT data of room temperature cracks
As the FLPT inspection could only detect fatigue cracks in room temperature samples

and not the fatigue cracks in high temperature samples due to the presence of oxide particles,
POD of FLPT HIT/MISS data is only estimated for room temperature cracks. However, as
discussed in Section 3.6.1.1, different HIT/MISS POD approaches [29] such as Type 1,
modifies Type 1 and Type 2 approaches are applied for the FLPT HIT/MISS data of room
temperature cracks. For all the HIT/MISS data obtained from FLPT inspection of room
temperature cracks as demonstrated in Section 5.1.3.1, the POD is estimated using log-odds
distribution function. Binary logistic regression is performed between NDT response and the
log (crack size) using logit link function (discussed in detail in Section 3.6.1). Further, the
regression parameters are substituted in the log-odds distribution function and the
corresponding probabilities for each crack size are calculated. In addition, the 95% lower
confidence limits are also calculated and the POD vs. flaw size (a) is plotted along with the
95% lower confidence curve.

Figure 84 shows the POD curves plotted using Type 1, modified Type 1 and Type 2
approaches for FLPT inspection of room temperature cracks data. From Figure 84, it can be
observed that the agyys values for Type 1 and modified Type 1 approaches for FLPT
inspection data are 1.13 mm and 1.59 mm, respectively. In other words, modified Type 1
POD procedure makes the FLPT detectability slightly lower than Type 1. Figure 84(c) shows
the POD curves plotted using Type 2 approach and the aggps value obtained is 2.38 mm. In
addition, it can also be observed that the agyos value of the FLPT technique for Type 2 is
greater (less sensitive) than the Type 1 and modified Type 1 approaches.
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Figure 84: POD curves using three approaches for multiple cracks at a site for FLPT with
(a) Type 1; (b) Modified Type 1 and (c) Type 2 approaches indicating agg/es values.

The effect of these agg95 values obtained using different HIT/MISS POD approaches
on remnant life are discussed in the next part of results and discussion chapter i.e., (Section
5.4-Part IV). Figure 85(a) shows the POD curve plotted for NDT response data obtained from
room temperature NDT response data using log-odds distribution function for FLPT
technique. From Figure 85(a), it can be observed that the agy (flaw detection with 90 %
probability) and aqgs values are 0.94 and 1.13 mm, respectively. Further, in order to
understand the effect of sample size and resulting number of cracks, the FLPT data of 5
samples with 17 cracks obtained from M.Tech thesis work [1] is also processed with log-odds
distribution function. Figure 85(b) shows the POD curve obtained using lower number of
samples comprising of lower number of crack sizes. From Figure 85(b), it can be observed
that the agg and agg95 values for FLPT technique are 1.77 mm and 2.23 mm, respectively. In
addition, it can also be observed that the ag9s values of FLPT technique for 17 cracks data
and 52 cracks data are 2.23 mm and 1.13 mm, respectively. Hence, it can be understood that
the sensitivity of the NDT technique or its POD value improves with an increase in the

number of cracks.
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Figure 85: POD curves indicating agg and aqg95 values of FLPT data with (a) 52 cracks and (b) 17
cracks.

5.3.2.2. ECT inspection data
In the current work, surface crack lengths are obtained using microscopy tools

whereas equivalent crack depths are estimated from the ECT signal amplitudes obtained from
fatigue cracked samples using Equation 15. Moreover, the ECT inspection data is also
available in both HIT/MISS and signal amplitude at an inspection site or notch location.
Hence, in the current study, POD curves are plotted for both surface crack length and
equivalent crack depth using HIT/MISS data.

The ECT HIT/MISS data shown in Tables 6 and 7 of both high temperature and room
temperature generated fatigue cracks is processed statistically for plotting the POD curves.
Figure 86 shows the binary logistic regression performed between the log (cumulative surface
crack length) and the ECT HIT/MISS response data using logit link function. From Figure
86, it can be observed that the response of the ECT data is represented in terms of ‘1’ for HIT
indication and ‘0’ for MISS indication. From the binary logistic regression, it can be observed
that the intercept (7.71) and the slope (6.11) of the regression equation are identified as the
‘a’ and ‘f’ parameters, respectively to be used in the log-odds distribution function given in

Equation (3).
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Binary Logistic Regression: ni response versus ni loga
Method
Link function Logit

Rows used 20

Response Information

Variable Value Count

ni response 1 15 ({Ewvent)
0 5
Total 20

Deviance Table

Source DF Adj Dev Adj] Mean Chi-Sguare FP-Value

Regression 1 14.123 14.1225 14.12 0.000
ni loga 1 14.123 14.1225 14.12 0.000

Error 18 2.371 0.4&50

Total 19 22.493

Regressiocn Equation

F{(l) = exp(¥") (1 + exp(¥"))

F' = T7.71 + 6.11 ni loga

Figure 86: Binary logistic regression performed in Minitab
software.

Figures 87(a) & (b) show the POD curves plotted using the ECT HIT/MISS data
obtained from the inspection of fatigue cracks (cumulative surface crack length) generated
under high temperature and room temperature conditions, respectively. From Figure 87, it
can be observed that the aggs(flaw detection with 90 % probability and 95 % confidence)
values for ECT inspection of high temperature and room temperature surface crack length

sizes are 0.45 mm and 1.12 mm, respectively.
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Figure 87: POD vs. surface crack length for (a) oxidized cracks indicating agy = 0.41 mm
and agpes = 0.45 mm (b) non-oxidized cracks indicating agy = 0.75 mm and agg9s = 1.12
mm



Similarly, HIT/MISS NDT data and the corresponding equivalent crack depth data of
all the samples deduced from Equation 15 are processed for POD statistical analysis. Figure
88 shows the POD curves plotted using equivalent crack depth data of both oxidized and non-
oxidized fatigue cracks. From Figure 88, it can be observed that the agys values for ECT
inspection of high temperature and room temperature crack depth sizes are 0.35 mm and 0.76
mm, respectively. It can be noted that the agy9s value obtained by ECT inspection of high
temperature cracks is improved (higher sensitivity) compared to that of room temperature
cracks inspection in both cases i.e., POD plots using cumulative surface crack length and
equivalent crack depth data. Hence, it can be understood that the oxidized fatigue cracks are
more sensitive for ECT inspection than the room temperature cracks. This is attributed to the
higher eddy current signal amplitudes obtained from the oxidized fatigue cracks (high
temperature cracks) compared to that of non-oxidized cracks (room temperature cracks) [17].
This results in the sensitive agygs value in the POD curve obtained using high temperature

cracks, as compared to the room temperature cracks.
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Figure 88: POD vs. equivalent crack depth for (a) oxidized cracks indicating a9y = 0.32 mm
and aggos = 0.35 mm (b) non-oxidized cracks indicating agp = 0.70 mm and agps = 0.76 mm

Random crack sizes for HIT/MISS POD curves

Even though the agys values are obtained from the HIT/MISS POD analysis of FLPT
and ECT inspection of fatigue cracks, in order to study the effect of higher number of cracks
on HIT/MISS POD analysis, an attempt is made to generate random data. As the POD curves
based on HIT/MISS NDT data depend on log-odds ratio, the assignment of HIT and MISS to
the random crack sizes generated should also have the same log-odds ratio. For example, the
total number of samples with oxidized fatigue cracks inspected with ECT technique is 20.

Among these cracks, 15 were detected and 5 were not detected. Therefore, log(odds) ratio is
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Log(odds) =

Probability of success g (15/20

5/20) = 0.478 (16)

Probability of failure

Hence, the random crack sizes generated should also be assigned with the suitable
number of HIT and MISS such that the obtained log(odds) ratio should be same as that of the
log(odds) ratio calculated from the limited number of experimental data. This assignment of
HIT and MISS data to the random crack sizes can be carried out based on the information on
the smallest crack size detected and the largest crack size missed by the ECI inspection of
experimentally generated cracks. However, in order to statistically process any HIT/MISS
NDT data for obtaining the POD curve, there should be intermittent MISS information of
cracks. As this kind of information can never be logically included in the crack sizes
generated, POD using log(odds) ratio for HIT/MISS methodology for higher number of crack

sizes cannot be carried out.

Brief summary of ECT inspection of room temperature and high temperature cracks

In the current study, POD of cumulative surface crack lengths of both high
temperature cracks (agos = 0.45 mm) and room temperature cracks (agpes = 1.12 mm) are
plotted using ECT HIT/MISS data. However, POD of equivalent crack depth data of both
high temperature and room temperature cracks are plotted using both HIT/MISS (agg9s of
oxidized cracks = 0.35 mm & agg95 of non-oxidized cracks = 0.76 mm) and signal response
data (agy of oxidized cracks = 0.45 mm & a9y of non-oxidized cracks = 0.58 mm) of ECT. As
the ECT technique is more sensitive to crack depth rather than surface crack length, the aqgs
values obtained from HIT/MISS POD of crack depth data of both high temperature (aggos =
0.35 mm) and room temperature (agy9s = 0.76 mm) cracks is improved compared to that of
surface crack length data (agy9s of oxidized cracks = 0.45 mm & aqg95 of non-oxidized cracks
= 1.12 mm) [17]. In all the types of POD curves plotted, the agyys values using high
temperature cracks are always found to be sensitive compared to room temperature cracks.
This is attributed to the higher eddy current signal amplitudes obtained from the oxidized
fatigue cracks (high temperature cracks) compared to that of non-oxidized cracks (room
temperature cracks) [17]. Higher ECT signal amplitude is also observed for EDM cracked
samples. The wider opening present in the samples with EDM notches acts as more insulating
and thus, enhances signal amplitude. Similarly, oxides in the crack surface also act as
insulators and thus generate higher eddy current signal amplitudes resulting in sensitive aggos

value. Moreover, as discussed earlier, compared to the high temperature fatigue cracks, lower
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crack widths in room temperature cracks may enhance the probability for the crack surfaces
to touch each other resulting in poor ECT detectability. This results in the sensitive aggos
value in the POD curve obtained using high temperature cracks, when compared to the room

temperature cracks.

5.3.3. Summary of asyn; values obtained

Table 13 shows the summary of agy9s5 values obtained from FLPT and ECT inspection
of both room temperature and high temperature cracks. In Table 13, ‘RT’ and ‘HT’ refers to
room temperature and high temperature cracks. As the FLPT inspection could not detect any
of the high temperature oxidized fatigue cracks, the agy9s values are only obtained for room
temperature cracks with 3 different HIT/MISS POD approaches i.e., Type 1, Modified Type
1 and Type 2 approaches. Moreover, as the ECT response is always a cumulative response,
only Type 2 approach is applied for both room temperature and high temperature cracks
inspection data. From Table 13, it can be observed that the agyys of ECT (1.12 mm)
inspection of room temperature crack lengths is sensitive compared to the FLPT (2.38 mm)
inspection due to the higher sensitivity of the ECT when compared with that of FLPT.
However, the agg9s value of ECT (0.45 mm) inspection of high temperature crack length data
is much sensitive when compared with ECT (1.12 mm) inspection of room temperature crack
length due to the better detectability of oxidized cracks compared to the non-oxidized crack
surfaces. Similarly, the agy9s values of ECT inspection of high temperature cumulative crack
depth data are sensitive compared to the ECT inspection of room temperature cumulative
crack depth data. As the ag9s values from ECT inspection of both room temperature and high
temperature crack depth data processed using 4 vs. a POD method is not obtained, the agg9s
values are shown from the ECT-POD curves obtained using higher number of random crack
depth data. Even though the difference between all the agys values obtained is approximately
less than 1 mm, the exact difference in the remnant fatigue cycles is not known. Hence, in
order to understand the effect of aqg95 values on remnant fatigue cycles, these ag9s values are
further used for remnant life calculations using deterministic fracture mechanics approaches

under the damage tolerance concept.
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Table 13: Summary of agy9s values obtained using FLPT and ECT inspection of room

temperature and high temperature cracks.

a9¢/95, MM
H/M avs.a
RT/HT - Crack depth,
NDT Crack length, mm Crack depth, mm n
50 500
Type 1 | Modified Type 1 | Type 2 Type 2 cracks | cracks
FLPT | 1.13 1.59 2.38 - - -

RT ECT - - 1.12 0.76 0.75 0.58
HT | ECT - - 0.45 0.35 0.60 0.45

5.4. Part IV - Remnant life calculations using DT methodology

Under the damage tolerance based remnant life revision studies, irrespective of the POD
procedures adopted, the agy9s values obtained are considered as the initial crack sizes detected by
the NDT techniques for use in remnant life calculations. However, the actual manifestation of
this aggs on the remnant life is not addressed in the literature. With this view, the fourth part of
the results and discussions from the thesis work demonstrates the importance of agos values
obtained from FLPT and ECT inspection of both room temperature and high temperature cracks
on remnant life analysis. However, the effect of this agy9s values on the remnant life calculations

is studied using three-point bend geometry as the candidate testing protocol.

5.4.1 Theory on remnant life calculations using deterministic fracture mechanics approach
NDT reliability efforts results in estimating the standard metric agygs. This agyos is in

general used for damage tolerance based remnant life calculations using deterministic fracture
mechanics approaches. Theoretically, damage tolerance life design methodology assumes that
the failure prone locations of a component contain cracks. These cracks are assumed to grow
during service and the crack growth rate can be found using Paris law as shown in Equation 17
[30],

da _ n
= C(Ak) (17)

On integrating the Paris law equation, remaining fatigue cycles required to grow a crack

from initial size to critical size in a component can be calculated using Equation 18 [30]
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a. da
Ne = fai C(Ak)™ (18)

where,
N, =Number of fatigue cycles to grow a crack from a; to a,
a;= Initial crack size, mm = ag(,95 value obtained from the POD curve

a.= Critical crack size, which can be estimated as shown in Equation 19 [30]

o = () ®

m\ol
K;c = Mode I fracture toughness of the material, MPavm
Ak = Stress intensity factor, MPay'm = Aov/ra

o = Stress applied, MPa
A=f (%) = Specimen and crack geometrical factor

a = crack size or notch size in the specimen, mm
w = width of the specimen, mm

C and n are the material constants which can be determined from the fatigue crack growth

rate (FCGR) testing. On substituting Ak = Ao+vma, in Equation 18 and solving for N, i.e.,

remnant fatigue cycles to grow a crack from initial size to critical size can be arrived at.

N. = 2 1 1 20)
¢ m-2c@evma)"\ (F) ()

In Equation 20 [31], A or f (%) is calculated for 3- point bend specimen design as shown
in Figure 89 [32]. In Figure 89, ‘P’ is the load applied on the sample and ‘S’ is the span
length between the supports.
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Figure 89: Schematic along with nomenclature
of single edge notched bend (SENB) specimen
[32]
The A or f ( ) can be calculated using Equation 21 [32] as shown below

a
w

Aorf (%) _ LJ;% [1_99 —%(1 - i) {2.15 ~3.93 (%) +2.7 (%)2}]

2(1422)(1-2) ’
@n

5.4.2 Procedure for remnant life calculations
Even though Table 13 shows all the ag9s values obtained from the current work, the

agos95 values obtained from HIT/MISS crack length data of both room temperature and high
temperature cracks inspected using FLPT and ECT are only used for estimating remnant life
calculations. As these lifing calculations are only estimated for the demonstration purpose,
the agg9s values are selected such that these lifing calculations can be compared (1) between
different HIT/MISS procedures for multiple cracks at a site condition, (2) between NDT
techniques i.e., FLPT and ECT and (3) also between room temperature and high temperature
cracks. Hence, the agy9s values of 1.13 mm, 1.59 mm and 2.38 mm corresponding to type I,
modified type I and type II obtained from FLPT inspection of room temperature crack length
data are selected for understanding the effect of different HIT/MISS procedures for multiple
cracks at a site condition. In addition, the agoos values of 2.38 mm and 1.12 mm
corresponding to Type II obtained from FLPT and ECT inspection of room temperature crack
length data are selected for understanding the effect of different NDT techniques on lifing
calculations. Furthermore, the agys values of 1.12 mm and 0.45 mm corresponding to ECT
inspection of both room temperature and high temperature crack length data are selected for
understanding the effect of room temperature and high temperature cracks on lifing
calculations. These ag9s values are substituted for the initial crack size values in Equation 20
for estimating the remnant fatigue cycles. The specimen geometric constant f(a/w) is

calculated for the 3-point bend specimen for notch size equal to 2 mm and width of the
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specimen equal to 10 mm using Equation 21. By substituting the stress corresponding to 30 %
(193 MPa) of material yield stress (646 MPa) value at 650 °C in Equation 19, material
fracture toughness K;c (110 MPaym at 650 °C) obtained from K. testing of turbine disc

material [33] and by calculating the A or f (%) = 5.87 of 3-point bend specimen, the critical
crack size at which the sample fractures is calculated as (a. = 3 mm). In addition, the material
constants C (2 x 10”*) and n (2.88) at 650 °C in the remnant life equation are obtained from
the fatigue crack growth rate test of a compact tension (CT) specimen [33]. Further obtaining
the values of all variables and the constants, the remaining fatigue cycles of the component
are calculated using Equation 20. In order to convert these remaining fatigue cycles in to
engine operating hours, these fatigue cycles are divided by a factor of 3 by considering at
least 3 throttle excursions during the flight per hour of a military aircraft engine [34]. Finally,

these fatigue cycles are further divided by a safety factor of 2 for obtaining the safe
inspection intervals (SII) to be adopted in the damage tolerance lifing methodology [34].

5.4.3 Remnant life calculations using deterministic fracture mechanics approach
Table 14 shows the agy9s values and the corresponding remnant life in terms of

fatigue cycles, engine operating hours and safe inspection intervals (SII) for FLPT and ECT
NDT techniques inspection of both room temperature and high temperature cracks. From
Table 14, it can be observed that ECT of room temperature cracks provides higher number of
remaining fatigue cycles (4343 remnant fatigue cycles) and remnant engine operating hours
than FLPT technique (290 remnant fatigue cycles) due to its higher sensitivity leading to
lower or sensitive agygs. It can be understood that, even though the differences between the
ag0/95 values between the 2 NDT techniques is 1.26 mm, the difference in remnant fatigue
cycles stood at ~ 90%. However, the ECT inspection of high temperature cracks results in
higher number of fatigue cycles (38793 remnant fatigue cycles) compared to the ECT
inspection of room temperature cracks (4343 cycles). Similar to the percentage difference of
~90% in remaining fatigue cycles between FLPT and ECT inspection of room temperature
cracks, the percentage of difference in remaining fatigue cycles between ECT inspection of
room temperature and high temperature cracks is ~ 90% even though the difference in agg9s
value is 0.67 mm. In addition, it can also be observed that sensitive agg9s values yields higher
remnant life in the components. Further, the effect of ags values obtained from Type 1 and
Type 2 approaches of FLPT data on remaining fatigue cycles and engine operating hours can

be clearly observed. Figure 90 shows the remnant fatigue cycles corresponding to different
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agg/95 values of both the NDT techniques. From Figure 90, it can be observed that the remnant
fatigue cycle decreases exponentially with an increase in the agyys values (less sensitive).
Moreover, it is beneficial to have higher SII values for better usability and reduced down time
of aircrafts or airframe structures [34]. It is observed that the SII values are also higher for
more sensitive aggs values. The SII values should be in the range between 4000 to 8000
hours [34] in order to conclude that the proposed DFM approaches for these crack conditions
in engine components are cost effective. Smaller SII values results in frequent maintenance
and inspection schedules ultimately leading to higher costs and hence, it will not be cost
effective for implementing damage tolerance lifing concept. However,higher SII values
results in larger gaps between maintenance and inspection schedules. From Table 14, it can
be observed that, except for the SII value of 6465 hours obtained from agyes value
corresponding to ECT inspection of high temperature cracks, the SII obtained from the other
HIT/MISS methods or from the ECT inspection of room temperature cracks are not in the
specified range i.e., between 4000 to 8000. Hence, it can be understood that depending on the
room temperature cracks for carrying out NDT reliability studies would not yield successful

results.

Table 14: Effect of agg9s on remnant life calculations

Engine
NDT Ng, Fatigue ]
) Method a90/95, MM Operating | SII, Hours
Technique Cycles
Hours
FLPT of Type 1 1.13 4241 1413 706
room Modified Type
1.59 1558 519 259
temperature 1
cracks Type 2 2.38 290 96 48
ECT of
room
Type 2 1.12 4343 1447 723
temperature
cracks
ECT of high
temperature Type 2 0.45 38793 12931 6465
cracks
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6. CONCLUSIONS

Successful implementation of damage tolerance methodology for aero-engines
requires the estimation of safe inspection intervals. The estimation of safe inspection interval
requires the details of initial and critical crack sizes of the component. In general, the critical
crack size of a component can be calculated by applying fracture mechanics provided the
information on material and best estimates of loads and other conditions during the service
are known. However, the initial crack size present in a component can only be known under a
non-destructive inspection as the usage component cannot be destroyed. Hence, it is highly
important that the NDT techniques used for inspection should be highly reliable. Reliability
estimation of NDT techniques are usually estimated by carrying out the POD studies. POD
procedures involves in statistically processing the NDT response data from the defects. This
NDT response data can be generated from both experimental and model based procedures.
Considering the lack of procedures to perform POD analysis in India, this research work has
successfully established both the experimental and model based POD procedures. In addition,
efforts are also made in understanding the physical significance of agos in estimating the
remnant life calculations under the DT methodology. Some of the noteworthy conclusions of
the efforts put in both the experimental and model based POD procedures and their remnant

life calculations are given below.

Summary and conclusions from room temperature experimental POD studies
% In the absence of service expired components required for POD curves, alternative
methods of initiating fatigue cracks on nickel based superalloy laboratory specimens
using 3-point bend fatigue testing for POD studies in a laboratory environment is

demonstrated.

.
L4

Using this procedure, samples with representative in-service crack features such as
crack tightness as low as 1 pm, crack tortuosity, trans-granular nature and multiple
initiation sites of cracks are generated.

« These samples with representative cracks are used to estimate probability of detection
of fluorescent liquid penetrant and eddy current inspection techniques with a
qualitative defect response. ECT resulted in higher sensitivity of agyys value (1.12

mm) compared to the FLPT technique (2.38 mm).
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Summary and conclusions from high temperature experimental POD studies

Under the absence of service expired aero-engine components, several experimental

based POD studies have been carried out using EDM notches and starter cracks grown under

room temperature laboratory conditions. However, these approaches are considered to be

unrealistic in nature due to the absence of morphological features of the fatigue cracks similar

to those generated under service operating conditions. Therefore, an innovative approach

discussed in this work suggests a viable methodology to generate fatigue cracks under

simulated service conditions representing in-service fatigue cracks. A few noteworthy

conclusions are as given below:

X3

*8

0,
°

An innovative methodology has been successfully employed to generate oxidized
fatigue cracks with surface lengths ranging from 0.01 mm to 1.16 mm at 650°C using
Gleeble® system, for the first time.

Presence of oxides has been clearly observed at crack surfaces and slip bands using
EDS analysis of high temperature fatigue cracks.

FLPT inspection could not detect any of the oxidized fatigue cracks due to the closure
of crack openings with oxide debris.

The aggys values obtained from POD curves plotted using ECT hit/miss data of
cumulative surface crack lengths and equivalent crack depth data of high temperature
cracks is 0.45 mm and 0.35 mm, respectively. However, the ag9s value obtained from
POD of room temperature cracks for cumulative surface crack lengths and equivalent
crack depth data is 1.12 mm and 0.76 mm, respectively.

The agy values obtained from POD curves plotted using ECT signal response data (of
equivalent crack depth) is 0.45 mm for high temperature cracks and 0.58 mm for RT
cracks. These values are exactly equal to the agggs values obtained from POD curves
plotted using higher number of random crack depths, following the procedure in

MILHDBK-1823A standard.

+¢ Due to the presence of oxide debris, ECT POD for fatigue cracks generated at higher

temperatures is found to be higher compared to that of ECT POD for room

temperature cracks.

Summary and conclusions from model assisted POD studies

7
0’0

Owing to the challenges involved in experimental determination of POD, model

assisted probability of detection (MAPOD) approach has been developed.
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POD curves of ultrasonic testing on volumetric defects with reflecting characteristics
similar to that of flat bottom holes (calibration reflector) are considered as a model
problem by addressing various issues involved in the whole statistical procedure.
Some of the issues successfully addressed in the statistical procedure of 4 vs. a type
POD data, include, selection of crack sizes distribution, challenges involved in
censoring and regression, estimation of distribution parameters, selection of
regression equation between natural logarithms or logarithms to the base 10.
Ultrasonic physics based model is developed by validated against experimentally
generated ultrasonic response.

The ago/95 values obtained for agec = 25 % FSH for lognormally distributed crack sizes
of 40, 50, 100, 200, 300 and 500 are 0.80 mm, 0.79 mm, 0.75 mm, 0.74 mm, 0.73 mm
and 0.72 mm, respectively. It is observed that there is an improvement and saturation
of agos value to 0.70 mm with an increase in the number of crack sizes. This
improvement and saturation of agygs value is due to the reduction in confidence bound

width with an increase in the number of crack sizes.

Summary and conclusions from remnant life calculations

7
0’0

The physical significance of the ag9s values obtained from the reliability studies of
NDT techniques on the remnant life calculations is demonstrated. In addition, the
effect of ag9s values obtained from different POD approaches for multiple flaws at a
site on SII are also addressed.

Maximum flaw size approach for FLPT and sum of flaw sizes approach for ECT
techniques yielded the more sensitive agyys values. However, amongst the NDT
techniques, ECT technique being highly sensitive compared to the FLPT technique
resulted in the sensitive agys value for the same set of cracks inspected.

Effect of aggos values on the remnant life calculations is clearly observed for the
FLPT inspection data and at least 90 % variation in the corresponding fatigue cycles
and the engine operating hours is observed between Type 1 and Type 2 approaches.
SII values are found to decrease exponentially with an increase in agg9s values. In
addition, these DFM calculations obtained from ECT inspection of high temperature
cracks are found to be cost effective as the obtained SII values are in line with the

literature.
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Appendix-I: Statistical analysis of HIT/MISS data using Minitab

In this Appendix-I, the step by step procedure followed in Minitab statistical software

version 17 for processing the HIT/MISS data obtained from the FLPT inspection of room

temperature crack length data is shown. This data consists of 52 cracks and the corresponding

HIT and MISS data from the FLPT inspection technique. Table 15 shows the FLPT

HIT/MISS response of the crack length sizes inspected. In Table 15, ‘0’ and ‘1’ in the H/M

response column correspond to MISS (crack not detected) and HIT (crack detected),

respectively. This data is processed with the Type I or maximum flaw size approach under

the different HIT/MISS POD approaches for multiple cracks at a site.

Table 15: FLPT HIT/MISS response of room temperature crack length data

Crack length, H/M Log(crack Crack length, H/M Log(crack
mm Response length) mm Response length)
0.05 0 -2.9957 0.26 0 -1.3471
0.06 0 -2.8134 0.31 0 -1.1712
0.08 0 -2.5257 0.31 0 -1.1712
0.09 0 -2.4079 0.34 0 -1.0788
0.09 0 -2.4079 0.35 0 -1.0498
0.09 0 -2.4079 0.39 0 -0.9416
0.09 0 -2.4079 0.43 0 -0.8440
0.11 0 -2.2073 0.46 0 -0.7765
0.12 0 -2.1203 0.47 0 -0.7550
0.12 0 -2.1203 0.48 0 -0.7340
0.13 0 -2.0402 0.48 0 -0.7340
0.14 0 -1.9661 0.53 0 -0.6349
0.16 0 -1.8326 0.57 1 -0.5621
0.17 0 -1.7720 0.61 1 -0.4943
0.17 0 -1.7720 0.61 0 -0.4943
0.17 0 -1.7720 0.62 1 -0.4780
0.17 0 -1.7720 0.65 0 -0.4308
0.18 0 -1.7148 0.72 1 -0.3285
0.19 0 -1.6607 0.75 0 -0.2877
0.19 0 -1.6607 1.04 1 0.0392
0.2 0 -1.6094 1.15 1 0.1398
0.22 0 -1.5141 1.2 1 0.1823
0.22 0 -1.5141 1.57 1 0.4511
0.23 0 -1.4697 1.59 1 0.4637
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The HIT/MISS data shown in Table 15 is further processed by performing binary

logistic regression on binary HIT/MISS data. Figure 91 shows the screenshot of selecting

binary logistic regression option in Minitab software. From Figure 91, it can be observed that

under the ‘stat’ tab on the main menu bar of Minitab software, ‘regression’ option shows path

for selecting ‘binary logistic regression’ and in turn the ‘fit binary logistic model’.
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Fotal ot 5368 ¢ Response Optimizer...
Model Summary
Deviance Deviance
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Figure 91: Screenshot showing the binary logistic regression option in Minitab software

As shown in Figure 92, a new window pops-up after selecting the ‘fit binary logistic

model” under the regression tab of main menu in Minitab software. In the new window, the

column corresponding to the HIT/MISS response data is selected by mentioning the

regression event as ‘1’. In addition, the continuous predictors i.e., column corresponding to

the log(crack sizes) is chosen. However, in order to process the HIT/MISS data shown in

Table 15, logit link function is selected as discussed earlier under the theory of HIT/MISS

statistical procedure.
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Type of confidence interval: W__ﬂ
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Help of Cancel

2

‘ Help oK Cancel ||

Figure 92: Screenshot showing the pop-up window of binary logistic regression

Further performing the binary logistic regression between the log(crack sizes) and the
FLPT HIT/MISS response data, the result of the binary logistic regression is tabulated as
shown in Figure 93. From Figure 93, the slope and intercept of the regression equation are

substituted for By and B; in the log-odds distribution function as shown in Equation 3.

Coefficients

Binary Logistic Regression: ni response versus ni loga

Term Coef SE Coef VIF
Method anscan: 3.37 1.96
ni loga 7.71 3.61 1.00

Link function Logit
Rows used 52 o - " "
Odds Ratics for Continucus Predictors

Odds Ratic 95% CI

Response Informaticn
ni lega 2240.5210 (1.8796, 2.87076E+08)

Variable Value Count

ni response 1 11 (Event)
0 41 Regression Equation
Total 352

BP(l) = exp(Y")/(1 + exp(Y'"))

ey
Reitanes T ¥' =3.37 + 7.71 ni loga

Source DF Adj Dev RAdj Mean Chi-Square P-Value
Regression 1 40.12 40.1225 40.12 0.000
ni loga 1  40.12 40.1225 40.12  0.000 Goodness-of-Fit Tests
Error 50 13.54 0.2708
Total 51 53.66 Test DF Chi-Square P-Value
Deviance 50 13.54 1.000
Pearsocn 50 11.56 1.000
Model Summary Hosmer-Lemeshow g 2.48 0.984
Deviance Deviance
R-5g R-Sg(adj) AIC Fits and Diagnostics for Unusual Observaticns
74.77% 72.90% 17.54
Cbserved
Cbs Prebability Fit Resid Std Resid
42 1.0000 0.4217 1.3142 1.40 X
43 0.0000 0.5122 -1.1981 -1.29 X
44 1.0000 0.63%80 0.8480 0.94 X
45 0.0000 0.7600 -1.68%4 -1.89 X

X Unusual X

Figure 93: Result of the binary logistic regression performed between log(crack sizes) and
HIT/MISS response data
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The probabilities of detecting each crack size by the FLPT inspection technique is
obtained after solving the log-odds distribution function as shown in Equation 3 by
substituting the By and B; values obtained from the binary logistic regression equation shown
in Figure 93. However, in order to estimate the ag9s value from the POD curve plotted, the
lower 95% confidence limit of the Py is also obtained from the Equation 6. Hence, by
calculating and substituting the lower 95% confidence limit of ¢ in the log-odds distribution
function, the lower 95% confidence probabilities are also obtained. Table 16 shows the
probabilities along with 95% lower confidence intervals of all the crack sizes inspected using

FLPT inspection technique.

Table 16: Probabilities along with 95% confidence intervals of all the crack sizes inspected
using FLPT

Crack length, mm | POD | 95% LCL | Crack length, mm | POD | 95% LCL
0.05 0.0000 | 0.0000 0.26 0.0009 | 0.0001
0.06 0.0000 | 0.0000 0.31 0.0035 | 0.0004
0.08 0.0000 | 0.0000 0.31 0.0035 | 0.0004
0.09 0.0000 | 0.0000 0.34 0.0071 | 0.0009
0.09 0.0000 | 0.0000 0.35 0.0088 | 0.0011
0.09 0.0000 | 0.0000 0.39 0.0200 | 0.0025
0.09 0.0000 | 0.0000 0.43 0.0416 | 0.0053
0.11 0.0000 | 0.0000 0.46 0.0680 | 0.0089
0.12 0.0000 | 0.0000 0.47 0.0793 | 0.0105
0.12 0.0000 | 0.0000 0.48 0.0920 | 0.0123
0.13 0.0000 | 0.0000 0.48 0.0920 | 0.0123
0.14 0.0000 | 0.0000 0.53 0.1787 | 0.0261
0.16 0.0000 | 0.0000 0.57 0.2761 | 0.0448
0.17 0.0000 | 0.0000 0.61 0.3915 | 0.0733
0.17 0.0000 | 0.0000 0.61 0.3915 | 0.0733
0.17 0.0000 | 0.0000 0.62 0.4217 | 0.0823
0.17 0.0000 | 0.0000 0.65 0.5122 | 0.1144
0.18 0.0001 | 0.0000 0.72 0.6979 | 0.2213
0.19 0.0001 | 0.0000 0.75 0.7599 | 0.2802
0.19 0.0001 | 0.0000 1.04 0.9752 | 0.8287
0.20 0.0001 | 0.0000 1.15 0.9884 | 0.9131
0.22 0.0002 | 0.0000 1.20 0.9916 | 0.9358
0.22 0.0002 | 0.0000 1.57 0.9989 | 0.9914
0.23 0.0003 | 0.0000 1.59 0.9990 | 0.9922
0.24 0.0005 | 0.0001 1.61 0.9991 | 0.9929
0.26 0.0009 | 0.0001 1.66 0.9993 | 0.9944
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The crack sizes along with the probabilities and the 95% lower confidence intervals
are plotted using the ‘scatterplot’ option under the main menu of Minitab statistical software
to examine the relationship between the crack sizes and the probabilities. Figure 94 shows the
screenshot of scatterplot option in Minitab software. Figure 95 shows the different options of
the scatter plot in Minitab. From Figure 95, it can observed that ‘with connect and groups’ is
selected under the scatterplot option inorder to plot the crack sizes along with both
probabilities and 95% lower confidence intervals. Figure 96 shows the selection of x axis

variable i.e., crack sizes and y axis variables i.e., probabilities for plotting POD curves.

Minitab - NI CRACKS DATA-FPI - TYPE 1.MP)
i EHle Edit Data Cale St h| Editor Tools Window Help Assistant
BHI& % ) o [E St lisemogann g

; ] + Matrix Plot...

. Bubble Plot... Scatterplot
“h i Examine the relationship between a
o S Y-variable and an X-variable,

| Histogram...

. Dotplot...

“ Stem-and-Leaf...

“  Probability Plot...

/~ Empirical CDF...

- Probability Distribution Plot...

Boxplot...
Interval Plot...
Individual Value Plot...
Line Plot...

Bar Chart...
Pie Chart...

Time Series Plot...
Area Graph...

: Contour Plot...
- 3D Scatterplot...
@3 3D SurfacePlot...

ER bz OE KEES

Figure 94: Screenshot showing the scatter plot option in Minitab software
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With Regression
With Groups  With Regression  and Groups

Tl [

With Connect  With Connect

Il

Figure 95: Screenshot showing the various modes of plotting
scatter plot in Minitab software

Scatterplot: With Connect and Groups

"@la Y variables| X variables
niloga S =
POD it |2
95id {a
|
|
| v

2at1egoncal variables for grouping (0-3):

Select

Figure 96: Screenshot showing the selection of x and y variables for plotting POD
curves
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Figure 97 shows the POD curve along with the 95% lower confidence curve of FLPT
inspection of room temperature cracks. In Figure 97, the blue curve is the probability of
detecting cracks whereas the red curve is the 95% lower confidence probability curve. From

Figure 97, it can be observed that the asg, ago and aggs9s values are 0.64 mm, 0.94 mm and 1.13

mm, respectively.

Scatterplot of POD, 95Icl vs ni a

1.0 .},g——k — - A-A
0.9 “...,r ........................................
i Yame
g8 g i Variable
I 4 £y 3 e POD
P L) 1 ——m-- 95l
¥ i
0.6 b/ i
@ 1]
.. el e e )
8 / /
. /
0.4 s
s @
// .
0.2 /,- /"/
/o
/7 r

¥ I' ' i !
0.0 el L i | 3
a50 = 0:64 a90 = 0.94 §a90/95 =143

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 16 18
Flaw Size (a), mm

Figure 97: POD curve of FLPT inspection of room temperature cracks indicating

aso, ago and a90/95 values
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Appendix- II — Statistical analysis for a vs. a data using Minitab

In this Appendix-1I, the step by step procedure followed in Minitab statistical

software version 17 for processing the @ vs. a data obtained from the numerical model

developed for ultrasonic inspection of flat bottom holes. This data consists of 40 defects and

the corresponding ultrasonic signal amplitudes from physics based numerical model. Table

17 shows the lognormally distributed 40 defect sizes and the corresponding ultrasonic signal

amplitudes. In Table 17, ‘a’, ‘acapl’, ‘acapR’ and ‘loga’ corresponds to crack/defect size,

NDT signal response data with left censoring, NDT signal response data with right censoring

and log(crack sizes), respectively. Censoring of this data is performed with 25% full screen

height (FSH) and 80% FSH for left censored and right censored data, respectively.

Table 17: Lognormally distributed 40 FBH sizes and the corresponding ultrasonic
signal amplitudes of defects

T a
1 | 036
g 042
3| 054
"4 | 055
s | 055
& 056
7 | oss
B 0.60
9 | o064
10 | 065
| 067
2| 068
13| 069
4| o7
5 | 074
6 | 074
7| 075
18 0.75
19 | 075
20 | 075

*

*

27.931
28,704
28,704
28.501
31.127
32,839
36.560
37.550
39.585
40.649
41,720
46.144
47.279
47.279
48,438
48.439
43.439
48.439

\ acaplL \ acapR |
14.7707

18,5484
27.9311

28,7037 |

28.7037
29,5013
31,1272

32.8386 »

36.5597
37.5503
39.5951

40,6489 |
417201

46.1438
47.2795

47.2795 |
48.4302

484392
48,4392

48,4392 |

|
[ -1.03361
-0.85973
-0.61241
| -0.59274
-0.59212
-0.58535
-0.55301
-0.51230
-0.44177
-0.43305
-0.40428
| -038213 |
-0.36572
-0.31413
-0.30489
-0.29564
-0.28827
-0.28786
-0.28262
| -0.28242
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| loga |

s L]
38 |
39

40

a

0.76
0.77
0.79
0.81
0.81
0.82
0.83
0.86
0.94
0.96
1.00
1.00
1.02
1.05
1.08
1.14
1.16
147
1.19
1.27

\ acaplL \

49.591
50.774
53.157
55.590
55.500
56.806
58.051
61.827
72.655
75.561
81.624
81.624
84.787
89.735
94.851

105.508

109.202

111.038

114773

130.333

acapR
49,5908

50.7738 |

53.1569

55.5899 |

55.5899
56.8063

58.0514
61,8274

72.6551

75.5614 |

*

*

*

i l()ga }
-0.27268 |
-0.26112
-0.23882
| 021552
-0.20769
-0.20093
-0.18798
| -0.14511
-0.05712
-0.03745
-0.00439
| 0.00239
0.02279
0.05167 |
007723
0.13266 |
0.14607
0.15202
017772
0.24155
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The a vs. a data shown in Table 17 is processed with regression with life data analysis
for obtaining the regression parameters to be used in plotting the cumulative distributive
function (CDF) of log-normal distribution. Figure shows the screenshot of ‘regression with

life data’ analysis option in Minitab software.

1 Minitab - 20CRACKS -LOGNORMAL MPI
EH S 4DE Beessie 0k Q0QE|SBBOHE NG SED B -E
1 Bl feong HixialiElTooN o L]

ANOVA
DOE
Control Charts
Quality Tools
Relabity/Survval ¥ Test Plans "

Multivariate

* v v v v

Distribution Analysis (Right Censoring)  #

Tirie Sen ;
PR Distribution Analysis (Arbitrary Censoring] ¥

»
3
Tahles 3
»
.3

Warranty Analysis 3
Bepairable Systemn Analysis 4

Monparametrics

Equivalence Tests

Power and Sample Size¥ | |4 Accelerated Life Testing...
[ Regression with Life Data...
|~ Probit Analysis...

Regression with Life Data

Fit a parametric distribution that
describes the relationship between
failure time and predictors.

Figure 98: Screenshot showing regression with life data option in Minitab software

Further selecting the ‘regression with life data’ analysis option in Minitab, a new pop-
up window opens as shown in Figure 99. From Figure 99, it can be observed that the start and
end variables are selected according to the NDT signal response data with left censoring and
right censoring, respectively. In addition, it can also be observed that the regression model is
performed with logarithm of crack sizes followed by the selection of the suitable statistical
distribution. In this case, it can be observed that the assumed distribution is selected as
normal distribution as the cracks sizes ‘a’ is lognormally distributed and hence, the log(a) is

assumed to be normally distributed.
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Regression with Life Data X

™ Responses are uncens/right censored data

{* Responses are uncens/arbitrarily censored data

Variables/Start [acapL e |

variables: Graphs...

End variables: | acapR : Results...
Options...

Freg. columns:

(optional) § Storage... ‘

Model:

loga
Factors (optional):

Assumed distribution: [T ~ | ,II
Help ' Cancel

Figure 99: Screenshot showing the variables and model with distribution in
Minitab software

Regression with Life Data: acapl versus loga
Response Variable Start: acapl End: acapR

Censoring Information Count

Uncenscred value 28
Right censocred value 10
ft censored value 2

Estimation Method: Maximum Likelihood
Distributiocn: Nermal

Relationship with accelerating variable(s): Linear

Regressicn Table

Standard 95.0% Normal CI
Predictor Coef Error A P Lower Upper
Intercept <EO 172> 2.17811 40.94 0.000 £84.9029 93.4410
loga <CLLTD> 6.30513 19.25 0.000 109.019 133.735
Scale 7.94829 1.11114 §.04336 10.4537

Log-Likelihced = -104.238

Figure 100: Result of the regression with life data analysis
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Figure 100 shows the result of the regression with life data analysis performed
between the logarithm of crack sizes and the NDT response data with left and right censoring
data. From Figure 100, the coefficients of the intercept and loga in the regression table are the
mean and standard deviation of the normally distributed log(a). However, to plot the POD

)

curves with respect to crack sizes ‘a’, which are log-normally distributed, the CDF
parameters corresponding to the log-normal distribution function such as location and scale
parameters are required. As it is known from the basics of probability distributions i.e., the
distribution parameters (mean and standard deviation) of the normal distribution function are
equal to the distribution parameters (location and scale) of the log-normal distribution
function. Hence, the mean and standard deviation values obtained from the regression table
of regression with life data analysis are used as the location and scale parameters for plotting

the CDF of lognormally distributed (log(a)) values. Figure 101 shows the screenshot for

identifying the location of ‘CDF’ of lognormal distribution function in Minitab.
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. Minitab - 20CRACKS -LOGNORMAL.MPJ
_ Flle Edit Dato| Calc| Stat Graph Editor Tools Window Help

;@;E,_r@l % :@ giu'at:n-- b E| ﬁ@'ﬁ@ﬁi g0 mn S=k
,I—‘ - Column Statistics..,
2 - @ Row Statistics...

/‘L Standardaze

Make Patterned Data
Make Mesh Data...
Make Indicator Variables...

Set Base...
Random Data

Chi-Square...

Normal...

E..
t.
V]

niform...

Binomial...
Geometric...
Negative Binomial...
Hypergeometric...
Discrete...

Integer...

Poisson...

Beta...

Cauchy...

Exponential...
Gamma...

Laplace...

Largest Extreme Value...

Triangular...
Weibull...

Calculate the PDF, CDF, o inverse CDF
for a lognormal distribution.

Figure 101: Screenshot showing the option for plotting CDF of lognormal distribution in Minitab
software
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Figure 102 shows the screenshot of plotting CDF of log-normal distribution function
in Minitab software. Up on entering the corresponding location and scale parameters in the
respective locations, CDF of the crack sizes ‘a’ can be obtained and stored in one of the

columns in the minitab project worksheet.

Legnormal Distribution

" Probability density
{* Cumulative probability
(" Inverse cumulative probability

Location: I Ltr m&s vals
Scale: W
Threshold: log_'

{* Input column: la

Optional storage: |29

" Input constant: |

Optional storage:

Figure 102: Screenshot showing the plotting of CDF of log-normal

distribution function
Similar to the calculation of 95% lower confidence probabilities of FLPT H/M data in
Appendix-I, the 95% lower confidence probabilities of the 40 lognormally distributed crack
sizes are also calculated using Equation 6. Table 18 shows the probabilities and 95% lower
confidence probabilities of detecting each crack size obtained from the CDF of log-normal

distribution function.

148



Table 18: Probabilities and 95% lower confidence
probabilities obtained from the CDF of log-normal
distribution

POD | 95 POD | 95d

0079120 0.042633 (924006 0.859205
0.223258 | 0.142053 ' 9.929990  0.878156

0.564734 0441598 0040508  0.804104

0.594368 | 0.471656 | (9530771 0.913949

0.604156 0481741 0055406 0.917850

0.649865 | 0.529914 | 0,950858 | 0.924944
0.704400 | 0.589864 971884 0.945127

0.788337 | 0.688202  0.987391  0.973082
0.797649  0.699635 .939600 0.977340
0.826584 | 0.735930 0992557 | 0.983216
0.846974 0762274 (003062 0.084244
0.861005. 0.780813 | (.994405  0.9837019
0.898313  0.833413 995911  0.990220
0.905269 | 0.841894 0996929 0.992455
0.910965  0.850090 (.9098397  0.995822
0.915320 | 0.856417 0_993638V 0.996400
0.815561 0.856768 0.998748 0.996667
0.918553 | 0.861150 | 0,999082 | 0.997490
0.918661  0.861309 | (.099602 | 0.098834

Figure 103 shows the POD curve along with the 95% lower confidence curve of
lognormally distributed 40 crack sizes. From Figure 103, it can be observed that the aggs

value 1s 0.80 mm.

10-
1 EECEREERE R
08

—®— PODvs. a2
—B—- 95 % LCL

0.6

POD(a)

0.4

0.2

ool p90/95 = 0.8
04 06 08 10 12 14
Flaw Size (a), mm

Figure 103: POD curve of 40 lognormally distributed
crack sizes indicating a90/95 = 0.8 mm
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Appendix- [II — Matlab program for automatic defect identification using

Hilbert transform from numerical A-scan signals

%% This code is to generate signal in time domain and to perform structural analysis in
frequency domain

cle

clear all

close all

%% generating a signal
fo=5¢6;

A=8e-7,

dt=20e-9;

fs=1/dt;

t=0:dt:6e-7;
y=A*cos(2*pi*fo*t);
L=length(y);
winl=hann(L)";

xwl=winl.*y;

figure;
plot(t,xwl);
xlabel('Time (s)");
ylabel('Amplitude')
6 107 T )
N
4t (- L
[ [ \
2F l"" | l'( \
/ a'n ,n \\
[OR / ‘\ f| =)
B e { \
= % \ zi \ /"
E 2 \“\// I\\l ll" \\/
4r u\} f:
V\ "II
6r ‘y\ |
, V/ |
0 1 2 3 4 5 6

Time (s) <1077

Figure 104: Generating initial signal in time domain
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% initial signal length zero padded for Se-6sec
rec_length=length(0:2¢-8:5.1¢-6);
NFFT=2"nextpow2(rec_length);% Next power of 2 from length of'y
sig=[zeros(1,rec_length-L) xw1];
time=[0:2e-8:5.1¢-6];
Y = fft(sig, NFFT);
Y (round(rec_length/2)+1:end)=[];
Y norm=Y./max(abs(Y));
f=0:fs/rec_length:fs*rec_length/rec length;
f=f';
count=1;
f(round(rec_length/2)+1:end)=[];
Y norm(round(rec length/2)+1:end)=[];
for i=l:round(rec_length/2)
if abs(Y_norm(i))>0.07178
fn(count)=f(i);
weight(count)=Y norm(i);
ivec(count)=i;
count=count+1;
end
end
figure
plot(fn,abs(weight))

% Plot single-sided amplitude spectrum.
b=2*abs(Y_norm);

figure;

plot(f;b)

grid;

title('Single-Sided Amplitude Spectrum')
xlabel('Frequency (Hz)")

ylabel('[Y(D)[")
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Figure 105: Generating 5 MHz signal

%% extracting data from frequency domain model%%
a=importdata('C:\Users\Kiran\Documents\MATLAB\Vamsi_Ph.D\20fbhlognor freqdom.mat
);

n=19;

for i=0:n

al=a(30*i+1:30*i+30,:);

Q=al;

z12=[Q(1:11)*0;Q];
z1=[z12;zeros(128-length(z12),1)];
save 'z_freq.mat' z_total

z1=z1";

t=Y norm.*zl;

flipt=conj(fliplr(t));

fecho=[t flipt];

echo=ifft(fecho,' symmetric');
echo=fliplr(echo);

echo norm=echo/max(abs(echo));
t1=t./max(abs(t));

abs comb=2*abs(t1);

figure
plot(f,b,'--b',f,abs_comb,'-*1");
figure(i+1)
plot(time,echo_norm,'-b.");
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echo norm_f=echo norm(4:35);

echo norm_d=echo norm(136:174);

time d=time(136:174);

h_f=hilbert(echo_norm_f);

h_d=hilbert(echo_norm_d);

p_f=abs(h_f);

p_d=abs(h_d);

figure(it+1);

plot(time d,echo norm_d,-'time d,p d,'red");
M(i+1)=max(findpeaks(p_d));
N(i+1)=max(findpeaks(p_f));
M_norm(i+1)=M(i+1)*80/N(i+1);

i=i+1;

end

%% finding peaks-hilbert transform%

M=M";

N=N';

M norm=M _norm'’;
a_true=xlIsread("20fbh_lognor.xIsx');
xlswrite('20fbh_lognor peaks.xls',a_true,'Sheetl','A1:A20";
xlswrite("20fbh_lognor peaks.xls',N,'Sheet1','B1:B20');
xlswrite("20fbh_lognor peaks.xls',M,'Sheet1','C1:C20");
xlswrite("20fbh_lognor peaks.xls'M_norm,'Sheet1','D1:D20");
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