Enhancing IoT Service Delivery: A Layered
Fog Architecture Approach for Sensing and
Actuating as a Service

A thesis submitted during 2021 to the University of Hyderabad in partial fulfillment
of the award of a Ph.D. degree in the School of Computer and Information Sciences

by

ABDULSALAM ABDO MUSAED ALI ALAMMARI

SCHOOL OF COMPUTER AND INFORMATION SCIENCES
UNIVERSITY OF HYDERABAD
(P.O.) CENTRAL UNIVERSITY
HYDERABAD - 500 046, TELANGANA, INDIA
FEBRUARY, 2021



CERTIFICATE

This is to certify that the thesis entitled ‘“Enhancing IoT Service Delivery: A Layered Fog
Architecture Approach for Sensing and Actuating as a Service” submitted by ABDUL-
SALAM ABDO MUSAED ALI ALAMMARI bearing registration number 14MCPC22 in
partial fulfillment of the requirements for award of Doctor of Philosophy in the School of
Computer and Information Sciences is a bonafide work carried out by him under my super-
vision and guidance.

The thesis is free from plagiarism and has not been submitted previously in part or in full

to this or any other University or Institution for award of any degree or diploma. The student
has the following publication(s) before submission of the thesis/monograph for adjudication
and has produced evidence for the same in the form of acceptance letter or the reprint in the
relevant area of her research:
1. Abdulsalam Alammari, Salman Abdul Moiz, Atul Negi; Internet of Things Sensors and
Actuators Layered Fog Service Delivery Model SALFSD, MIWALI 2019, Springer, pp 15-25
2. TAbdulsalam Alammari, Salman Abdul Moiz, Atul Negi: TOWARDS TRULY SMART
CITY SERVICE PROVIDERS: A VIEW ON ON-DEMAND EVERYTHING AS A SER-
VICES, Journal of Critical Reviews, Vol 7, Issue 7, 2020, pp 428-436

Further, the student has passed the following courses towards fulfillment of coursework

requirement for Ph.D:

| Course Code Name Credits  Pass/Fail |
CS 801 Data Structures and Algorithms 4 Pass
CS 802 Operating Systems and Programming 4 Pass
IT 810 Mobile Computing 4 Pass
AI 853 Data Mining 4 pass
Prof. Salman Abdul Moiz Prof. Chakravarthy Bhagvati

Supervisor Dean of SCIS



DECLARATION

I, ABDULSALAM ABDO MUSAED ALI ALAMMARI, hereby declare that this
thesis entitled ‘“Enhancing IoT Service Delivery: A Layered Fog Architecture Ap-
proach for Sensing and Actuating as a Service” submitted by me under the guidance
and supervision of Salman Abdul Moiz is a bonafide research work. I also declare
that it has not been submitted previously in part or in full to this University or any other

University or Institution for the award of any degree or diploma.

A report on plagiarism statistics from the University Library is enclosed.

Date: Name: ABDULSALAM ABDO MUSAED ALI ALAMMARI
Signature of the Student:

Reg. No.: 14MCPC22

Signature of the Supervisor:



1o the soul of my father, to my mother, who
sacrificed many comforts to get a good education

for their children.
To my siblings, my wife, and my children. Without

their support and encouragement, this would not

have been possible.



Abstract

The increasing amount of objects connected to the internet using various
preexisting technologies for communication, storage, ubiquitous and per-
vasive computing, wireless sensor networks etc, are considered as the In-
ternet of Things (IoT). This emerging technology is defined by the inter-
connection of different types of smart objects Things provided with sens-
ing, actuating and communication capabilities to interact with their envi-
ronment and with each other. IoT is the enabler for connecting the physical
devices to the digital world, making numerous physical devices connected
to the internet and allowing remote control and heterogeneous devices col-
laboration. This made such devices to be an essential component for sev-
eral ecosystem applications. Several works have been proposed in the
literature for IoT. These works considered standards, reference models,
architectures, and communication protocols, etc. In this thesis, the focus

in on IoT architectures.

IoT has become the backbone towards realizing smart cities and their
ecosystems. Academia and industry have gone a long way in this a path
that it has become a reality. Smart cities require a different way of thinking
to make several ecosystems, authorities, and ownerships collaborate and
work together smoothly and automatically with less human interactions.
This thesis includes a proposed vision for smart city service providers to-

wards such a goal.

The cloud paradigm has been a revolutionary computing model in the
last decade. It provides a highly virtualized infrastructure with power-

ful computing hardware and software resources in the form of services
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accessed through the internet. Cloud paradigm is characterized by rapid
elasticity and flexibility, which allows the users to scale in and out eas-
ily on demand. Even though most IoT applications are effectively handled
by the cloud model, its centralized architecture and remote location cannot
deal with time-sensitive applications. Fog Computing is recently proposed
as a new computing paradigm to overcome cloud challenges. Fog comput-
ing consists of a widely distributed architecture which offers processing,
storage, and networking services between the cloud and the network edge.
In other words, fog services can be exploited to process part of tasks closer
to data sources rather than entirely relying on the remote cloud datacenter.
This significantly minimizes the communication in the network and con-
sequently decrease the latency and response time. However, the design
and management of such a distributed environment in combination with

the cloud in IoT applications are still challenging.

Sensing and Actuating as a service (SAaaS) is a paradigm where sev-
eral types of sensors and actuators are provided to the end users as per
their desired composition upon which end users can build their applica-
tion. Typically, SAaaS infrastructure is governed through cloud comput-
ing mechanism. SAaaS is mainly a complex paradigm. The system must
operate under a diversified ecosystem and properly manages the observa-
tions and actuation requests. One of the most critical factors affecting QoS
of IoT application is the wise deployment of the application tasks and en-
tities in the network topology. To this end, we have proposed a layered fog
architecture for sensing and actuating as a service paradigm. Observation
monitoring and decision making are essential for such paradigm, hence
are being taken care in close proximity of the IoT devices. Such mon-
itoring can also be offloaded to upper layers in case fog nodes in lower
layers are overloaded with processing. The proposed architecture is also
equipped with fault resistance mechanism as fog nodes are well known to
be potential points of failure in any fog system network. Further, the IoT
sensors’ observations are being filtered through all fog layers to get rid of

corrupted once and avoid unnecessary bandwidth consumption. We have

v



formally verified the work and simulated it to evaluate the architecture and
the features proposed. The evaluation conducted shows the enhancement

in the metrics tested.
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Chapter 1

Introduction

The increasing amount of objects connected to the internet using various preexisting
technologies for communication, storage, ubiquitous and pervasive computing, wire-

less sensor networks etc, are now considered as the Internet of Things (I0T).

This emerging technology is defined by the interconnection of different types of
smart objects “Things” provided with sensing, actuating and communication capabil-
ities to interact with their environment and with each other to be an essential com-
ponent for several ecosystem applications [75]. Hence, IoT refers to a new range of
connecting devices/objects (other than the known networks of computers) watch, cur-
tain, juicer, TV, car, kitchen appliances, health devices and much more. Figure [I.]]

shows an overview of IoT .

10T is defined in [20] as “Interconnection of sensing and actuating devices pro-
viding the ability to share information across platforms through a unified framework,
developing a common operating picture for enabling innovative applications. This is
achieved by seamless ubiquitous sensing, data analytics and information representa-

tion with Cloud computing as the unifying framework.”

IoT paradigm is a result from the convergence of three different visions listed below
[9]], and also depicted in Figure [I.2]

e Things-oriented visions: Concentrates on outfitting objects with smartness to be
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Figure 1.1: Internet of Things Overview

able, for instance, to sense their environment and actuate on it, to communicate
among themselves and connect to the internet, etc. Must of which are based on

microcontrollers that eventually link the real world with the digital world.

e Internet-oriented vision: Concentrates on the smart objects communication-related
aspects like communication protocols and interoperability concepts through in-

ternet and web technologies.

e The unique addressing of the massive amount of connected smart objects, and
the representation and storing the huge amount of data they generate turned to be
the most challenging issue resulting in semantic-oriented visions or perspectives
of IoT. Ontologies and Resource Description Framework (RDF) are supporting
concepts to deal with such an issue. Ontologies are widely used to manage
the object metadata; Web Ontology Language (OWL) is used to define such

ontologies. Where RDF is for data representation.

IoT paradigm has witnessed a spectacular evolution during the last few years; it
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Figure 1.2: The convergence of different visions resulting in IoT Paradigm, Adapted
from [9]]

is also expected to open new fields of perspectives in research and industry in the
next decade. As the Internet is spreading and the microchips and sensors/actuators are
getting cheaper, more [oT applications come to the reality leading to more types and

number of connected devices.

It was estimated that by 2020 more than 30 billion IoT devices will be connected
worldwide. Hence, this massive 10T deployment will generate an enormous quantity

of data as never before [[65]].

IoT enables such physical objects to communicate, coordinate and share their data
by employing the above mentioned pre-existing technologies. This arrangement is
more suitable for these physical objects and allows them to cope with their constraints
and limitations to make them smart, rather than as traditional passive objects [S]. In
other words, 10T is the enabler for connecting the physical devices to the digital world,

making numerous physical devices to be connected to the internet and allows remote



control and heterogeneous devices collaboration.

IoT devices addressing is satisfied by IPv6, however, according to [4] the increasing
of IPv6 addresses cant keep going hence the NDN (Named Data Networks) raised in
2009. IoT also requires dedicated scheduling models [S3]].

IoT generally uses the existing technologies and paradigms to serve or change the way
services are provided to many application domains like smart home, smart grid, smart
agriculture, smart forest, healthcare etc. and paves the way for new applications and

business opportunities.

IoT aims at connecting people, places, data, and things anywhere anytime to create
a smart world based on smart wearable/room/home/building/parking, wider to smart

sensing and Actuating networks, transport, smart grid, and reaching smart cities.

IoT and pervasive computing are supposed to provide services to the user to meet
their requirement with minimal or no user intervention. In some cases, the require-
ment of users may be fulfilled with an atomic service. However, in IoT world a lot of
services and their sources (usually resource-constrained devices with digital services)
are available, but one key challenge is allowing easy and dynamically composition of
available distributed and heterogeneous services to collaborate and to perform an ad-
vance or complex task which may not be fulfilled using one atomic service. Later, the
composite service may be used to fulfil other users requirements in different scenarios
[39].

IoT devices have well-known limitations and constraints (e.g., limited storage, lim-
ited processing and communication capabilities) which are mainly being overcome
with the help of cloud computing paradigm that acts as a backbone for remote process-
ing and storage of IoT devices generated data. Cloud computing provides 1oT with
virtually unlimited resources [15]. Besides, sensors as essential components of IoT
applications that generate a large amount of data, i.e. Big Data [56]. Big Data has

its associated challenges like storage and communication that IoT constrained devices



cannot address without the great solutions provided by IoT integration with cloud com-
puting. This integration supports storage as a Service [80], Software as a Service and
Platform as a Service [81]. However, the more sensors are connected, more data is
generated and sent to the cloud, leading to increasing transmission overhead, network

congestion, and latency issues [35].

The cloud paradigm has been a revolutionary computing model in the last decade.
It provides a highly virtualized infrastructure with powerful computing hardware and
software resources in the form of services that are accessed through the internet. Cloud
paradigm is characterized by rapid elasticity and flexibility, which allows the users to
scale in and out easily on demand [23]]. Even though most IoT applications are ef-
fectively handled by the cloud model, its centralized architecture and remote location
cannot deal with time sensitive applications. Moreover, the spread of 10T devices in
the coming years will expose the cloud to a high volume of data which may lead to
network saturation, high workload and response time. This is because the cloud envi-
ronments and network infrastructures can not resist the growing data processing load

and communication required by these systems.

Fog Computing is recently proposed as a new computing paradigm to overcome

the cloud challenges; it is consist of a widely distributed architecture which offers
processing, storage, and networking services between the cloud and the network edge
[38]]. In other words, fog services can be exploited to process part of IoT and cloud
tasks in a closer geographically to data sources rather than fully relying on the remote
cloud datacenter. This significantly minimizes the communication in the network and
consequently decrease the latency and response time.
However, the design and management of such a distributed environment in combina-
tion with the cloud is still challenging. Also, the heterogeneous data generated from
different types of sensors adds another layer of complexity. Therefore, the data in the
system need to be carefully designed, or unified communication language need to be
developed to ensure the interoperability among different modules, services, and de-
vices [[105]].



1.1 Motivation

Sensing and Actuating as a service (SAaaS) is a paradigm where several types of
sensors and actuators (Ss/As) -stand-alone or in wireless sensor networks- are pro-
vided to the end users as per their desired composition upon which end users can build
their application. Typically, SAaaS infrastructure is governed through cloud comput-
ing mechanism; devices owners offer the functionality of their devices to the service
provider either free of cost or on rent basis. While the cloud acts as an intermediate
interface which delivers the systems resources as services for the registered users as
agreed in the purchased offer. Thereby, the end users will be charged on the bases of a

pay-as-you-go pricing model which permits them to scale the systems resources easily.

SAaaS is mainly a complex paradigm. Besides that, the system must be able to
operate under diversified ecosystems that properly manages the observations and ac-
tuation requests. Also, the infrastructure needs to be highly virtualized to permit the
exploitation of the same physical layers components by multiple users simultaneously,

which can reduce the cost of the service [59].

1.1 Motivation

The contributions of this thesis are generally motivated by the state of the art devel-
opment in service composition and features provided by cloud and fog computing:

pay-as-you-use, federation, mobility, security, scalability, interoperability, etc.

Integrating cloud and fog computing has led to a breakthrough revolution in the
way IoT applications are thought off and designed, the way devices connect to the
internet and interact with it. This make it possible almost for any kind of devices
to interact with the environment and modify their operational manner and behaviour,
capture heterogeneous and complex information. The same has motivated to suggest
architectures for collaboration among several service providers and for sensing and

actuation as a service, as well as to develop a view of the future smart city.



1.2 Research Objectives

1.2 Research Objectives

The research objectives are:

e To exploit the advancements of the federation, accounting, and composition con-
cepts and suggest a new view of future 10T service providers suitable for the

foreseen smart city visions.

e To enhance the present SAaaS architectures design by empowering it with robust

layered fog able to cope with the sensitivity of [oT applications requirements.

e To suggest better deployment of SAaaS tasks in the network topology aiming to

reduce the observation and actuation latency.

1.3 Contributions of Thesis

The thesis main contributions are listed below.

e Towards future smart city vision, an architecture is proposed which composes/aggregates
different types of services that may belong to different ownerships, architectures,
or application domains. This smart city vision will eventually make cloud ser-
vice provider be as an integration of several services providers which encourages

fast and economically inexpensive innovative 10T applications.

e As we believe that one of the most critical factors affecting QoS of IoT appli-
cation is a good deployment of the application tasks and entities in the network
topology, a layered fog architecture is proposed for sensing and actuating as a
service paradigm. Observation monitoring and decision making are essential for
such paradigm, hence are being taken care in close proximity of the IoT devices.
Also, the architecture is equipped with fault resistance mechanism as fog nodes

are well known to be potential points of failure in any fog system network.

e The proposed layered fog architecture for sensing and actuating as a service
is extended, with enhanced features like observation monitoring offloading and
a new observation filtering scheme that takes care of corrupted observations

throughout the entire network topology. The work is simulated to evaluate the



1.4 Structure of the Thesis

architecture and the features proposed. The evaluation shows enhancement in

the metrics tested.

1.4 Structure of the Thesis

Following is the organization of the thesis. Chapter 2 discusses 10T main building
blocks, fundamental existing concepts and techniques for IoT and both cloud and fog
computing. It also lists several evaluation metrics and parameters as well as the pri-
mary requirements for successful IoT ecosystems, cloud, and fog computing along
with related work in such areas. Chapter 3 presents the vision of future smart city
service providers as well as the proposed architecture for the same. In chapter 4, we
present the theoretical details of layered fog for sensing and actuating as a service pro-
posed along with a feature-wise comparison with some core works in the same area.
The extension of layered fog proposal, details of entire SALFSD components and com-
munication among them, details of added contributions, and formal verification are
presented in chapter 5. This is followed by the experiment analysis and evaluation of
the architecture in chapter 6. Finally, chapter 7 concludes the thesis contributions and

highlights the future works.

1.5 Publications

1. Abdulsalam Alammari, Salman Abdul Moiz, Atul Negi; Internet of Things Sen-
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Chapter 2

Fundamental Concepts and Literature
Review

This chapter begins by briefly going through foundation concepts and several pre-
existing technologies and paradigms on which sensing services and the 10T is built
upon and depends on. These technologies and paradigms are used for communica-
tion, architecture, storage, sensing, arrangement and more. Existing literature that uses
stand-alone sensors/actuators or mobile phone integrated sensors/actuators for some
sensing and actuating applications with and without the IoT are listed. These are fol-
lowed by showing the most famous and widely adopted integrations that is used to
support and cover IoT limitation and increase its acceptance for building IoT-based

applications; i.e. cloud computing and fog computing.

2.1 Fundamental Concepts

2.1.1 IoT Building Blocks

These are the main elements required by any loT-based application to achieve its func-

tionality.

e Identification: There are billions of IoT devices and services; hence IoT needs

to identify them uniquely. There is a difference between object ID (that refer
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to the object name or the services name like wind speed sensor or D1) and its
unique address in the communication network [5]. Radio Frequency Identifica-
tion (RFID) is one technology used for identification, microships attached to any
object to support its automatic identification [35]. IoT devices addressing is sat-
isfied by IPv6, however, according to aggarwal et. al. [4] the increasing of IPv6
addresses can not keep going, hence the Named Data Networks (NDN) raised in
2009.

Sensing: Sensing means reading the environment data (observations) using the

sensors devices and upload it for analysing or storage [S].

Communication: There are several heterogeneous and resource constrained IoT
devices in which they require low power for operation hence require light weight
communication protocols that support such needs. Some of the communication
protocols used in IoT are, Bluetooth, WiFi, IEEE802.15.4, LTE-Advanced, Z-
wave, RFDI (Radio Frequency Identifier), Ultra-Wide Bandwidth (UWB) and
Near Field Communication (NFC) [5]].

Computation: 10T applications require processing units (hardware and software)
to run and provide the computational mean. Arduino, Raspberry PI, WiSense,
Cubieboard, Z1, BeagleBone, Intel Galileo, FriendlyARM are some examples
of hardware platforms commonly used for running IoT applications. Real-Time
Operating Systems (RTOS) like Contiki RTOS with its simulator -Cooja- is used
to devolve real-time IoT-based applications. TinyOS, LiteOS and Riot OS are

also lightweight operating systems designed to suit for IoT environments [S]].

IoT Services: Services that enable interaction with the physical world. IoT Ser-
vices can be stand-alone as a field on their own. Compared to Internet services,
which run on powerful and rich resources (power and computation ability) com-

puters, [oT services are deployed and run on resource-constrained devices [94]].

Semantics: Refers to the ability of IoT heterogeneous devices to extract knowl-
edge smartly out of the sensed raw data. This takes great support of Semantic
Web technologies like Resource Description Framework (RDF) and the Web On-
tology Language (OWL) that help in describing and representing information in

machine-understandable ways [3]].
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2.1.2 Fundamental Technologies and Paradigms

Some foundational technologies and paradigms shaped IoT and sensing applications

are listed below:

e Cloud Computing: It is the provision of providing several types of services and
resources through the internet. These services are like platform, software, com-
putation, storage. It has become a common choice for individuals and enterprises

as it saves development costs and increases security and performance [67]].

e Infrastructure as a Service (IaaS): Is one form of cloud computing where infras-
tructure components like servers, networking hardware, storage are being hosted
at the cloud of the service provider and made accessible to user over the internet
[67].

e Platform as a service (PaaS): Is the form of cloud computing where the service
provider offers hardware and software tools and make them accessible over the
internet [67]].

e Software as a Service (SaaS): Is the provision that allows users (individuals or
enterprises) to connect to and use cloud-based applications over the Internet.
In SaaS applications are hosted at the third party service provider and made

accessible for user through the internet [67].

e Fog Computing: It is the paradigm that brings some of the cloud capabilities
(computing, storage, and applications) closer to the data sources. The location
of fog nodes is not necessarily fixed; they maybe anywhere between the data

sources and cloud [64]].

e Sensing as a Service (S%aaS): Service providers introduce observations of par-
ticular sensors to end-users as a service either free of cost or on rent basis. The
sensors may belong to the service provides themselves or being rented from de-

vice owners [[78, 89].

e Sensing and Actuating as a Service (SAaaS): It is quite similar to SaaS adding to
it that providers also offer applying forces to particular actuators as per end-users

requirements [26].
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2.2 Literature Review

In this section, we list the research issues that were mainly studied and hence fun-
damentally led to this thesis contributions. Issues related to the composition of IoT
services with mobile sensors are listed. Followed by the issues related to the compo-
sition of sensors and actuators. The main focus is to show the types of integrations
and compositions of several technologies and paradigms that resulted in a new view
of sensing and actuating applications and architectural views. To name few, mobile

phones, cloud computing, and fog computing.

Mobile phones are widespread, low in cost, integrated with many sensors like
GPS, light, microphone, accelerometer, motion, camera etc. and able to connect to
external sensors. The same made mobile phones good or first choice to serve as in-
terfaces for many types of applications and provide them with the ability to improve
the performance of IoT- based applications. This is also because such devices are also
equipped with many communication models (Cellular, Bluetooth, NFC, and WiFi)
through which they communicate with sensors and among themselves. Though, the
mobility of mobile phone sensors results in new challenges in designing and managing

sensing applications [76]].

The domain area of mobile computing and IoT was defined Kamilaris et. al. [46]]
as the research area that involves case studies, prototypes, demonstrations, applications
and business cases of the [oT/Web of Things, through mobile phones. In such domain,
the user of the mobile phone interacts with cyber-physical things that are enabled to
the Internet/Web through their phone device, exploiting at the same time the sensing

capabilities of the phone.

2.2.1 Participatory and Opportunistic sensing

Two types of smart phone sensing were identified in [[1, 55} [89]; Participatory sens-
ing and Opportunistic sensing. In participatory sensing users are involved in the tasks
of sensing (where, what and when to sense are determined manually by participants)

and uploading the observation whereas opportunistic sensing it happens automatically
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without the intervention of users, which was first intreduced by Goldman et. al. [29]].
However, [35, 47] favoured smart opportunistic over participatory sensing for IoT ap-

plications.

For continuous roaming inside and outside the hospital, two models of data trans-
mission to the server are used for location-aware patient monitoring system [19]. The
first model uses the LAN internet if the body is within the LAN coverage. Otherwise,

the CDMA network is used to transmit data to the server.

Eco-feedback sensing systems was developed by Jacucci et. al. [44] with mobile
phone interface to enable monitoring the power consumption, and with the use of a

mobile cameras (pointing it to the device) by Jahn et. al. [45].

Smart parking system, Park Here [83], take benefit of mobile devices sensors and
short-range communication to find and spread the availability of parking spots. Park
Here uses two modes of parking spot data spreading. Local, device-to-device, using
WiFi Direct to disseminate data around the user locality. Global, to a remote server,
via a 3G/4G network. The availability of spot is identified without geo-locating it as
the system does not use GPS. ParkNet [66] used vehicles GPS to identify the parking
spaces. While [54., 61} [71, [100] used smart phone to automatically identify whether

the parking spot has been vacated.

AndWellnes system (personal data collection system) [40] uses mobile phones to
collects data form participants to conduct surveys and display the participant’s statistics
in real-time for both participants as well as researchers. The participants are prompted
in their mobile at a configured time intervals to answer surveys (time-based, location-
based, or other contextual parameters) where the answers are sent wirelessly to the
server. Besides the configured intervals, the participant’s mobile sensors can be used
to upload continuous data with user location tracking using GPS. Hence, AndWellnes

provides participatory sensing as well as smart sensing

SenSay (a single sensor-based approach) [49] was developed to identify the partic-

ular mobile device context using only the embedded sensors in that device. It realises
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the change of context of the mobile user (standing, sitting, walking or running). In
SenSay, there is no cooperation between sensors that belongs to different handsets.
Alternatively to the use of a single sensor, multiple simple sensors in the handset are

integrated to identify the context cooperatively [31, 43].

In SPA [877]] -mobile-based system- a collaboration between body area sensor net-
work and environment sensors is suggested to continuously sense and upload the gath-
ered data to a remote server to be analysed by professional for continuous health mon-

itoring.

CONSORTS-S [84] designed a platform to provide mobile users with context-
aware services by accessing wireless sensor networks in the surrounding. CONSORTS-
S architecture consists of three main parts; 1) The mobile phone to be used as an in-
terface. 2) For overcoming the mobile phone limitations, CONSORTS-S platform has
attached mobile sensor router to the mobile device to help in the communication with
the surrounding wireless sensors. 3) Middleware located in the remote server for man-

agement and sensed data analysis.

2.2.2 Urban Sensing

Urban sensing is the use of digital environmental sensors in urban landscapes like
buildings, vehicles, healthcare etc. It was addressed in several studies. Some of such
works were designed for specific applications. CodeBlue [63] introduced a wireless in-
frastructure for emergency medical care application. CodeBlue integrates low-power,
wireless vital sign sensors, Personal Digital Assistants, and PC-class systems with the

ability to scale to a network of dense devices.

A set of guidelines to establish ideal architecture and platform for industrial ap-
plications were established Kumar et. al. [52]. The work also developed a general
architecture for industrial application to monitor and predict equipment failure. Wis-
den [101] designed a wireless sensor network system for acquisition of structural data

from different locations for identifying damages in surfaces where they are deployed.
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The system Identified the damages -if any- and there locations by monitoring changes

in sensed accelerometer parameters.

Similarly, UrbanRadar [47] -location-based application- an application which dis-
covers and communicates with environmental services; provided by Web-enabled ur-
ban sensors. In UrbanRadar, user can create urban mashups, which are satisfied only
when several predefined conditions (from the mashup services) are met. As an exam-
ple, a location-aware environment monitoring approach introduced in UrbanRadar to
make users updated with the current real-time environmental conditions. Their novelty
is that they reduce the direct citizen involvement by reading the data through mobile
devices and share them over the web as a contribution towards real-time digital city
vision supporting urban sensing. Their developed mobile application interacts with
web-enabled sensors deployed in the environment around the user.

Finally, a general purpose framework, AnonySense [21]], to allow participatory
sensing to answer the application’s query about the context. It leverages sensors on

participants mobile phones taking the privacy of participants into account.

2.2.3 People-Centric Urban Sensing

It is a landscape of urban sensing where the importance is given to people’s attributes,
surroundings, and how they interact with their surroundings. People-CentricUrbanSensing
[17] was an attempt to encourage the movement of sensors network from application-
specific - mostly small scale- to the scalable and general purpose network for com-
mercial mainstream which can support a variety of urban application (buildings, cities,
enterprises). Moreover, People-CentricUrbanSensing is designed to extend the general
purpose infrastructure to “new sensing edge for the internet.” People-CentricUrbanSensing
architecture favours the opportunistic sensing-based approach to support its scalabil-
ity. Several issues like (the coordination among static sensors, people-centric mobile
sensors and edge wireless access nodes) that aid opportunistic sensing, tasking and
data collection are identified. Besides, challenges like wide coverage of sensing areas

with numerous mobile sensors, responsibility hand of, sensors coordination, network
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performance, privacy and security were also discussed in this work for the support of

the new view.

MetroSense [16] is also based on people-centric sensing approach that follows
three main stages (sense, learn and share). MetroSense sensing is based on three
sources of sensing; mobile phones sensors, fixed sensors in civic infrastructure, and

edge wireless access node which provides the internet gateway.

Participatory sensing for large scale sensing is the evolution as mobile crowd sens-
ing using internet-enabled smart phones . It is an enabler for a broader range of urban

applications like traffic planning, environment monitoring and public safety [48160].

2.2.4 Integrating with the Cloud

IoT is mainly characterized by numerous real word things with the following main lim-
itations; low energy, limited storage and processing, and short-range communications
[79, 182, 95]]. Cloud infrastructures are ubiquitous and provide virtually unlimited, in-
expensive and easily accessible (from anywhere) resources [15, 92]. Integration of the
cloud and IoT is a solution to overcome IoT limitations leveraging the cloud perfor-
mance and always available and scalable cloud resources [58} 162, 90]. Mobile phone

sensing also has taken plenty of benefits when integrated with the cloud.

Besides, Taivalsaari et. al. [93] foresees that by the time IoT platforms reach ma-
turity, the following topics (mostly depend on cloud computing) will take the forefront
in such platforms: 1) Things management, for devices registration and virtualization.
2) Devices remote programming. 3) System-level programming and orchestration. 4)

Edge clouds, local connectivity, and fog computing. 5) Security.

Using smartphones as a source of sensing services was first introduced and termed
as Sensing as a Service (S%aaS) by Sheng et. al. [89], and further elaborated and
detailed by Sheng et. al. [88]. S?aaS concept strongly depends on cloud computing as

an essential computing model with many services offered which can be leveraged by
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this concept. The work also details some fundamental requirements for any sensing as

a service via smart phones:

1. Ability to support different mobile platforms serving several types of mobile

phones sensing applications.

2. Having in mind that such devices are power constraint, it is also required that the

system is power efficient.

3. Support for efficient interconnection mechanisms. Sensing request can be han-
dled from different locations with the help of the cloud and the deployment of

sensing server in different locations.

Besides, Sheng et. al. [89] stated the following functionalities to be supported
by S2aaS Cloud. Web interface to be provided for users accesses both from mobile

devices and normal computers:

1. The ability to generate new sensing task (stander format including what data to
be collected, sensors to be used and area of interest) for each new data collection

request.
2. The ability to recruit participants to participate in sensing for each new request.
3. The ability to schedule the sensing activities between mobile participants.

4. The ability to deploy sensors managing applications on the participant mobiles
such that the data sensing and sending them to the server are managed and under

control.

5. Finally, the ability to save data for future use.

Also, Perera et.al. [78] explored the concept of sensing as a service model and how it

can fit into IoT.

Spheres [33]: A web services framework for smartphone sensing as a service.

Spheres introduced (SOA) services oriented architecture based framework integrating
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mobile internet, wireless sensor network and cloud to provide smartphone crowdsens-
ing to be shared for both public and private use. Spheres is based on [34] with the
main difference is that in Spheres mobile phone sensors are not in fixed location. In
[34] wireless sensor nodes were connected to a gateway and formed a wireless sensor

network.

In S?aaS [77]], the word sensors refers to physical sensors as well as virtual sensors.
In S?aaS, any sources that generate data, social media accounts and weather APIs, for

example, are considered as virtual sensors.

Mobile phones, as well as standalone sensors/actuators, are being used to actuate
and control physical devices in several domains, and a number of models and archi-
tectures have been suggested in the literature for the same either for specific or general

domain applications.

Internet technology along with IoT are foreseen to be the future standards, partic-
ularly for home automation and control [32, 51], providing interoperability between
heterogeneous types of devices. Applications for monitoring and controlling home ap-
pliances were introduced in [10,/99]]. A general mobile phone application that provides
the ability of creating physical mashups of composition of different smart things was
introduced by Guinard et.al. [36].

Sensing Cloud Infrastructure (SCI) was introduced by Yuriyama et. al. [106] to
provide virtualized (on the cloud) set of physical sensors required by the user on de-
mand. User has control and monitor over the virtual set of sensors on Information
Technology infrastructure and out to destroy them once they are not in need. SCI con-
tains five servers, mainly; portal server, service provider server, resource management

server, monitoring server and virtual server.

SCI was extended to the concept of IoT by Madria et. al. [62] which comprises of
three layers: client-centric, middleware, and sensor-centric.
SCI was optimized in SenseCloud [50], a cloud based solution with unified access

to different sensor networks and a level of abstraction that hides the underlying com-
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plexity. SenseCloud proposed a system which exploits the virtualization technology
to manage and share the same IoT infrastructure between different users and allow
dynamic provisioning; the strategy consists of creating virtual sensors for the users,
which corresponds to the requested physical sensors. The management of sensing data
is handled by the service provider through the cloud and shared with users either in
real-time or historically. Moreover, the proposed system is provided with security,

load balancing, multitenancy, failover, high availability and reliability mechanisms.

Abdelwahab et. al. cldassiremsensCARS2014 surveyed the use of cloud com-
puting as to provide remote sensing services (Cloud-assisted remote sensing, CARS
for short) as an enabler of Internet of Everything(IoE); hence, they believe it leads to
prompting smart cloud services. Through real-world application, researchers explained
the benefits of using cloud-based services to empower remote sensing. Besides, a four-
layered architecture (CARS) is proposed in this work: 1) fog layer; 2) stratus layer; 3)
alto-cumulus layer; and 4) cirrus layer.

CARS mainly provides three service models: Sensing and Actuating Infrastructure as
a Service (SAlaaS), Sensing and Actuating Platform as a Service (SAPaaS), and Sens-
ing Data and Analytics as a Service (SDAaaS), which are alike to cloud computing
service models: 1) IaaS; 2) PaaS; and 3) SaaS. It worth mentioning that, in CARS
architecture, sensing and actuating resources are encapsulated in the fog layer. Several
essential design components for Cloud-assisted remote sensing were described in this

work.

Cloud of Things (CoT) [3]] introduced cloud architecture for sensing as a service.
Authors of CoT hypothesis that taking benefit of IoT devices global sensing resources
in cloud platform to support remote sensing is an efficacious way to achieve their
sensing as a service foresight in their previous work, CARS [2].

In contrast to the traditional cloud platforms that collect data for later use, Cloud of
Things processes the data in-network by IoT devices to directly provide meaningful
information. Three main elements form CoT architecture; 1) IoT devices; sensors
devices with the ability to serve specific as well as general purpose remote sensing
applications. 2) First tier clouds; traditional cloud platforms that provide unified user

access interface. 3) Cloud agents; resource reach, trusted, and well connected to the
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traditional cloud platforms and to the internet located near the network edge. Cloud
agents are basically edge nodes used for discovery, virtualization, and forming a cloud

network of IoT devices.

Sensing and Actuating as a Service (SAaaS) provides various types of sensors
and/or actuators (S/A) resources from sensor networks and personal mobile devices
to the end user as services. The end user can then build their own application based
on rented composed/aggregated types of resources of their desired locations, func-
tionalities and time. SAaaS also provides the end user with the ability to trigger ac-
tuating commands as per their analysis of the scenarios/real/historical data etc. The
idea of SAaaS was encouraged by the following factors that made robust base for
SAaaS: 1) The globally distributed and wide spread of heterogeneous smarts devices.
2) Smart devices, sensors and actuators that can be categorised location wise or by their

type/functionality. and, 3) The spread of Sensing/Infrastructure/Storage as a service.

In SAaaS owners (being individuals, enterprise, universities, etc.) of sensing/actuating
devices may contribute their devices services for free or provides the same on rent
bases. Device owners may contribute standalone Sensors/Actuators (S/A) devices or
WSN in which they are called contributing nodes which (whether have single or group
of sensors or actuators) must belong to the same administrative domain [26]. End users
(the once will take the benefits of the sensors and actuators) might also be individuals,

enterprises, universities, etc.

The SAaaS provider acts as the mediator between the two parties and manages all
the aspects of the paradigm. Among SAaaS provider responsibilities are device owners
and end user enrolment, Service Level Agreement creation, physical nodes selection,
rent calculation, virtualizatin, etc. SAaaS virtalization has two types. First is the virtal-
ization of the observation data in witch the provider receives the sensors observations
and saves them to provide each end user with the required data at their prespecified
time. Second is the actuator vitrualization where the provider facilitates the end user
access (sending an actuator command) to the previously rented actuator. This con-

cludes that the provider must create a virtual set of desired sensors and actuator for
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each end used as per their requirement.

The main concepts and players of SAaaS were identified by Distefano et. al. [26].
The work also introduced an architecture for SAaaS in which they make a Hyervisor in
the nodes to abstract the creation, management and virtualization of sensors and actua-
tors as a virtual instances in the cloud. Even though the Hypervisor works at the device
level, it enables direct communication with sensing and actuating devices through the
Automatic Enforcer which is located between the VolunteerCloud Manager and the

Hypervisor.

Distefano et. al. [28]] used their hypervisor propesed in [26] to introduce more de-
tailed architecture for SAaaS, giving more concentration for management, abstraction
and virtualization of sensing resources. Their proposed architecture allows devices to
provide their sensors as a virtual instance which makes a particular physical device
handles concurrent requests. Besides, the architecture can compose/aggregate a net-
work of resource instances out of simple individual instances. It is worth mentioning
that, since this architecture is based on the hypeovisor, it is a device-oriented approach

but still concurrent requests of the same physical device are ensured.

A further extension to their works in [26] and [28]], authors proposed utility frame-
work [27] for IoT SAaaS approach inside IoT-A reference architecture [[72]]. This work
implemented the earlier proposed idea (implementation for Android mobile) in a real

life IoT scenario to show its feasibility.

Stack4Things [59] adopted the OpenStack [73] (Infrastructure as a Service frame-
work) to propose a framework for Sensing and Actuating as a Service (device-centric
approach). Stack4Things shows the detailed subsystems for resources management

and their observation data, and some use cases were demonstrated.

Sensing and Actuation as a Service Delivery Model (SAaaSDM) [83]] is a novel
model of system management and computing for SAaaS proposed based on cloud
edge centric IoT model. The purpose of SAaaSDM to overcome the issues of cen-

tralized cloud architecture while taking advantage of computing and storing capacities
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of both cloud and edge computing. Therefore, the model aims at providing robust
management for the existing [oT sensors and actuators in Cloud Edge-Centric fash-
ion and process their data in the edge node (cloud gateway). Compared with other
works, SAaaSDM brings many benefits to sensing and actuation applications. In ad-
dition to exploiting virtualization and enabling collaboration between various type of
IoT devices, SAaaSDM enhances the performance of the paradigm by decreasing both
bandwidth usage and processing response time as well as improving the network lifes-

pan.

The issue of heterogeneity and interoperability of IoT devices were tackled by Yun
et. al. [105]. Authors designed an IoT platform (nCube) based on oneM2M standard,
which unifies the communication language among IoT devices. To achieve such uni-
fied communication, they developed middleware programs (thing adaptation software
TAS) which enable the translation of sensing value and actuation commands into a

defined oneM2M resources accessible and manageable through a web application.

2.2.5 Integrating the Cloud with Fog Computing and IoT

Cloud computing has led to a breakthrough revolution in the way applications are
thought off and designed, the way devices connect to the internet and interact with it.
The same makes it possible almost for any kind of devices to interact with the environ-
ment and modify their operational manner and behaviour, capture heterogeneous and

complex information etc.

Such revolution has been a milestone and enabler in the emerging of IoT paradigm
and the development of several systems that continuously monitor and interconnect
with the environment and take action automatically in response to certain conditions
or as per users’ command. Notwithstanding the indispensable benefits offered by the
cloud, it is still subject to many challenges, including increased latency of both data
and services, network congestion, and the increased bandwidth and communication

concerns. This is because the cloud environments and network infrastructures can not
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resist the growing data processing load and communication required by these systems.

Mostly, IoT applications have rigorous requirements. Plenty of them requires, to
some extent, real time responsiveness, while the privacy and security, the quality of ser-
vice, and the location awareness of the response are achieved. For such requirements,
the (cloud-IoT architecture) can barely support the processing and communication of
such a massive amount of devices and data. Besides, if cloud-IoT devices architecture
could support such applications, this will be with limited response time, scalability,

and quality of service [14].

In highly dynamic and real-time scenarios, data rapidly and continuously change,
and the reciprocated data between IoT and the cloud might not reflect the real time

values or be accurate; the reason is the high latency throughout interactions [[12]].

Several architectures and solutions are proposed attempting to support the require-
ments of 10T applications or/and processing such amount of data. New architectures
that enable integrating the cloud with any type of lightweight sensors are described in
[98, [107]. These architectures tried to enable the integration by getting over the inher-
ited cloud issues: latency, the ability to support periodic events, handling continuous
sensing, the lack of elasticity when data of numerous sensors is transmitted simultane-

ously.

The problems stemmed from continuous sensing was addressed by Lane et. al.
[S5] which propose that devices should collect data and upload them to the cloud. This
occurs only sporadically. This delay-tolerant model of sensor sampling and processing
critically bounds applications effectiveness and the system ability to be aware of its

real time context, adapt and react to timely situations.

Therefore, some questions like, what to process, and where to process, or where
to take a decision based on realtime data streaming are resolved in a more recent
paradigm called Fog computing or mini-cloud. Fog computing is mainly about bring-

ing the processing closer to the data sources. However, what processing is to be pulled
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out from the cloud, and where to be placed in the network topology are the main im-

portant issues in defining exactly a fog node and its location [64].

OpenFog Consortium defined fog computing as “A horizontal, system-level archi-
tecture that distributes computing, storage, control and networking functions closer
to the users along a cloud-to-thing continuum.” Hence providing the missing link in
the cloud-to-things continuum. The consortium has also defined eight common pil-
lars of OpenFog reference architecture [74]]: security, scalability, openness, autonomy,
RAS (reliability, availability and serviceability), agility, hierarchy, and programmabil-
ity. Defining standards to ease interoperability and implementation of IoT applications

is one of the main objective of OpenFog Computing consortium.

Fog computing is an extension of the traditional cloud computing where archi-
tecture implementations may be established in several layers in the topology of the
network. Though, fog and cloud work together, and fog extensions must preserve
the cloud benefits: virtualization, containerization, manageability, orchestration and
efficiency. In other words, fog works as an interface between IoT and the cloud; sup-
porting them to communicate. Consequently, fog gathers the best features of each
technology, expanding the application range of cloud computing and growing the re-

source availability in IoT [12}[74].

While the cloud provides global centralization, fog provides localization hence re-
ducing the latency and provides context-awareness. Both; the cloud centralization and
fog localization may be required for many types of applications [14]. And both com-
puting paradigms have their associated pros and cons hence can complete each other,
particularly for supporting IoT applications. Fog provides support for fast response,
mobility, and processing, while the cloud offers processing and storage for necessary
tasks. In short, an effective IoT management system needs both cloud and fog support.
The important factors are what services are to be deployed on the cloud and on the fog,
mostly depending on the IoT application features and characteristics. It is even likely

to replicate some services on both the fog and the cloud [8]].
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Also, Bonomi et. al. [13]] discussed how fog could be a useful paradigm to support
the cloud in terms of latency, real-time processing, large scale and location awareness,
particularly for IoT applications. The discussion has also pointed out the aforemen-
tioned benefits for Connected Vehicles, Smart Grid, and Wireless Sensors and Actua-
tors Networks applications with the IoT. Besides, the work listed out some applications
were fog better fits than the cloud paradigm; applications require very low latency,
geo-distributed applications, fast mobile applications, and large scale distributed con-

trol systems.

IoT service delay can also be minimized by service offloading between fog nodes
or from fog nodes to the cloud. A similar concept is workload or tasks assignment to
either fog nodes or to the cloud that is considered a static optimization problem asso-
ciated with high complexity [6, 37]. Though, they did not take offloading from fog to
cloud into consideration. However, fog services and tasks offloading has less complex-
ity and more flexibility: the number of network layers and fog node, their organization,

etc. do not have any restrictions on offloading mechanism [104]].

Several works like [13, 91, [103]] argues that due to its proximity, its mobility sup-
port and dense geographic coverage, for platforms can be utilized to operate IoT appli-
cations and services from the network edge and end devices (access points, road side
units, set top boxs, Machine to machine (M2M) gateways.) Such utilization reduces
the latency, improves QoS, and allows real time data analysis with actuation leading to
consumer centric IoT products [22]. Besides, Botta et. al. [15] explains that the real
time association among loT tools gets the support of fog and cloud computing which

consequently minimizes latency in data processing and analysis.

Satyanarayanan [86] highlighted that proximity helps in: 1) Masking cloud out-
ages; due to cloud failure, network failure, or any attack like a denial-of-service the
cloud services may become unavailable, in such case a fallback serves in the nearest
fog may mask the failure untill the cloud services are restored to normal status. 2)
Security and privacy enforcement [74, |86]; being the first point of contact in the sys-

tem infrastructure for the sensed data, a fog node can enforce the security and privacy
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policies prior to forwarding data to the cloud.

Tseng et. al. [96] worked in migrating oneM2M (a global IocT/M2M) to extend its
high scalability from the cloud in their previous works [18, [24] to the fog. Investiga-
tions on scalability of IoT/M2M in the cloud are conducted in [18, 24]]. According to
the IoT traffic load, the resources in the cloud can scale up or down based on such in-
vestigations. Nevertheless, managing such traffic only in the cloud does not ultimately
solve the scalability issues; the traffic must be dealt with before reaching the cloud. In
other words, fog networks between the things and the cloud must offer the scalability
by; 1) dynamically and flexibly scaling the serving instances in/out over fog nodes to
harmonise with the incoming IoT traffic, and 2) devices may join or leave the network

as needed.

Scalability of fog systems in IoT domains is considered among the essential eval-
uation criteria in several surveys and works like [68, 70, [74] and also one of the eight
pillars defined by OpenFog reference architecture [[74]. This is due to the fact that fog
systems are foreseen to be connected to millions of users and [oT devices and may in-
clude a large number of applications, fog nodes and domains. Consequently, this will

raise the amount of data to be generated, gathered, and processed.

Besides, Geodistribution and Big Data are fundamentally related characteristics;
more dense and wide-range the system is, more data to be generated [97]. Therefore,
Bellavista et. al. [12] highlighted the system characteristics to scale relatively with
the quantity of the managed information. Geo-distribution scalability is an underlined
property required of fog computing system so they can manage the distributed, even
highly distributed, applications and devices, as compared to the typical centralized
cloud. In highly distributed systems, fog must be able to efficiently manage a large
number of nodes widespread in geographic areas, plus different degrees of density.
Different distribution configuration and types of topologies are expected to be handled
by fog with the ability to scale and adapt to the [oT applications and their rigorous and

diverse requirements.
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Internet of Thing applications are supposed to know their location and the external
context at the place where they are deployed. Such requirement is considered as a core
requirement in some standards and works, like geographical distribution requirement
in [42] and the hierarchy pillar in OpenFog [74].

In fog for IoT solutions, location-awareness will produce systems with a greater con-
sciousness degree, empower 10T applications, consequently, a greater degree of re-
silience to the outside world. Location-awareness helps in the knowledge of the sensed
environment enhancement towards better system adaptability, response accuracy and,
hence, an improvement on the system execution and higher application quality. The
system is accurate as it knows the environment it works at and, hence, its responses are
correct, precise, and applicable as compared with systems without information of their

environment and location [[12].

Mobility is also highlighted as a core requirement for fog computing in several
research works [[11},142,[70]]. With respect to fog computing for IoT and its applications,
most of such applications directly relate to mobility. Mobile Internet of Things (MIoT)
extends the IoT concept with ubiquitous coverage and mobile support [12].

The growing number of mobile devices, their ubiquity, and the dominant role of wire-
less access elevate the need to introduce mobility support in fog computing. Therefore,
for fog nodes to be efficient, they must be able to adapt themselves to handle devices
with high mobility, even fog nodes may be mobile as well. Particularly in data-rich
mobility applications, the ability to locate the correct data in the fog achieves better
data models and local cashing as well as better overall performance. Besides, reli-
able handoff mechanisms are required in fog computing to support the possibility of
mobile devices shifting among fog nodes authorities without interrupting the system

operations [12].

IoT applications and their deplyment in real life secinaros highly require real-time
responsiveness as a main enabler concept [42, [70].
Fog Computing is important to accomplish the low-latency requirement as direct Cloud-
Edge interactions will not be satisfied for several reasons [[12]]:
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1. It improves the temporal accuracy as the sensed data are processed and acted
upon (actuation command or decisions making) at real time. Consequently, it

continuously uses data reflecting the instant situation correctly.

2. Fog surpass distance concerns, reducing the number of network hops by moving

computation near the data sources.

3. Sensors generate a tremendous amount of data, if the entire data is sent to the
cloud, this may cause a network to slow down and, consequently, may knock-on

effect throughout the whole system and leads to its slow down.

Fog should offer real time execution for types of tasks that do not require high resource
consumption or long analysis. Also, some systems, the data must be pre-processed in
the fog nodes before being uploaded to the cloud, consequently decreasing the load on

the core network [[12]].

For real world IoT applications, data quality is an important and related require-
ment as they are not only made for sensing but also altering the scenarios; making,
usually irreversible, modification to the physical world [12]. Giving more focus to fog
for IoT, Bellavista et. al. [12] consider data quality as a fundamental requirement to
permit the integration and use of heterogeneous IoT sensors. Also authors of [12] claim
that general purpose fog computing surveys and standards do not express such require-
ment, though, in [42]], it was explained as an element of heterogeneity management.
Authors of [12] also believe that the more the system quality increased, more improve-
ment throughout computation and actuation stages, hence leading to better quality for
the entire system. Data quality stands on the meeting of several techniques, such as:
data filtering, data aggregation, data normalization, etc. The real time proactive main-
tenance and anomaly detection is achieved by the combination of data filtering, data
aggregation, data normalization and data analytics. Faulty data quality is among the
most serious problems in ubiquitous environments as it is hard to be discovered and
concerns both system reliability and performance. Therefore, fog nodes are supposed
to assist data quality and drop the worthless data as close as possible to its source to

reduce the amount of data to be processed or forwarded to the cloud [12].
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Interoperability is also amongst the central issues in fog computing agreed upon in
several related surveys and standards [42) 68, [/4]]. As of fog computing for IoT, in-
teroperability issue becomes more serious as IoT itself is an extremely heterogeneous
environment that works in real world scenarios, built upon a wide range of diverse
devices that collect heterogeneous information from the environment [[12]]. Fog nodes
are also heterogeneous and range from end devices like sensors, mobile phones, ve-
hicles, etc. as well as access points, set-top boxes, edge routers, high-end servers.
Furthermore, often, fog computing services and applications must be federated, be
flexible to span with different levels in fog hierarchy as they need the cooperation of
several providers and also to enable multi-vendor ecosystems [14, [74]]. Besides, any
data generated or collected by any particular fog node should be shareable with re-
maining fog nodes in the system hierarchy [74]. Without expensive computations on
a cloud layer, fog environments make a proper position to: 1) Fulfil interoperability
enabling processes. 2) Originate a unique data stream. 3) Present generic Application
Programming Interfaces (APIs) to be used by diverse applications or an initially unique

services federation [12]].

Fog computing involves a significant number of devices operating different tasks
and activities in a distributed manner, therefore, reliability is realised as an essential
requirement. Some works consider reliability as a part of the quality of service man-
agement, usually falling under network or system specifications [68} [70]. In OpenFog,
RAS (reliability, availability and serviceability) pillar is a wide umbrella that encom-
passes many different issues [74].

Concerning fog computing for IoT, reliability is a critical requirement that is supposed
to be provided at the different system layers and also spans several different prospec-
tives [12]:

1. Hardware must be reliable and work as expected ;for instance, a sensor must

provide the expected readings with the frequency set.

2. Communications among all network elements must be reliable, with support for

data transport and message exchange.

3. A reliable scheduling policy, data centre management, and power consumption

model.
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4. Fog nodes must generate the expected output ;data processing or distinguishing
the action to be taken.

Fog for IoT must be reliable, regarding several types of failure; failure of any fog
node(s), the failure of the service platform, the entire network failure, the failure of the
users interface to system etc. Achieving such reliability requires using different types

of techniques [12].

The number of 10T devices is increasing as well as their generated data. If such
data is processed on the cloud, this may result in privacy concerns, network delay and
congestion [41]. As a solution, [41]] leveraged the fog computing concept integrating
heterogeneous fog devices, including cloud servers, edge network devices, and end de-
vices. Such utilization of heterogeneous fog devices benefits: 1) location independent,
2) time dependent, 3) massive scale, and 4) latency sensitive applications, which are
suitable to run in the fog.

Besides, Basir et. al. [11] argues that the Industrial Internet of Things (IIoT) re-
quirement can be satisfied by fog computing architectures. Also, they believe that the
integration of fog with the existing communication technology will reshape all sectors

that involve IIoT applications.

Fog Computing, particularly when integrated with cloud computing, has already
presented valuable support for distributed systems, entertainment, and advertising as
well as several other sectors. The concept of fog and Cloud Computing has a great
and recognizable influence on both private and public organizations and has raised
their performance and increased business opportunities. Involvement, collaboration,
and support of communities, industries and standards organizations are required for
the prosperity of such a computing paradigm [74} 86]. Besides, the development and
growth of long-awaited new revenue-generating applications and services will be ear-

lier realised with the support of fog computing [7]].

Fog computing has certainly added several benefits to the cloud paradigm and also
solves some of its challenges. Nevertheless, it still meets several technical and non-
technical challenges. In contrast with the centralised infrastructure of cloud comput-

ing that has low management cost, with fog computing and/or fog with cloud, the
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complexity of management is considerably increasing. It is a research priority for fog
computing to develop solutions to address and reduce such complexity. Security in fog
computing is also weaker compared with the cloud; hence, mechanisms to empower
fog computing security are highly required [86]. Though, Firdhous et. al. [30] believes
that the integration of fog and cloud offers the business with a more secure environ-
ment as the risk of data theft or manipulation is reduced because data travels less in the

network.

Also,as fog computing brings some of the cloud-based applications services and
analytics as close as possible to the data source (if not to the edge of the network), the
entire system performance will improve. Fog computing will also allow the system to
adapt better to the traffic patterns changes; performance enhancements happen faster.
However, the massive amount of data created by the connected devices will result in

network congestion and performance challenges at the edge of the infrastructure [[74].

Moreover, as mentioned earlier, fog proximity and integrating it with cloud lead to
reduced latency, the location of application components in the system hierarchy makes
latency varies. Application components placement is not an easy task, and optimal

placement for better latency needs complicated placement algorithms [[102]].

From the literature review conducted, we realized that there are several different
ways to design architectures for IoT sensing as well as sensing and actuation systems.
The emergence of cloud computing and its compensation with fog computing have im-
proved systems quality in many ways resulting in several creative designs. However,
we believe that fog in combination with the cloud should be better organized to sup-
port better tasks deployment; particularly for SAaaS. This requires a different layering
of the architectures than the once followed in most literary works. Besides, services
providers are encouraged for more collaborations towards realizing the true smart cities

visions. In the remaining chapters, we mainly contribute to these directions.
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2.3 Summary

In this chapter, we have presented the foundation concepts and several pre-existing
technologies and paradigms on which sensing services and IoT are built upon and
depend on for communication, architecture, storage, sensing, arrangement and more.
Work in literature of the following sensing services types and applications is listed:
participatory sensing, opportunistic sensing, urban sensing, and People-Centric Urban
Sensing, etc.

This was followed by showing how integrating such services and concepts with the
cloud computing provided remarkable solutions which facilitated and enriched sensing

applications, particularly for the IoT with its sophisticated requirements.

Finally, fog computing integration with the cloud and the IoT, with the tackled
limitations and benefits added were listed. Cloud computing, fog computing as well
as their integration advantages, requirements, evaluation factors, and open challenges
were also explained with reference to the IoT and its applications. The explained ben-

efits and features of fog computing were the primary motivation for our contribution.
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Chapter 3

Towards Truly Smart City Service
Providers: A View on On-demand
Everything as a Service

In this chapter, we present a view of the future smart city service providers or the way
the future service composition to be performed in IoT and other applications. We also
discuss this with an example scenario of composing services from different providers
and application domains and present a simple example architecture to illustrate the

same.

3.1 A Vision on Future Smart City Service Providers

The future smart city requires a rethinking of the current techniques and come out
with plans for faster service composition to provide ready to use services. Besides,
consumers -that may subscribe to one service provider only- may always be in a fixed
location or mobile and may require new services that in turn may require recomposing
new components. The components of service needed to be composed may belong to
different owners, be in different locations, or are managed through a different manage-

ment authorities or service provides (i.e. WSN, IaaS, or S?aaS, SAaaS).

We emphasise on the services and components that belong to different service

providers that require proper plans to allow a smooth and flexible composition.
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Any of the services providers can manage the composition; collaborates with other
service providers to use their services along with his own once. Or the composition
can be handled through an independent third party. The vision is depicted in figure|3.1],
and conceptually detailed below:

e There are three connected service providers. The connections show on-demand

collaboration.

e Each service provider is supposed to operate fully in isolation. This indicates

that each service provider must have:

Its own complete architecture of the cloud and IoT devices; architecture

design may vary from service provider to another.

Virtualization mechanism for its linked IoT devices.

Users registration, authentication, and accounting systems.

All required database, etc.

e Each particular service provider (say SP1) can offer its registered end users with
their requires sensors/actuators by virtualizing its own architecture IoT physical

devices.

e SP1 can also request any partner service provider (say SP2 or/and SP2, or both)
for any service/loT device functionality that SP1 does not have in its own archi-

tecture.

e A virtual service of service offered by a partner service provider will be then

added to the virtual set created by SP1 for each end user requesting it.

e End users nither involved with the communications or any arrangements among
partners service providers, nor are they aware of such background details. End
users only request services (sensors/actuators) from the service provider they are

registered with.
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e The IoT physical devices that are the sources of virtual services created for each
end user may not always be the same. Assume that a particular end user regis-
tered with SP1 has among their requested devices a device that is around their
current location with a certain diameter. In such a scenario, selecting the physi-

cal IoT device to provide the service must be dynamic.

e The source [oT device must be changed as and when the end user changes their
location. The new end user location may be in an area of a partner service
provider. This location change results in recomposing the end user’s services

based on the new target [oT devices.

e End user payment for services is always made to the service provider they are

registered with.

The state-of-the-art in the fundamentals technologies like federation, multitenancy,
interoperability, etc. is paving the way toward such vision. Yet there will be several

challenges like security, privacy and other IoT and networking related issues.

We believe that such collaboration among service providers will eventually lead to
widening the area that each independent service provider can cover alone. The same is
particularly useful in IoT SAaaS where, for instance, an environmental specialist may

be interested in a wide area that is not covered by a single SAaaS provider.

An example architecture is given for composing services from different service
providers; i.e. SAaaS provider and mobile applications service provider. This is a

simple example to assist in proving the vision explained above.

3.2 Example Architecture

In this example, we aim at making an intermediate architecture between IoT services
in the locality and mobile applications services such that the integrating happens tem-
porally on-the-go, as a form of advice -search for what can be useful at this time in this

location being IoT services that user can access and use or mobile application services
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Figure 3.1: Future Smart City Service Providers
or coupon/deal etc- and give advice to the user.

For the purpose of simplicity, we adopt the concept of location-aware recom-
menders for getting mobile applications services in the locality. we did not follow
any specific scheme like publish/subscribe as we will list all available mobile applica-

tions services in the locality besides the 10T services in the locality.

Some context parameters like location, date and time, will be taken into consider-

ation to improve the accuracy of list of advised services.

3.2.1 Example Scenario

For the sake of simplicity, we have selected the Shopping Mall scenario as an example
to illustrate our proposal throughout this paper. In this scenario, a user Sam enters into
a shopping mall, upon his arraival, Sam’s location will be determined using his smart-
phone GPS. A search will be conducted to identify [oT services in the mall like parking

navigation system, or availability of kids tracking devices, etc. And also a search in
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the commercial applications (like the popular applications in India; Paytm, Little, and
nearby,PhonePe, etc.) for any deals to be used in shops, salons, cafe, or restaurants,
etc. at this mall. Sam will get a list of all services from which he may use or buy a
coupon to grab a deal. This may attract the customer to use the services as they are in

physical proximity.

There are many other scenarios in which the idea of composing IoT with mobile
applications services can be implemented. However, in this work, we selected a basic

scenario for the sake of simplicity of delivering and illustrating the idea.

3.2.2 Example Architectural Design

We hereafter explain the example architecture based on the example scenario. The
high-level example architecture is depicted in figure 3.2] And the operational proce-

dure is depicted in figure 3.3

The location manager determines the customers location using their device GPS

and sends it to the Service List Generator.

Service List Generator, in turn, searches the Location IoT Services Data Base and
Stores List Data Base and searches the mobile apps to find any deals -in stores in this

particular mall- which can be used at the current time.
An advised list of services and deals coupons/stores providing deals will be gener-

ated and displayed in the user mobile. The user then may think about what services he

likes or coupons to buy.
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Example Architecture
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Figure 3.2: High-level Design of the Example Architecture
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3.3 Summary

Supported by cloud and fog integration features, IoT service providers -particularly
sensing and actuating- are advised to be enhanced. This enhancement such a way to
provides service delivery models which composes several types of services from differ-
ent application domains/service providers. That eventually will make service provider
be viewed as an integration of several services provides. This is feasible if such in-
tegration is designed carefully following the requirements of the IoT application, as
well as cloud fog integration requirement advised by several researchers and standards
towards better IoT support: federation, mobility, security, scalability, interoperability,

etc.

This is also possible with the state-of-the-art accounting concepts like pay-as-you-
use that can govern the relationship among such several service providers as well as
end users. This view is more suitable for fast growth of IoT applications and new
start-ups which don’t have to invest for their own infrastructure as there will be many
competitors service providers offering A to Z hardware and software requirements.
This is a vision towards ready made, on demand, and heterogeneous smart city infras-

tructures wish encourages fast and economically sound innovative applications.

Besides the vision of future smart city service providers, an architecture for inte-
grating IoT services with mobile applications services is proposed in this chapter as an
example. The architecture makes the integration as a form of suggestion/recommendation
of available and attracted services without the involvement of real composing to create

new composite services.

Each service provider in the integrated architecture proposed in this chapter is seen
as SAaaS provider. Throughout the remaining of the chapters we discuss our proposed
architecture design of such service provider, suggest a suitable tasks deployment in the
topology, and simulate the same to clearly show the advantage of such design over the

literature towards the vision of the future smart city service providers proposed.
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The integration/collaboration of service providers proposed in this chapter can be

done as follow:

Chapter 5 details the way a single service provider (say SP1) composes the services
belong to its own architecture. Assuming that SP1 is collaborating with other services
providers (say SP2), SP1 may request a service from SP2 and create a virtual service

and add it to the virtual set created for the end user requesting it.
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Chapter 4

Internet of Things Sensors and
Actuators Layered Fog Service
Delivery Model SALFSD

In this chapter, we propose adopting layered fog architecture to enhance sensing and
actuating as a service delivery model. The main goal is to take the benefits of fog

computing architecture with built-in failure plan and reduced response time.

4.1 Proposed Architecture (SALFSD)

In this architecture, we follow the layered topology for Sensing and Actuating as Ser-
vice Delivery Model SAaaSDM which was introduced in [85]] adopting Cloud Edge-
centric style. We, however, aim at enhancing the framework by adopting dumb gate-
way nodes besides having layered fog that will enhance the performance, reduce the
latency, and provides more composition flexibility and options. Before explaining our
proposed architecture in details we explain the same scenario used in [85] with some
changes that show the need for our suggested modifications along with a top level de-

scription of our approach.

It is worth to mention here that dumb gateways can be considered as an independent

service provider that is collaborating with the service provider owning the architecture,
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as suggested in chapter 3, or as the managing authority of the IoT devices in case the
service provider is working independently.

4.1.1 Top Level Description

The environment specialist (end user) requires observations of many sensors (perhaps
of same type or different types of sensors) as well as a the ability to trigger/actuate
on actuator(s). To fulfil this request, we may have to hire those devices from different
owners (same type of device may belong to different owners or come under different
networks/gateways) or an average of observation values is required for some location
which require readings from multiple sensors. The Fog Node Manager in the cloud is
in charge of selecting the fog node(s) and the gateway(s) associated with the requited
Sensor(s)/Actuator(s) which may be in different locations. Figure 4.1] shows the net-
work layers and figure shows the top level diagram of the architecture along with

the connections among layers.

The following subsections present a bottom-up layerwise illustrating of the archi-
tecture Followed by general explanation regarding reducing response time and failure

plan taken care in the proposed architecture.
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Figure 4.2: Top Level Diagram

4.1.2 Things and Gateway layer

Figure shows the gateway architecture, sensors and actuators are connected to
dumb gateways. The gateways do not do any processing. The Actuator Selector re-
ceives the commands from the fog node (via MQTT message translator that makes it
clear it is an actuating command and also extract the target actuator from the command)
and applies the force on the targeted actuator. Similarly, Sensors and Observation Se-
lector is responsible for sending each sensors observation values to the fog node via
dedicated MQTT channels. The board pins are to connect the board with the physical
sensors and actuators for observation receiving and applying commands respectively.
The reason of having MQTT translator here is that MQTT does not have any fixed mes-
sage forms hence the translator will take care of avoiding any clashes in the sensors
observation, their channels, sensors IDs, time-tamp etc. the same which are agreed

with the fog node.

Assuming the case of collaboration with any other service provider say SPx, then

the above details of the gateway do not hold; SPx is supposed to take care of all man-
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Figure 4.3: Gateway Architecture

agement aspects and communicate the observations and actuation commands directly

to the cloud of service provider owning this architecture.

4.1.3 Fog layer

Figure .4 shows the fog node architecture. Each fog node is responsible for managing
the gateway(s), sensors and actuators assigned to it by the cloud assignment submod-
ule. Fog node receives observations, convert them into MongoDB and store them in
the observation data base. Figure 4.4] depicts Fog Node architecture. End users may
have some cases with predetermined reaction to be taken, hence the monitoring and
the decision will be done at the Specified Cases Manager in the fog node in which
the sensors and actuators associated with the case are assigned to. For example (in
figure {4.1)), an end user has rented sensors and actuators belongs to gateway 1, then
the specified case monitoring will be assigned to fog node 1 in fog layer 1. If the
sensors and actuators of end user interest are in gateway 2 or gateway 3, or some in

both gateways, then the monitoring must be in fog node 2 in fog layer 1. Assuming
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the sensors and actuators of end user interest belong to gateway 1 and gateway 3, then
the monitoring must be in fog node 1 in fog layer 2. This monitoring plan holds while
going up in the topology; in case there layer 2 is the last fog layer before the cloud,

then cloud itself will monitor cases of sensors and actuator belong to gateways 1 and n.

Once Cloud assigns gateways, and sensors and actuators (G/W and S/A for short,
respectively) to any fog node, their information is stored in the G/W and S/A database
through the Fog Node Manager which is responsible for communication with the
Cloud. The dashed line around G/W Management Agent and MQTT Translator in
the fog node in figure shows the logical grouping that is to be reassigned to the
nearest fog node in case of failure of current fog node managing the gateway; this is
the main idea of failure plan that will be discussed in a later subsection. Observations
sent from G/W(s) will be received by MQTT translator and enter into the queue in

which the Observation Database Manager is responsible of converting them into Mon-
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goDB and storing them in the observation database. Whereas G/W Manager Agent
receives the commands of applying force on a target actuator from Specified Cases

Manager and sends it to the gateway in which the target actuator is connected.

4.1.4 Cloud layer

In cloud side, as showing in figure 4.5 the Cloud G/W is the gateway between end
users and the service provider. It receives the end user requests and delivers the virtual
set of devices. Cloud G/W is also the gateway for devices owner to register their de-
vices details. Core management send the request details to the Physical S/A Selection
module which in turn is responsible for selecting the optimal devices as per the Service
Level Agreement and previous customers review. We also take the availability of the
device into consideration for selection; for example the end user request for specific
type of sensor (i.e. from 2AM to 11 AM ) can not be fulfilled by hiring one phys-
ical device as it is not available for the required duration (available only from 2AM
to 5Am) hence this submodule will select one or more devices (which are available
for the remaining time required) of the same type at the same required location and

compose them for the required duration.

The selected physical devices will be then virtualized to create a virtual set for the
end user, here the virtualization is on data level with respect to sensors observation
which is the responsibility of Virtualization Manager. Fog G/W assignment is respon-
sible for assigning the management of G/W to the nearest fog node and reassignment
to any other node in case of fog node fails. The Specified Cases Manager monitor the

cases that are not assigned to any fog node as per the network topology.

4.2 Reducing Response Time and Failure Plan

The use of fog layer between the cloud and deploying the specified cases monitoring
in fog nodes lead to starting the checking process of the observation and triggering the
desired actuation command on actuators (if any is required as per the specified cases)
faster than having it at the cloud side. This is the main way we reduce the response time

for getting the end user’s actuating command done faster for the prespecified cases; in
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4.3 Comparison with Related Work

other words we move the decision to lower level of architecture.

Failure Plan: The main goal of the failure plan is to cope with any fog node failure
situation as fog nodes are known to be potential points of failure. For example, in
figure {1} if Fog Node 2 fails, then Fog G/W assignment manager in the cloud will
reassign the management of gateway 2 to Fog Node 1. That explains the dashed line
around G/W Management Agent and MQTT translator in fog nodes in figure that

shows the units that are supposed to be migrated to the new management fog node.

4.3 Comparison with Related Work

In this section we present feature-wise comparison for our proposed work against the

aforementioned related work with respect to points listed in table
Table 4.1: Comparison of Proposed Work with Related Work

Reference [26] [28] [27] [59] [85]] SALFSD
Topology Node-Cloud | Node- Device- | Node- Cloud G/W-
Cloud Cloud Cloud Edge- Layered
Centric Fog-
Cloud
Processing at No * Mote, Mote, Cloud Edge, Fog,
End User | End User Cloud Cloud
Virtualization Device-level | Device- | Device- | At Cloud | At Cloud | At Cloud
level level (Open-
Stack
based)
Failure Plan No** No** No** No** No Yes
SCM No** No** No** No** No Yes
Monitoring Offloading No** No** No** No** No Yes
Observation Filtering No** No** No** No** No Yes
Working Model/Simulation No No Only For | No No Simulated
Android by YAFS
[S57]

Regarding processing in [26]] (*), the work did not state any thing about data flow or
processing. Also with respect to failure plan (**), works [26} 127, 28, 159] do not adopt
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4.4 Summary

any concept like Fog or Edge nodes which is where SALFSD has the failure plan,
specified cases monitoring, monitoring offloading, and observation Filtering.
This comparison is based on features (listed in the table) which highlights the main

differences among works involved in the comparison.

4.4 Summary

The most important factor in Sensing and Actuating as a Services, from our point
of view, is best utilizing the network topology in a way that observation processing,
physical nodes selection, virtualization, and realtime decision making etc. to be
made in the correct layer for better enhancement of performance. In Fog computing,
some tasks are offloaded from the cloud to the fog node that significantly reduces the
processing time and communication overhead. This results in better performance than
having all tasks executed centrally at the cloud, such performance enhancement is
significant in domains like healthcare and for SAaaS in general for faster triggering

the actuation commands.

To this end, and to provide multiple sensors and actuators composition options (of
sensors and actuators belonging to different gateways/locations of the end used area
of interest), with reduced response time and in built fault resistance plans, we in this
chapter proposed a layered architecture (Things and gateway layer, Fog layer, and
Cloud layer) SALFSD. The architecture is designing for Sensing and Actuating as
a Service Delivery for Internet of Things. Having fog between the gateway and the
cloud will be a good addition for such architectures as it will have several advantages:
1) Will enhance the performance. 2) Reduce the latency, and 3) Provide more options
for composing the requested types of sensors and actuators belonging to different

gateways/locations under the area(s) of end user interest.

The architecture discussed in this chapter is further extended in chapter 5. The exten-
sion details more features of the architecture, elaborates in the communication among
nodes in the different layers, and details the communication among both the cloud and
fog node internal modules. While chapter 6 details the simulation configuration and

results analysis.
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Chapter 5

Enhanced Layered fog Architecture
for IoT Sensing and Actuation as a

Service

This chapter presents an extension of architecture introduced in our previous work in
chapter 4 where we theoretically presented a high-level design of SALFSD discussed
our expectations of SAaaA performance enhancement considering SALFSD design.
Besides, this work details entire SALFSD components and communication among
them, and adds some improvements to it by considering the key performance metrics
of SAaaS from network and architecture points of view. Also, formal verification of

architecture correctness is presented.

5.1 Proposed Architecture

SALFSD aims at enhancing the performance of the typical SAaaS paradigm with
several layers of fog nodes between the cloud and the sensing and actuation layer (IoT
layer).

SALFSD is designed to contain several layers of fog nodes; the number of layers and

their deployment depend on the organisation of the geographical area covered by the
service provider and has no technical impact on the design. For instance, it can be as
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Figure 5.1: SALFSD Topology

organisations, cities, countries and so on as depicted in figure [5.I] IoT devices are
connected to the gateways connected to fog nodes in the lowermost fog layer, which
on turn are connected to the upper fog layer. The uppermost fog layer is connected to
the cloud. There is no collaboration or connection among the fog nodes in the same
layer; all go through the cloud.

To this end, the performance metrics governed SALFSD design are:
1. Scalability and availability of SAaaS provider network.

2. Avoiding observations and actuation commands loos due to fog node(s) failure
while maintaining reduced observation and actuation latency.

This section starts by listing the main contributions, then explaining a general scenario
of SALFSD architecture. Finally it explains SALFSD layers, their components and
communication among them with details.
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5.1 Proposed Architecture

5.1.1 Contributions

To the best of our knowledge, this work is the first attempt to have multiple layers of

fog nodes in between the cloud and IoT devices in SAaaS with the main contributions

listed below:

1.

Failure Plan: As every fog node is known to be a point of failure in the network,
we have proposed a dynamic reactive failure plan to maintain the connectivity
by reassigning the tasks of the failed fog node to the nearest connected fog node

in the same layer or to the parent of the failed node.

Specified Cases Monitoring (SCM): Typically, in SAaaS, end user receives the
observations and decides upon the desired actuation to be triggered. However,
end user may have pre-specified actions to be triggered in response to some types
of sensor(s) observations thresholds (i.e. acting in certain situations). We deploy

the monitoring of such cases in the fog nodes as well as in the cloud.

. Monitoring Offloading: The default fog node responsible for monitoring the

user specified cases is the one closer to the gateway(s) connected to sensors and
actuators rented by the end user. However, as the specified cases pre-specified
by end user needs actions to be taken fast in response to a certain condition(s),
we may dynamically handle the monitoring task to the parent of the fog node in

case it is overloaded to reduce the actuation latency.

Observations Filtering: Fog nodes also filter the observations before forward-
ing to parents or to the cloud to drop the corrupted messages - if any- to avoid

unnecessary consumption of the bandwidth.

. Sensors and Actuators Selection: We have implemented the Nondominated

Sorting Genetic Algorithm II (NSGA-II) [25] to select the optimal sensors and
actuators of end user interest types at their chosen location. The selection is

bi-objective based on cost and feedback.

5.1.2 Example Scenario

Assume that SALFSD service provider has set up its infrastructure (cloud and

layered fog nodes) which covers a particular geographical area; city(s), country(s),
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5.2 SALFSD Cloud

or region(s). The service provider has agreements with many sensor/actuator devices
owners (mobile devices, wireless sensor networks, or even standalone devices) that
are linked to gateways. The gateways are connected to fog nodes in the lowermost fog
layer in SALFSD infrastructure. As per the agreement between the services provider
and devices owners, sensor devices must send their observation to the services
provider frequently/continuously as per the time agreed. Also, actuation devices

owners must allow the service provider to send actuation commands to be executed.

Now assume end user (environment specialist, agriculture monitoring agency, forest
monitoring, etc.) is interested in getting observations of type(s) of sensors either com-
ing under one or several network/area. According to the analysis of the received obser-
vations, end user may decide to send actuation command(s) to one or many actuators.
Again, actuators may be under one or several network/area. As explained in [5.1.1]
SALFSD deploys SCM of each end user -if any- in fog nodes as well as in the cloud

where the said node will trigger the actuation command on behalf of the end user.

5.2 SALFSD Cloud

This section details the components of SALFSD cloud and their responsibilities as
depicted in figure [5.2] The communication among the cloud, fog and gateway layers
is depicted in figure [5.12]

5.2.1 Cloud Gateway

Cloud gateway is the interface with the end user for registration, receiving requests
(required sensors and actuators and other details), sending observations to end user,
and receiving end user’s actuation request. End user’s requests are forwarded to Core
Management.

5.2.2 Core Management

Core management extracts the types and numbers of S/A requested by end user and
budget, sends them to Physical S/A Selection model to get the optimal S/A devices of
types requested by end user in his area of interest. Virtualization Management model

is informed about those selected devices.
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5.2 SALFSD Cloud
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assignements|~

5.2.3 Physical S/A Selection

Physical S/A selection is responsible for selecting the optimal sensors and actuators
requested by end user in their area of interest, the selected sensors/actuators are passed
to virtualization management to create virtual set for each end user.

End user may request a set of sensors/actuators which may be available with different

54



5.2 SALFSD Cloud

feedback ratings and different associated costs. For effective based service, there is a

need for bi-optimization of sensors/actuators cost and feedback as below:

Minimize(Feost) (5.1)

Mazimize(Freeapack) (5.2)

NSGA-II is a well known multi-objective optimization algorithm and has solved

several optimization problems in IoT and many other different areas.

SALFSD strategy adapted NSGA-II method where every task is defined as vector
to be optimized. Comparison of cost and feedback values produces an optimal
sensors/actuators list. Algorithm [l shows SALFSD NSGA-II based algorithm. The
solution list, generation number and sensors/actuators list are initialized (lines 2-4).
Then the list of active sensors/actuators are aggregated and assigned to solution
list(line 5). Each solution is equipped with fitness_1 and fitness_2 functions (line 8).
In order to equate each population sample values with the other solution from the list,
NSGA-II uses a rapid non_dominated_sort() to filter the individual solution list into
some kind of different dominant types (line 8). Then crowding distance is calculated
to find nearby values (line 10). Crossover_Mutation() is used to produce the new
population (line 12). As per the non-dominated strategy, every entity governs another,
even if the dominant term is utilized to break the N-list into a number of fronts (lines
13-15). SALFSD utilizes crowding_distance() to choosing a subset of solutions of
similar domination rank by removing the fronts(line 17). Such phases go on until
the end criterion for completion or stopping. Then the optimal top-N suggestions for
specific solutions are considered. The maximal optimum S/A_id will therefore be
selected (lines 19-22).

_ fm(xi-&-l) - fm<xz‘—1)

CD;y = =2 (-1 s
fm(xmax) - fm(xmm) ! ( ) ( )

M
CDi =) CDin (5.4)

m=1
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5.2 SALFSD Cloud

The crowding distance is calculated as per equations[5.3H5.5] In equation[5.3] in ascent
order of fm, sort and compute all the I’ solution in a pareto front and in equation
reiterate it for every objective and identify the crowding distance of 1 solution. In
equation [5.5] owing to two i and j solutions, the solution i would prefer to solution j
as it is with lower (better) rank than solution j or both may be with the same rank but

solution i is in less crowded region.

Ri < Rjor (Ri = Rj and CDi > CDy) (5.5)

Algorithm [2f selects the optimal sensors/actuators Id(s) based on 3 cases of end user
budget inputs: 1) If there are sensors/actuators in S/A equal to the given budget, then
the specific optimal sensors/actuators Id(s) will be selected line 5. Otherwise, 2) near-
est cost to end user budget in the list of Ss/As with a certain threshold value are consid-
ered for the optimal S/A_id(s) selection line 6. 3) If budget is not taken into account,

all available sensors/actuators are considered for the optimal selection line 7.

5.2.4 Virtualization Management

Once the optimal S/A are selected, the virtualization manager is in charge of creating
virtual sets for each user as per their selected sensors/actuators and handling sensors
observations to the cloud gateway to be sent to the end user. Figure shows sensors

and actuators virtualization.

5.2.5 Fog G/W Assignment

This model takes care of assigning end user specified cases monitoring to the nearest
fog node as per their geographical distribution. For example, in figure [5.1] suppose
that end userl has hired sensors/actuators in G/W1, then fog nodel in fog layerl
will be assigned the monitoring of end userl specified cases. If end user has hired
sensors/actuators from G/W2 and G/W4, then fog node?2 in fog layer2 will be assigned
the monitoring. In case end user sensors/actuators are in G/W1 and G/W4, then fog
nodel in layer fog3 will be assigned the monitoring. Cloud as well may monitor the
end user specified cases in case there is no any fog in the topology that has access to
(parent of) all G/Ws the end user has hired S/A from, G/W1 and G/Wn for instance.
In addition, and in case of fog node(s) failure, Fog G/W Assignment is in charge of
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5.2 SALFSD Cloud

Algorithm 1: NSGA-II based SALFSD-1 (S/A_list)

—

Initialize population
Ngize < size(S/A list)

G, 0 > Generation_number
S; 0 > Sensor_list
for (S in S/Alist) do

Si < (S, sensor /actuator) > List of active sensors/actuators
S,_list < S > Solution_list

Initialize population for fitness function
while (G,, < max_gen) do

N ® = a Dok e

F, < Computefitness_1, S, list > price Finess function
Fy < Compute fitness_2, S, _list > feedback Finess function
Snp < non_dominated_sort(F,, Fy) > NSGA-II fast non dominated sort
Cp =]
10: for each Syp do
Cp.append(crowding_distance(F,, Fr, Snp)) > Find crowding
L distance

11: S, listl < S, _list
12: for each S,,_listl do
Sp-list2 < Compute_Crossover_Mutation(S,,-list]) >
| Compute Crossover Mutation
13: F,, < Computefitness_1, S, list2
14: Fy, < Computefitness_2, S, list2
15: Snp, < non_dominated_sort(F,,, Fy,)
16: CDl — H
17: for each Syp, do
L Cp, -append(crowding_distance(Fy,, Fy,, Syp,)) > Find crowding
distance
18: Sp_list2 <[]
19: for each Syp, do
front = Sort(Snp,,Cp,) > Sorting the front values
for each wval in front do
Sy -list2.append(val)
if (size(S, list2) == Ny;.. then
L break

21: S,,_list = S,,_list2 > Restore the solution
22: G, =G, +1
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5.2 SALFSD Cloud

Algorithm 2: SALF S D-2 Optimaization Selection

1: S/A list < update(S/A_id) > Update S/A list
2: Optimal _S/A_id =0 > Initialize S/A_id
3: S/A list=[] > Initialize S/A _list
4: Budget < User_input > Cost Budget of end user
5: if price(S/A_id) == Budget then

Optimal _S/A_id < Optimal_feedback(S/A id) > Optimal

sensors/actuators Id(s) equal to budget
6: else if C'ost(S/A_id) > Budget then
New_Cost(S/Aid) = Cost(S/A_id) + threshold
S/A list.append(new_cost(S/A ids)
Optimal _S/A_id < SALFSD-1(S/A_list) > Optimal sensors/actuators
Id(s) with budget + threshold value
7: else
S/A list.append(S/A_ ids)
Optimal _S/A_id < SALFSD-1(S/A.list) > Optimal sensors/actuators
Id(s) from all available once

. return Optimal _S/A_id
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Figure 5.3: Virtualizing Sensors and Actuators
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5.2 SALFSD Cloud

reassigning children fog nodes and/or G/Ws.

The failure plan algorithm is given in algorithm 3| If a failure occurred, the failed node
id and ids of its children are retrieved, line 2. Line 3 finds the nearest fog node in the
same layer. If there is no such node or it is far from the geographical location of the
failed node, its parent node will be selected; line 4. The reassignment is done for all
children; line 5. If previously failed node reconnected, the original branch path will be

restored by reassignment of children nodes to the reconnected fog node, lines 6-7.

Algorithm 3: Failure Plan

1: topologystate < topologyM onitoring()
2: if topologystate = failureOccurred then
failedNode < get Failed N ode()
// Read Fogs, G/W & S/A Databases
childrenNodes < listChildrenN odes( failed N ode)

3: for each fog node in topology do
L reassignedN ode <+

getNearest NodeInSameLayer(failedN ode)

4: if reassignedNode = Null then

‘ reassignedNode < get ParentNode( failedN ode)
5: for each childNode in childrenNodes do

L newAssignement(childN ode, reassignedN ode)

break

6: else if topologystate = reconnection then
reconnectedN ode < getreconnected N ode()
childrenNodes < listChildrenN odes(reconnected N ode)
: for each childNode in childrenNodes do

L new Assignement(child N ode, reconnected N ode)

5.2.6 Specified Cases Manager

Specified cases manager in the cloud is to monitor the specified cases for end users in
such cases that the cloud is the only parent of all branches of G/Ws where the end user

sensors/actuators are connected to; for instance G/W1 and G/Wn in figure [5.1]

59



5.3 SALFSD Layered Fog

5.2.7 Fog Node Manager

All control messages to be sent from the cloud to fog nodes (e.g. assignments and
actuation commands either form generated by SCM or received from end users) are
sent through Fog Node Manager.

5.2.8 Fogs, G/'W & S/A Database

Being in the cloud, this database stores information about all devices in the entire net-
work; such information is used for S/A physical selection, specified case monitoring,

and assignment.

5.3 SALFSD Layered Fog

This section explains a fog node components, their responsibilities, and communica-
tion among them as depicted in figure

5.3.1 Fog Node Manager

Fog node manager receives control messages from the cloud or from parent fog node.

Two types of control messages are received:

1. Assignment: Either to be forwarded to child fog node or to the node itself. The
former is passed to “Fog, G/W Management Agent” and the later is stored lo-

cally.

2. Actuation Request: Either to the current node itself or to its child node, both are

passed to “Fog, G/W Management Agent.”

5.3.2 Specified Cases Manager

Specified cases manager in each fog node is to monitor the specified cased for end
users whom there hired Sensors/Actuators come under it. For example, fog node 2 in
fog layer 2 monitors of end users hired Sensors/Actuators in G/W 2 and G/W3, fog
node 2 in fog layer 2 monitors for end user of either G/Ws2,3, and G/W4, fog node 1
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in fog layer 3 monitors for end users of G/W1 and any of G/Ws2,3, and 4.

The above explained monitoring is the default setup by the cloud as per SALFSD
infrastructure and end users hired Sensors/Actuator. However, to avoid increased
actuation latency, if a particular fog node in any layer is overloaded, it handles the mon-
itoring to its parent node as shown in algorithm 4 For each observation, monitoring
manager checks if the node has previously offloaded the monitoring to its parent but

now it is not overloaded; hence it will retrieve the monitoring from its parent; lines 1-2.

If there was no previous offloading, the fog node makes sure that it has to monitor the
observation either being the default monitoring node or its child node has offloaded
the monitoring task to it; line 3. If so, it checks its monitoring load if it is overloaded,
it offloads the monitoring to its parent node; line 4. Otherwise, it will go ahead with
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5.3 SALFSD Layered Fog

checking the SCM; line 5. In case SCM generates an actuation command, it is passed
to (Fog, G/W Management Agent.)

Algorithm 4: SCM Monitoring
1: for each Observation do
2: if (Self is defaultMonitoringNode) and (currentMonitoringNode is not Self)

and (monitroingLoad < threshold) then
// Previously offloaded monitoring, but now node is not overloaded.

currentMonitoringNode = Sel f
chechSCM (Observation)
break

3: if Self is defaultMonitoringNode or childOffloadedMonitoring then
monitroingLoad < check M onitroingLoad(Sel f)

4: if monitroingLoad >= threshold then

parentNode < getParentNode(Self)
currentMonitoringNode = parent N ode

of floadM OnitoringToParent(parent N ode)

5: else if monitroingLoad < threshold then
L chechSCM (Observation)

5.3.3 Fog, G/W Management Agent

Fog, G/W Management Agent receives two types of messages:

1. Actuation commands either from Fog Node Manager or from Specified Cases
Manager. In any case, if the current fog node is in the lower fog layer, the com-
mand is passed to the designated G/W where the targeted actuator is connected
to. Otherwise, the actuation command is forwarded to the designated child fog
node.

2. Assignment from Fog Node manager. In such a case, the current fog node is
clearly not in lower fog layer; hence it forwards the assignment to the designated
child fog node.
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5.3 SALFSD Layered Fog

5.3.4 MQTT Translator

MQTT (Message Queuing Telemetry Transport)[69] is a light weight messaging
transport protocol. MQTT is suitable for IoT devices and machine to machine
communication as it was designed with such devices constraints and requirement in
mind; low power and bandwidth consumption, small and easy code implementation
in devices, low latency, and continuous session awareness. Due to its many-to-many
communication nature, MQTT supports sensor data in real time.

MQTT does not have designated message form; hence SALFSD uses a translator for
avoiding any mixups in the sensors’ observations, sensors’ channels, ids, time-tamp
etc.

MQTT translator is the fog node entry for incoming observations for gateways. Upon
receiving each message from gateways, it first checks the observation if it is corrupted
it will drop it; algorithm [3] lines 1-2. Otherwise, only observation value and required
information in the message will be extracted, and a copy is sent to both specified cases

manager and observation database manager line 3.

Algorithm 5: Observation Filtering

1: observationStatus < checkObservationStatus()
2: if observationStatus is corrupted then

B dropObservation(observation)
3: else
L forwardObservation(observation)

5.3.5 Observation Database Manager

Observation Database Manager forwards all observations received from MQTT Trans-
lator to the parent (fog node or the cloud- replication is guaranteed at a higher level)

and stores a copy locally.

5.3.6 Fogs, G/'W & S/A Database

Being in fog node, this database stores information about all devices that comes under

it in the network topology; such information is used for S/A physical selection and
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sages Among its Modules

assignment.

5.4 Gateway in SALFSD

Gateways in SALFSD are considered dumb gateways as they do not do any form of
data processing; only forward observations from sensors to fog node and apply the ac-
tuation commands received from fog nodes on the sensors. Below subsections explain
SALFSD gateway components and their responsibilities as depicted in figure[5.5]

54.1 MQTT Translator
MQTT Translator is responsible for communication between G/W and fog node.

e Once it receives actuation command messages, it passes only the necessary in-
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formation to the Actuator Selector; Actuator cloud id, actuation period ( alarm

actuator for instance.)

e Observations received from Sensors Selector are sent to the fog node via the
dedicated MQTT channel.

5.4.2 Actuator Selector

Actuator Selector in the gateway receives actuation commands from MQTT Translator

and sets the commands in the designated channel of the target physical actuator.

5.4.3 Sensor Selector

Sensor Selector in the gateway receives sensing from the physical sensor, bends them

with the correct sensor cloud id and pass it to MQTT Translator.

5.5 Formal Verification of Architecture Correctness

This section proves the correctness of the failure plan and topology connectivity moni-
toring, SCM offloading, and observation filtering. First, the related architecture invari-

ants and properties are listed below.

5.5.1 Architecture Invariants and Properties:

(i) Architecture Invariants:

1. The architecture is fully connected if all branches are connected.

2. Failure of any fog node in a branch leads to the branch being disconnected, hence
the architecture is partially disconnected.

3. If a branch is disconnected, the dependent entities (Children fog nodes of the
failed fog node, Gateways, and IoT devices) are unreachable.
(i1) Final Objective:

4. Reassignment of dependent entities of the failed node to any other node recon-
nects the branch and make the dependent entities reachable again, and hence the

architect is fully connected again.
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(iii) Functional properties:

5. When failure occurs, all the dependent entities are eventually reachable either

through a neighbouring node of the failed fog node or through its parent node.

6. Any failed fog node may not always reconnect, hence the original branch path

may not always be restored.

7. When a failure occurs, sending messages to dependent entities of the failed fog

node is paused until an alternative path is established by the reassignment.

8. The reassignment can always end correctly either to a neighbouring node or to

the parent node.

5.5.2 Connectivity Monitoring and Failure Plan Proof

This subsection proves the correctness of the failure plan and topology connectivity
monitoring.

Let T represents the topology.

FN Represents the set of N number of fog nodes in the topology.

fxi is a particular fog node i such that

fxie {fzl, fa2, fa3, .., frN}

Fully connected (Fc) Represents the topology when all its branches are connected.
Partially disconnected (Pc) Represent the topology when any fog node fails resulting
on a branch disconnection.

Virtually partially disconnected (Vpd) Represent the topology when any previously
failed node reconnects, this is a temporally state being made to pause sending
messages to dependent entities and do the reassignment to the connected fog node so

that the original path of the branch is restored.

The following scenarios are realised for the failure plan:

e Scenario (1): A fog node fails, and there is no any neighbouring fog node in the

same layer and same location.

— The system topology T is working in the normal state; Fc. Then a fog
node fxi fails. The connectivity monitoring discovers such node failure
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and starts the failure processing. At this moment, the topology has lost
one branch; hence the topology is in Pd due to fxi failure. The dependent
entities (children fog nodes, gateways, and sensors and actuators) on fxi
are identified, then sending messages to such entities is temporally paused.
Then topology will be searched for the nearest neighbouring fog node in
the same layer and same location of fxi; there is no such node. Hence the
dependent entities will be assigned to the parent node of fxi. The topology
is then updated to reflect the new assignment and reconnect the branch,
changing the topology states to Fc. The paused messages are now resumed.

e Scenario (2): A fog node fails, and there is a neighbouring fog node in the same

layer and same location.

— The system topology T is working in the normal state; Fc. Then a fog node
fxj fails. The connectivity monitoring discovers such node failure and starts
the failure processing. At this moment, the topology has lost one branch;
hence the topology is in Pd due to fxj failure. The dependent entities on fxj
are identified, then sending messages to such entities is temporally paused.
Then topology will be searched for the nearest neighbouring fog node in the
same layer and same location of fxj; such node is found say fxj+1. Hence
the dependent entities will be assigned to fxj+ /. The topology is then up-
dated to reflect the new assignment and reconnect the branch, changing the

topology states to Fc. The paused messages are now resumed.

e Scenario (3): A previously failed fog node reconnected.

— The system topology T is working in the normal state; Fc. Then a
previously failed fog node fxi reconnects. The connectivity monitoring
discovers such node reconnection and starts restoring the original path of
Jfxi branch. fxi depending entities are identified and sending messages to
such entities is temporally paused, making the topology to be in Vpd while
the original path is restored. The topology is then updated to reflect the
new assignment and reconnect the branch, changing the topology states to

Fc. The paused messages are now resumed.
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Figure 5.6: Behaviour of Connectivity Monitoring and Failure Plan

The above scenarios show that failure plan always succeeds in reconnecting the
affected branch due to fog node failure, and the final objective is always reached.

Figure [5.6|describes the behaviour of the proposed failure plan.

State Transition

The state of the topology is said to be fully connected if all its branches are connected,
a normal state. Failure of any fog node makes the topology enters the partially
disconnected state. Reconnection of any previously disconnected fog node makes the
topology temporally enters virtually partially disconnected state. Figure[5.7] shows the

state machine of the proposed failure plan.

The state machine M of the topology is represented as a pentuple
M= (Q’ E’ 5 »q0, F)
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Figure 5.7: State Machine of Connectivity Monitoring and Failure Plan

Where Q Represents set of sates.

Y. represents the set of inputs needed for transitions.
0 represents the transition function.

qo represents the initial state.

F represents the final state.

Q = { Fully connected, Partially disconnected, Virtually partially disconnected}.
Y. = {Failure occurred (Fo), Reconnection (R), Reassignment done (Rd)}.

¢o = {Fully connected}.

F = {Fully connected}.

The transitions of the state machines are defined as:

a. 0 (Fully connected, Fo) = Partially disconnected.

b. ¢ (Partially disconnected, Rd) = Fully connected.

c. ¢ (Fully connected, R) = Virtually partially disconnected.
d. ¢ (Virtually partially disconnected, Rd) = Fully connected.

The following cases describe the correctness of the connectivity monitoring and

failure plan of the architecture topology.

e Case (1): A fog node fails and dependent entities will be assigned to other fog

node.
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— ¢ (Fully connected, Fo) = Partially disconnected.

— ¢ (Partially disconnected, Rd) = Fully connected € F, hence accepted.

The topology T state is changed from Fully connected to Partially disconnected
(Failure occurred). When reassignment is successfully done (Rd), it enters into the
Fully connected state which is the accepted final state in the state machine M. The
state transitions are same whether the assignment will be for a neighbouring node or

to the parent node of the failed one; hence this case is applied for both scenarios.

e Case (2): A previously failed node reconnected.

— 0 (Fully connected, R) = Virtually partially disconnected.

— 0 (Virtually partially disconnected, Rd) = Fully connected € F, hence
accepted.

The topology T state is changed from Fully connected to Virtually partially discon-
nected (Reconnection). When reassignment is successfully done (Rd) to restore the
original branch path, it enters into the Fully connected state which is again the ac-
cepted final state in the state machine M.

5.5.3 SCM Monitoring and Offloading Proof

As explained earlier, SCM is assigned by the cloud to the lowermost fog node con-
nected to the gateway(s) from which the end user Ss/As are connected to. However,
this monitoring node can offload the monitoring to its parent if it is overloaded to re-
duce the actuation commands latency. Later, if the fog node is not overloaded, it can
retrieve the monitoring offloaded to its parent.

The following scenarios are realised for the SCM monitoring and offloading, as de-
picted in figure 5.8}

e Scenario (1): A fog node is not overload; hence it will monitor the SCM locally
as assigned by the cloud.
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Figure 5.8: Behaviour of SCM Monitoring and Offloading

— For any observation sent to SCM, the specified cases manager will check
if the node monitoring load is equal to or more than the threshold. If not,
the node will continue monitoring the specified cases assigned to it locally.
Also, if the node is not overloaded, it checks whether it has previously
offloaded the monitoring to its parent. If so, it will retrieve monitoring
from parent and continue monitoring locally.

Note that the threshold may be different from node to node depending on the node
processing capability.

e Scenario (2): Fog node is overloaded.

— If the specified cases manager receives observation during which the

node is overloaded (node monitoring load is equal to or more than the
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Figure 5.9: State Machine of SCM Monitoring and Offloading

threshold), it will offload the monitoring to the parent fog node.

State Transition
The state of SCM monitoring can be either local monitoring or offloaded; this is
governed by the threshold of the node monitoring load. Figure [5.9) shows the state

machine of the proposed SCM monitoring and offloading.

The state machine M of SCM monitoring is represented as a pentuple
M = (Q’ E’ 5 40, F)

Where Q Represents set of sates.

Y] represents the set of inputs needed for transitions.
0 represents the transition function.

qo represents the initial state.

F represents the final state.
Q = { Local monitoring, Offloaded}.

Y. = {Node is not overloaded (Nno), Node is overloaded (No)}.

¢o = {Local monitoring}.
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F = {Local monitoring, Offloaded}.

The transitions of the state machines are defined as:
a. 0 (Local monitoring, Nno) = Local monitoring.
b. ¢ ((Local monitoring, No) = Offloaded.

c. 6 (Offloaded, Nno) = Local monitoring.

The following cases describe the correctness of the specified cases manager for moni-
toring and offloading.

e Case (1): The node monitoring load is less than the threshold; the node is not

overloaded.

— ¢ (Local monitoring, Nno) = Local monitoring.

The state of monitoring will continue to Local monitoring as long as the monitoring
load is less that the threshold. This is an accepted state; € F.

e Case (2): The monitoring load goes equal or more that the threshold. Therefore
the manager will offload the monitoring to the parent node.

— 0 (Local monitoring, No) = Offloaded.

As the node is overloaded, the monitoring will enter an Offloaded state which goes on
as long as the node is load overloaded. This state is also accepted; € F. This way the

monitoring will continue even at the parent node.

e Case(3): The manager has previously offloaded monitoring, but now the node is

not overload.

— 0 (Offloaded, Nno) = Local monitoring.

Once the node is not overloaded, the manager will retrieve the monitoring from the
parent node as assigned by the cloud. This is again the same accepted state; € F.
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Figure 5.10: Behaviour of Observation Filtering

5.5.4 Observation Filtering Proof

The observation received to MQTT will be filtered, and only the healthy once will
be farther forwarded upward. Figure describes the behaviour of the proposed
observation filtering.

The following scenarios are realised for the observation filtering.

e Scenario (1): Received observation is corrupted.

— Upon receiving any observation, MQTT translator checks its state. If it is
corrupted, it will be dropped.

e Scenario (2): If the received observation is not corrupted, a copy will be stored
in the fog observation database, and a copy will be forwarded upward.

State Transition

The state of observation and the transitions of states are depicted in figure
The state machine M of observation filtering is represented as a pentuple
M=(Q, %, 0,0, F)

Where Q Represents set of sates.
Y represents the set of inputs needed for transitions.
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Figure 5.11: State Machine of Observation Filtering

0 represents the transition function.
qo represents the initial state.

F represents the final state.

Q = { Local monitoring, Offloaded}.

Y. = {Observation received , Corrupted, Healthy, Stored, Forwarded, Deleted }.
¢o = {Observation received}.

F = {Stored, Forwarded, Deleted}.

The transitions of the state machines are defined as:
a. 0 (Observation received, Ck) = Healthy.

b. § (Observation received, Ck) = Corrupted.

c. 0 (Healthy, Sc) = Stored.

d. 0 (Healthy, F) = Forwarded.

e. 0 (Corrupted, D) = Deleted.

The following cases describe the correctness of observation filtering .

e Case (1): The received observation is corrupted.

— 0 (Observation received, Ck) = Corrupted.
— 0 (Corrupted, D) = Deleted.
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If the received observation is found to be corrupted, it moves into a Corrupted state

result of checking. Then it ends in the Deleted state as a final accepted state; € F.

e Case (2): The received observation is healthy.

— ¢ (Observation received, Ck) = Healthy.
— ¢ (Healthy, Sc) = Stored.
— ¢ (Healthy, F) = Forwarded.

Upon receiving, the observation enters into received sate, as a result of checking it
enters into Healthy sate. The Healthy observation must be forwarded to the parent
node, and a copy must be stored in the local observation database. Both Stored (locally)
and Forwarded (upward) states are accepted as final states of the healthy observation;
ek

5.6 Summary

The entire proposed architecture is detailed in this chapter. The topology and com-
ponents of each layer, the communication among nodes, and internal communication
among nodes submodules are thoroughly discussed. Besides, the performance metrics
governed the architecture design, the main contributions and the way they are expected
to enhance the performance of SAaaS are also detailed. Finally, formal verification of
the architecture correctness is presented. Experiments methodology and the simulation
results are discussed in the following chapter.
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Chapter 6
Experiment Results and Discussion

To evaluate the contributions in SALFSD, the architecture was simulated using YAFS
(Yet Another Fog Simulator)[57]. Several simulations types are conducted to highlight
the different contributions like failure plan, observation filtering, monitoring end users’
specified cases, and offloading specified cases. This chapter explains each simulation

type, modes of each type, compares and discusses the results.

6.1 YAFS

YAFS is a discrete event simulator very similar to iFogSim yet more flexible. It pro-
vides powerful tools to easily design fog computing applications, implementing rout-
ing strategies, and also permit a dynamic resources allocation and topology manage-
ment, which are very useful to implement failure plan scenarios. YAFS is built using
two main Python libraries. 1) Simpy for discrete event simulation, it represents the
core of the simulator which control the different process of the simulation such as the
tasks generation, messages transmission and execution. 2) NetworkX is the graph the-
ory library integrated into YAFS to define system architecture in which nodes represent
the topology device such as sensors, actuators, fog devices, and the cloud, along with
edges which represent the links among system devices.
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6.2 Experiment

Before explaining the experiments, the general simulation setup parameters for all ex-

periments are specified in table[6.1] and the equations used to calculate latencies with
their abbreviations are listed in table [6.2

Table 6.1: General Simulation Setup Parameters

Parameter Value

Cloud CPU 16 Ghz

Fog CPU 2 to 6 Ghz
Observation/Actuation message instructions | 1 Million Instructions
Observation/Actuation message size 10 Kbyte

Bandwidth 2 to 6 Mbyte

Table 6.2: Abbreviations Used in the Equations

LCP
LCN

Abbreviation | Definition
m Message
n Computing node

Computing latency
Communication latency

Computing latency (LCP):

LCP,, =

LCP actuation messages:

instructions,,
CcPU,

LCOP,ciuation = Z LCP,,(actuation)
0
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LCP observation messages:

LCPpservation = Z LCP,,(observation)
0

Communication latency (LCN):

S12€,,
LCN,, = ———
CNom bandwidth

LCN actuation messages:

LC Nyetuation = Z LC N, (actuation)
0

LCN observation messages:

LC Npservation = Z LCNm(observation)
0

(6.3)

(6.4)

(6.5)

(6.6)

The different types of experiments, their configuration and results are discussed below.

6.2.1 Failure Plan

As every fog node is known to be a point of failure, failure plan in SALFSD is to mon-

itor the failure of any fog node and reassign its tasks and responsibilities to the nearest

fog node in the same level or its parent fog node. Here we evaluate the benefit of hav-

ing reassignment by comparing average sent and received observation and actuation

commands for the following modes of tests with regards to failure plan:

1. Mode 1: Simulation runs without failing any fog node.

2. Mode 2: Ten fog nodes are randomly failed during simulation without reassign-

ment; reassignment is disabled.

3. Mode 3: Ten fog nodes are randomly failed during simulation and their tasks are

reassigned to other fog nodes.
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The simulation configuration parameters of failure plan are specified in table [6.3]

Table 6.3: Configuration Parameters for Failure Plan Modes

Parameter | Value

General Parameters for All Tests

Number of Fog Layers 3

Number of Fog Nodes 39

Simulation Time 500

Failure Mode 1,2, and 3

Number of Failed Fog Nodes 10, for modes 2 and 3 only

Actuation Mode Both End User and SCM

Monitoring Mode No Offloading

Corrupted Messages Mode No Corrupted Messages

Number of Areas Per User Random
Parameters for 100 Users Tests

Number of Gateways 80

Number of Sensors 237

Number of Actuators 240
Parameters for 200 Users Tests

Number of Gateways 91

Number of Sensors 265

Number of Actuators 251
Parameters for 300 Users Tests

Number of Gateways 74

Number of Sensors 234

Number of Actuators 224
Parameters for 400 Users Tests

Number of Gateways 79

Number of Sensors 243

Number of Actuators 230
Parameters for 1000 Users Tests

Number of Gateways 73

Number of Sensors 201

Number of Actuators 218

Figure [6.1] presents the results of average observation generated by sensors, average
observation successfully received by cloud, average actuation requests generated, and
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Average Generated/Received Observation and Actuation Messages
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Figure 6.1: Packets loss due to Failed Fog Nodes

average actuation successfully executed; the average is for five tests (i.e. 100, 200,
300, 400, and 1000 users). Results show that mode 3 -reassignment- avoids loss of
observations and actuation requests comparing with mode 2 - no reassignment. In case
of no reassignment, the network topology remains disconnected; could have many
disconnection points depending on the number of failed fog nodes hence leading to a

vast amount of missing messages.

6.2.2 Actuation Mode

In SAaaS, typically end user gets the observations, analyses them and then decide
the proper actuation; if any. However, as explained in [5.1.1} SALFSD deploys users’
SCM in fog nodes as well as the cloud. Here we evaluate the benefit of having SCM
by comparing actuation communication latencies for the following modes of tests:

1. Mode 1: Actuation request is generated by end users only.
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2. Mode2: Actuation request is generated by SCM only.
3. Mode3: Both end users and SCM generate actuation requests.

The simulation configuration parameters of actuation modes are specified in table

Table 6.4: Configuration Parameters for Actuation Modes

Parameter | Value
General Parameters for All Tests
Number of Fog Layers 3
Number of Fog Nodes 39
Simulation Time 500
Failure Mode Failure With Reassignment
Number of Failed Fog Nodes 10
Actuation Mode 1,2 and 3
Monitoring Mode No Offloading
Corrupted Messages Mode No Corrupted Messages
Number of Areas Per User Random
Parameters for 100 Users Tests
Number of Gateways 79
Number of Sensors 395
Number of Actuators 226
Parameters for 200 Users Tests
Number of Gateways 70
Number of Sensors 350
Number of Actuators 195
Parameters for 300 Users Tests
Number of Gateways 90
Number of Sensors 450
Number of Actuators 257
Parameters for 400 Users Tests
Number of Gateways 70
Number of Sensors 350
Number of Actuators 217
Parameters for 1000 Users Tests
Number of Gateways 73
Number of Sensors 750
Number of Actuators 237
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Actuation Communication Latency
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Figure 6.2: Actuation Communication Latency for Actuation Modes

Figure [6.2] shows actuation communication latency. In mode 1 and 3, the observations
have to travel to the cloud then to the end user. Then the end user will analyse them
and decide the proper actuation to be taken and sends back the actuation command;
this takes longer time compared to mode 2. Mode 2 always results in less communica-
tion latency, which makes actuation commands generated by SCM in several network

points fits time-sensitive applications.

6.2.3 Monitoring Offloading

As explained in [5.3.2] SCM may be offloaded to parent fog node in case of the fog
node responsible for monitoring is overloaded. To evaluate the benefit of offloading
SCM we conducted and compared actuation computing latencies for two test modes:

1. Mode 1: No offloading; Fog node will keep monitoring even if it is overloaded.

2. Mode 2: Overloaded fog node offloads SCM to its parent.
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Note that the threshold may be different from node to node depending on the node
processing capability, hence threshold has been set randomly to simulate such

differences among fog nodes.

The simulation configuration parameters of monitoring offloading modes are specified
in table

Table 6.5: Configuration Parameters for SCM Monitoring Offloading Modes

Parameter | Value

General Parameters for All Tests

Number of Fog Layers 3

Number of Fog Nodes 39

Simulation Time 500

Failure Mode Failure With Reassignment
Number of Failed Fog Nodes 10

Actuation Mode Both End User and SCM
Monitoring Mode No Offloading
Corrupted Messages Mode No Corrupted Messages
Number of Users 100

Number of Areas Per User Random

Parameters for 395 Sensors Tests

Number of Gateways 79

Number of Actuators 226

Parameters for 648 Sensors Tests

Number of Gateways 81

Number of Actuators 254

Parameters for 783 Sensors Tests

Number of Gateways 77

Number of Actuators 230

Parameters for 875 Sensors Tests

Number of Gateways 87

Number of Actuators 255

Figure shows that offloading reduces the actuation computing latency in all
conducted tests. Without offloading, monitoring observations is delayed as the node is
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Actuation Computing Latency
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Figure 6.3: Actuation Computing Latency for SCM Monitoring Offloading Modes

overloaded, and hence the generation of actuation command.

6.2.4 Corrupted Observation Filtering

As explained in[5.3.4) MQTT translator filters all incoming observations and drops the
corrupted once; if any. To evaluate the benefit of such Filtering, we have compared
total observation latencies (communication latency + computing latency) for three test

modes:
1. Mode 1: No corrupted observations are generated.

2. Mode 2: Corrupted observations are generated and forwarded; No filtering and

all incoming observations are forwarded.

3. Mode 3: MQTT translator filters and drops the corrupted observations. Only
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uncorrupted observations are forwarded.

The simulation configuration parameters of observation filtering modes are listed in

table

Table 6.6: Configuration Parameters for Observation Filtering Modes

Parameter Value
General Parameters for All Tests

Number of Fog Layers 3

Number of Fog Nodes 39

Simulation Time 500

Failure Mode Failure With Reassignment

Number of Gateways 81

Number of Failed Fog Nodes 10

Actuation Mode Both End User and SCM

Monitoring Mode No Offloading

Corrupted Messages Mode 1,2 and 3

Number of Areas Per User Random
Parameters for 100 Users Tests

Number of Sensors 243

Number of Actuators 234
Parameters for 200 Users Tests

Number of Sensors 246

Number of Actuators 243
Parameters for 300 Users Tests

Number of Sensors 255

Number of Actuators 254
Parameters for 400 Users Tests

Number of Sensors 242

Number of Actuators 254
Parameters for 1000 Users Tests

Number of Sensors 222

Number of Actuators 242

Figure [6.4] shows that corrupted observation filtering in mode 3 results in the same

total observation latency as mode 1 -where corrupted messages are not generated- in
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Total Obgervation Latency
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Figure 6.4: Total Observation Latency Corrupted Messages Modes

all conducted tests. The result also shows the increased total observation latency due

to forwarding the corrupted observations in mode 2.

6.2.5 Comparing SAaaS with and without Layered Fog

To present the value added benefits of layered fogs in SAaaS combined with the cloud,
we have compared total observation latency (communication latency + computing la-

tency), actuation computation, and communication latencies for two test modes:

1. Model: SALFSD with layered fogs. Here only SCM is activated and remaining
FDLFSD contributions are disabled; No offloading, no corrupted observations
are generated, and no failed fog nodes.

2. Mode 2: SALFSD without layered fogs; Only the cloud and gateways with S/A.
In addition, to keep the same distance between the gateways and the cloud, we
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6.2 Experiment

have placed routers nodes (instead of fog nodes for the same number of layers

in mode 1; i.e. 3 layers.)

The simulation configuration parameters are listed in table

Table 6.7: Configuration Parameters for Layered Fogs Modes

Parameter | Value

General Parameters for All Tests

Number of Fog Layers 3

Number of Fog Nodes 39

Simulation Time 500

Failure Mode No Failure

Actuation Mode Both End User and SCM

Monitoring Mode No Offloading

Corrupted Messages Mode No Corrupted Messages

Number of Areas Per User Random
Parameters for 100 Users Tests

Number of Gateways 80

Number of Sensors 237

Number of Actuators 240
Parameters for 200 Users Tests

Number of Gateways 91

Number of Sensors 265

Number of Actuators 251
Parameters for 300 Users Tests

Number of Gateways 74

Number of Sensors 234

Number of Actuators 224
Parameters for 400 Users Tests

Number of Gateways 79

Number of Sensors 243

Number of Actuators 230
Parameters for 1000 Users Tests

Number of Gateways 73

Number of Sensors 201

Number of Actuators 218
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6.2 Experiment

Total Latency (Communication + Computing)

Total Obgervation Latency

B Mode 1: SALFSD with Layered Fog E Mode 2: SALFSD without Layered Fog
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Figure 6.5: Total Observation Latency, SAaaS with and without Layered Fog

Figure [6.5] shows total observation latency for both modes. Despite having the same

distance between the cloud and gateways witch makes the same communication

latency, the reason that makes mode 1 results in increased total observation latency

is having more computing in the layered fog; Fog nodes process the observation for

the sake of SCM - consequently adding more observation computing latency. The

same is also applied to actuation computing latency presented in figure [6.6] which is

considered weak point in SALFSD. However, the trade-off is that mode 1 results in

less actuation communication latency, and hence actuation commands can be triggered

faster than having to be from end user side; as presented figure [6.7]
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Actuation Computation Latency
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Figure 6.6: Actuation Computation Latency, SAaaS with and without Layered Fog

6.3 General Discussion on the Results

The added layered fog to SAaaS basic design and the proposed features implemented
inside fog nodes and the cloud has been simulated and evaluated in terms of the
following metrics: 1) total delivered messages, 2) computing and communication
latencies for observation and actuation messages. The simulation was conducted in
the same environment with different scenarios regarding the number of end users,
number of gateways, number of sensors and actuators in 10T layer, and number of
areas per end user from which their sensors and actuators are selected.

The overall study of the results shows that besides keeping the infrastructure con-

nected, failure reassignment prevents loss of observation and actuation messages,
consequently resulting in 100 per cent messages delivery.
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Actuation Communication Latency
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Figure 6.7: Actuation Communication Latency, SAaaS with and without Layered Fog

Also, results show that deploying end users’ SCM in the cloud and fog nodes generally
decreases the actuation latency as the decision of triggering the actuation command is
being taken closer to IoT layer. Furthermore, SCM offloading also prevents increased
actuation latency in case fog nodes are overloaded due to receiving a vast amount of
observation to be monitored (an IoT associated issue; i.e. Big Data [56]). Such a case
is expected with the increased number of IoT devices in SAaaS paradigm. This is

particularly significant in time-sensitive applications.

In addition, dropping the corrupted observations reduces the unnecessary consumption
of network bandwidth. Corrupted observation may be sent from sensors, or being
effected while forwarding by fog node. The former is dropped by the fog node
connected to the gateway in the lower fog layer. The later is dropped by parent fog
node in upper fog layers.
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6.4 Summary

Comparing SAaaS with and without layered fog presented less actuation communica-
tion latency with layered fog. Adding this point to the benefits of features implemented
inside fog nodes, totally shows the performance enhancement provided by SALFSD to
the basic SAaaS architecture.

6.4 Summary

Adding scalable and fault resistant layered fog architecture in SAaaS and wisely select-
ing tasks to be handled by fog nodes has improved the performance of SAaaS. Also,
the failure plan suggested in SALFSD provides a persistent availability of the services
provides network and hence to its promised services. SALFSD has proved itself in the
evaluation results to be a piece of valuable advice for designing SAaaS architectures

for IoT applications.
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Chapter 7
Conclusions and Future Work

The primary and broad focus of this thesis is to attempt to come out with architectures
for services composition in IoT toward a vision of the future smart city. These
architectures are mainly concerned with sensing and actuating as a service. To this
end, chapter 2 of the thesis presents a related work of several types of sensing systems
and paradigms were discussed: participatory sensing, opportunistic sensing, urban
sensing, and People-Centric Urban Sensing, etc. The same was preceded with briefly
detailing the primary building blocks of IoT, the existing technologies in which such
systems strongly depend on. Chapter 2 also presents the essential requirements of
IoT systems that any architecture aiming for IoT, mainly based on cloud and fog
computing and their integration, must take into consideration during the design and
implementation stages. Such design and implementation requirements emerge from
IoT systems sophisticated and rigorous requirements. Besides, chapter 2 detailed
the indispensable benefits added to IoT towards overcoming its limitations by cloud

computing, fog computing, and their integration, as well as their challenges.

Chapter 3 details our vision of the future smart city service providers, along with a
high level architecture proposal for integrating several independent providers that may

offer heterogeneous services.
In chapter 4, we present our proposed Internet of Things Sensors and Actuators

Layered Fog Service Delivery Model SALFSD. The architecture is designed with

inbuilt failure plan to maintain the network topology connection against any fog
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node(s) failure. Also, several features like end user prespecified cases monitoring,
corrupted observation filtering, monitoring offloading are provided in SALFSD. A
feature wise comparison is conducted against related work in literature for sensing and
actuating as a service with respect to the use of topology, failure plan, virtualization,
etc.

Chapter 5 extends the work in chapter 4, detailed with the added contributions.
The entire SALFSD components and communication among them are explained
thoroughly along with formal verification of the correctness of the proposed archi-
tecture. The added layered fog to SAaaS basic architecture design (cloud and IoT
layers), and the proposed features implemented inside fog nodes and the cloud has
been simulated and evaluated in chapter 6 in terms of the following metrics: 1) total
delivered messages, 2) computing and communication latencies for observation and
actuation messages. The simulation is conducted for each feature in SALFSD and
also a comparison of the architecture, including and excluding the layered fog is
conducted. The results depict the latency reduction with the presence of layered fog
in the architecture as well as while including each feature. Besides, results show
that the failure plan prevents network disconnection and packets drop. Further, we
have implemented a bio-optimization algorithm in SALFSD for sensors and actuators

selection base on minimized cost and maximized feedback.

As future work, we are planning to enhance the current work by implementing the
reassignment in fog nodes also beside the cloud to make a distributed failure plan;
meaning that any parent fog node can issue the reassignment to any child node without
having to wait for the same to be received from the cloud. Presently in SALFSD
there is no communication among fog nodes in the same layer, this is also planned for
future work to allow collaboration in the same layer. Besides, more work is required
to improve the current architecture and implement many techniques for authentication,

authorization, and both end users and devices management.
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