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The thesis is divided into seven chapters. Chapter 1 starts with a brief introduction
on different types of semiconductor nanocrystals (quantum dots, QDs) and
discusses some of their properties and applications. This chapter also introduces
another class of materials, ionic liquids (ILs), along with their significant
properties and applications in various fields. Further, excitation energy transfer and
photoinduced electron transfer processes, which are responsible for the
fluorescence quenching of the excited fluorophores, are also discussed. Chapter 2
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and their data analysis. Chapter 3 discusses about the stability of CdTe QDs
including hole transfer process between CdTe QDs and sulfide ion in ILs. Chapter
4 deals with the mechanism responsible for the quenching of CdTe QDs
fluorescence by an organic fluorophore. Chapter 5 demonstrates the influence of
capping agents on the carrier trapping dynamics of photo-excited CdTe QDs.
Chapter 6 discusses the effect of QDs surface stoichiometry on the charge
separation and recombination dynamics between CdSe QDs and methyl viologen.
Chapter 7 summarizes the results of the present studies and highlights their future

SCope.
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Chapter 1

Introduction

This chapter introduces different types of three-dimensionally confined metal
chalcogenide semiconductor nanoparticles like core, core-shell and alloy
quantum dots. Quantum confinement, which arises due to three-dimensional
confinement of these nanoparticles leading to their size-dependent optical
tunability, is discussed in detail. Other properties such as solubility, surface
passivation, and multiple exciton generation are also discussed along with
some of their applications. This chapter also provides an overview of another
class of materials, ionic liquids, including their significant properties and
applications in various fields. Further, the excitation energy transfer and
photoinduced electron transfer processes, which are responsible for the
fluorescence quenching of the excited fluorophores, are also discussed.
Finally, the motivation behind this thesis is presented.




Chapter 1

1.1. Quantum Dots

Quantum dots (QDs) are the semiconductor nanoparticles, which consist of
hundreds to thousands of atoms. They were first discovered in the glass matrix by
Alexei Ekimov! and in colloidal solution by Louis E. Brus?, but the term “quantum
dot” was given by Mark Reed.® Unlike their bulk counterparts QDs exhibit size-
dependent optical and electronic properties due to three dimensional quantum
confinement of the exciton (electrostatically bound electron-hole pair) that are
produced during photo-excitation of the QDs.>" As the size of the nanoparticles is
comparable or smaller than the exciton Bohr radius (as, distance between electron-

hole pair) of the bulk material and is given by

eh’( 1 1
ab = > = + = (11)
eelm m

where, ¢ is the dielectric constant, h is the reduced Planck’s constant, e is the
electric charge, me* and mp* are the effective masses of the electron and hole,
respectively, the spatial motions of the excitons are confined leading to their
quantum confinement.®°Due to the quantum confinement, the electronic energy
states in the valence and conduction bands become quantized in case of QDs
compared to the bulk semiconductor where they are quasi-continuous.? 8 *1Scheme
1.1 shows the effect of dimensionality confinement on the density of states of the
semiconductors. The discreteness in the electronic energy levels of the QDs
resembles that of an isolated atom or molecule, thus bridging the gap between the
small molecules and bulk nanocrystals (Scheme 1.2).* Hence the QDs show
properties such as broad absorption (due to large density of states) and intense
fluorescence (due to radiative recombination of photo-generated electrons and
holes) similar to that of bulk semiconductors and molecular dyes.* 1

The shift in the band gap (minimum energy required to excite the electron
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Scheme 1.1. The effect of dimensional confinement on the density of states in

semiconductor nanocrystals.

from the valence band to the conduction band) of the QDs with respect to the bulk
semiconductors can be calculated using 7
her? her? 1.8e?
t— et
2R'm, 2R°m, 4m R

where, Enuik represents the band gap of the bulk semiconductor and R is the radius
of the QDs. The second and the third terms are the energies due to the confinement
of electron and hole with me" and my" as effective mass of electron and hole,

respectively. The Coulomb interaction energy between the electron and the hole is
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Molecule Quantum dot Bulk semicondy

Scheme 1.2. Comparison of electronic energy levels of the molecule, quantum

dot and bulk semiconductor. Eqp and Enulk are the band gap of the quantum
dot and bulk semiconductor, respectively. CB and VB denote conduction band

and valence band, respectively.

represented by the fourth term with ¢ as the dielectric constant, whereas, the spatial
correlation between the electron and the hole is given by the final term, where Egy”
represents the exciton Rydberg energy. This Rydberg energy term is independent
of QDs size and is usually negligible but can become effective in case of
semiconductors with small dielectric constant.}* *® The equation 1.2 shows that the
band gap of the QDs varies with their size (band gap increases as the size of the
QDs decreases). In general, most of the cations of the QDs belong to IlIA, IVA
and 11B groups, whereas, the anions to VA and VIA groups.’®'8These inorganic
compositions increase the stability of the QDs against photobleaching.!® Due their
broad absorption, intense and narrow fluorescence, size-dependent bandgap
tunability and superior photostability, these materials are considered as promising

alternatives to molecular fluorophores.??> These QDs can be synthesized by
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different techniques such as successive ionic layer adsorption and reaction
(SILAR), chemical bath deposition (CBD), and colloidal synthesis.'* 2% Among
these techniques, the colloidal method of synthesis results in QDs with a lesser
heterogeneity in size.* ?® In this colloidal method of synthesis, the QDs of different
sizes can be prepared by varying either the reaction temperature or the time. For
example, QDs of larger size can be synthesized by maintaining the reaction at high

temperatures for a shorter time or at low temperatures for a longer time.

1.1.1. Passivation of surface states and solubility

As we are dealing with the nanoparticles of few nanometers in size, the
surface area to volume ratio will be high. Hence the optical properties of the QDs
are mainly governed by the surface atoms. Unlike the atoms inside the crystal, the
atoms at the surface are not completely bonded leaving the non-bonding orbitals,
also known as dangling orbitals, on the surface of QDs.* 2’ If these non-
bonding/dangling orbitals lie within the bandgap of the semiconductors, they act as
traps for the photo-generated carriers thus reducing the degree of overlap between
the electron and hole and enhancing the non-radiative carrier recombination.* In
order to passivate these dangling orbitals, the QDs are coated with organic ligands
such as trioctylphosphine (TOP), hexadecylamine (HDA), oleic acid (OA),
trioctylphosphine oxide (TOPO), 3-mercaptopropanoic acid (3-MPA) (Chart 1.1).°
28,29 These ligands contain electron rich atoms such as N, S, O, P which can donate
their lone pair of electrons to the dangling orbitals of the QDs to form metal-ligand

coordinate covalent bond.*

In addition to the passivation of the dangling orbitals, these ligands also play
a role in determining the solubility of the QDs. The capping agents such as TOP,
HDA, OA and TOPO (Chart 1.1), which contain long alkyl chains, are used for
dissolving the QDs in non-polar solvents such as chloroform and hexane, whereas

the hydrophilic polymers like phosphine oxide and surfactants like HDA are used

5
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Capping agents for hydrophobic solvents
© éﬂo
P P,
/Ha\/ \/HG\ /l'i\/ g\/He\

Trioctylphosphine (TOP) Trioctylphosphine oxide (TOPQO)

3

Hexadecylamine (HDA) Oleic acid (OA)

Capping agents for aqueous medium

SH o

SH o]
3-mercaptopropanoic acid (3-MPA) 3-mercaptobutyric acid (MBA)
o] o}

HLOH \H(OH
SH SH

2-mercaptoethanoic acid (MEA) 2-mercaptopropanoic acid (2-MPA)

Capping agent for RTILS

1-methyl-(11-undecanethiol)imidazolium bromide (MUIM)

Chart 1.1. Structures of the capping agents used for the passivation of QDs

surface and determining their solubility in different media.

for dissolving them in polar solvents.® 232 The capping agents containing thiol and

acid groups (mercapto acids, Chart 1.1) are commonly used for making the QDs

6
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soluble in aqueous medium.?® 3 Other than the conventional solvents, the QDs can
also be dissolved in room temperature ionic liquids (RTILs). The first successful
attempt to dissolve the QDs in RTILs was made by Nakashima and Kawai, where
the 2-(dimethylamino)ethanethiol-capped CdTe QDs soluble in aqueous medium
was extracted into the water immiscible RTILs (1-butyl-3-methylimidazolium
bis(trifluoromethanesulfonyl)imide). However, this method of extraction was
limited only to the hydrophobic RTILs.3* % Recently, Samanta and coworkers
synthesized a task specific capping agent (1-methyl-(11-undecanethiol)
imidazolium bromide (MUIM, Chart 1.1) and which can be used for dissolving the
CdTe QDs in both hydrophobic and hydrophilic RTILs.*®

1.1.2 Core/Shell quantum dots

The surface atoms of the QDs cannot always be efficiently passivated by the
organic ligands due to their site specific (cationic/anionic) binding.3"*° In addition,
these QDs are susceptible to photo-oxidation, thus increasing the surface defects
and decreasing their emission quantum vyield (QY).* The other possibility to
passivate the surface atoms of the QDs is by growing an inorganic semiconductor
shell around the core, resulting in core-shell QDs.* #1#® This shell growth results in
efficient passivation of the QDs surface atoms irrespective of the nature of the
defects and enhancement of radiative carrier recombination and improved stability
towards photo-oxidation.*?** Based on the band gap of the shell these core/shell
QDs are classified into three different types.

1.1.2.1 Type-I Core/Shell QDs

QDs of larger band gap compared to the core QDs are used as shell materials,
where the conduction and valence bands of the shell are higher and lower in energy
than that of the core, respectively (Scheme 1.3).%84% This type of shell coating
enables the confinement of photo-generated electrons and holes to the core only.

The emission QY and stability of the core/shell QDs is much improved compared

7
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to the core QDs, but a red shift in their absorption and emission spectra is
observed.*" 42 45 This bathochromic shift observed in case of Type-I core/shell
QDs is due to partial leakage of the exciton into the shell material. 4% 42 45
CdSe/ZnS QDs is a typical example of Type-I core/shell QDs. #°

1.1.2.2 Type-11 Core/Shell QDs

QDs with either their valence or conduction band lying within the band gap
of the core QDs are used as a shell material (Scheme 1.3). %4 This structured band
gap alignment of the core/shell QDs results in spatial separation of the photo-
generated carriers that confines either the electron or hole to the core and the other
one to the shell. Because of the spatial separation of the photo-generated carriers,
these core/shell QDs exhibit novel properties that are different from the Type-I
core/shell QDs. For example the excited state lifetimes of these materials are
increased due to the decrease in spatial overlap between the electron and hole.* 4
These systems not only enhance the quantum yield of the core but also allow to
access wavelengths that are not possible with only core QDs.* 46 CdTe/CdSe and

CdSe/zZnTe are typical examples of Type-11 systems.*
1.1.2.3 Reverse Type-1 Core/Shell QDs

The band gap of the shell material for this type of Core/Shell QDs is smaller
than the band gap of the core QDs (Scheme 1.3). A significant red shift in the
emission maximum of the core/shell QDs of this type can be seen compared to
core QDs.*! CdS/HgS, CdS/CdSe and ZnSe/CdSe are the well-studied reverse

type-I systems.*7-4°

1.1.2.4 Synthesis of Core/Shell QDs

These core/shell QDs are synthesized by two-step procedure.*!Initially, core
QDs are grown at higher temperatures and later the shell is grown on to the core at

lower temperatures to prevent the self-nucleation of the shell materials and further

8
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growth of the core QDs. This shell is grown through SILAR (successive ion layer
adsorption and reaction) method, where the cationic and anionic precursors
required to form the shell are alternatively injected into the reaction mixture
containing core QDs.** The choice of these core and shell QDs depends on their
lattice mismatch. For example, the core/shell QDs with less lattice mismatch
exhibit higher emission QY compared to the core/shell QDs with more lattice

mismatch.*

Reverse Type-l

Scheme 1.3. The band gap alignment in different types of core/shell QDs. CB

and VB represents the conduction and valence bands, respectively.

1.1.3 Alloy QDs

As the quantum efficiency of the core/shell QDs depends on their lattice
mismatch, finding out the core and shell QD materials with less lattice mismatch is

difficult.® Hence alloy semiconductor QDs that do not rely on their lattice

9
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mismatch has become an alternative to obtain highly luminescent nanocrystals.>
Based on the nanocrystal composition, these alloy QDs are classified into two
types; 1) homogeneous alloy QDs with uniform nanocrystal composition, and 2)
gradient alloy QDs, where the nanocrystal composition gradually varies from the
center to the surface (e.g., Cd-rich at the center and Zn-rich at the surface).>%->3
Scheme 1.4 shows the homogeneous alloy, gradient alloy and core/shell structure
nanocrystals. Further, on the basis of their number of component elements, they are
classified as ternary and quaternary alloy QDs.%* Ternary alloys are formed with
the combination of two binary systems containing either a common cation or an
anion. For example, alloying two binary systems C'A and C"A results in
(C'A)x(C"A)1x or simply C'xC"1xA, where C' and C" represent two different
cations and A is the common anion.”* An example of this type of alloy is Zn;-

«CdxSe.%? On the other hand, alloying of the two binary systems with common

cation and two different anions results in CA'xA"1x (e.g. CdTexSe1x).>

(@)

(b) (c)

Gradient alloy Core/Shell structure

Homogenous alloy

Scheme 1.4. Schematic representations of the ZnCdSe QDs with (a)

homogenous alloy (b) gradient alloy and (c) core/shell structure.

Quaternary alloys of the composition C'xC"1.xA'xA"1x are produced by the
alloying of two binary systems with no element in common. ZnxCd1.xSySe1.y is an
example of this type of alloy.®® Quaternary alloys are also produced by the

10
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combination of two ternary systems (such as CulnSe; and CuGaSe) or from a
ternary (CulnS») and a binary system (ZnS), where Culni.xGaxSe; is an example of
the former and (CulnS2)x(ZnS)1x is an example of the latter.>* > In addition to the
size-dependent band gap tunability, these QDs also exhibit band gap tunability

when their elemental composition is varied.>!

1.1.4. Doped QDs

The other approach to modify the electronic and optical properties of the
semiconductor QDs is by introducing impurity atoms (or dopants) into the lattice
of the host semiconductors, typically, the optically active transition metal ions

(e.g., Mn*2).56-%0 These dopants introduce electronic states within the band gap of
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Cu:ZnS Cu:ZnSe Cu:ZnCdS Cu:ZninSe Cu:lnP

Mn:CA (C = Cd/Zn and A = S/Se) j

Scheme 1.5. Schematic representation of the range of tunability in the

emission of the QDs by incorporating different dopants. Figure is adopted

from ref 60.

the semiconductor nanocrystals, which influence their photo-generated carrier
separation and recombination dynamics resulting in red-shifted emission.® 5 The
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emission tunability range of the QDs using transition metal ions like Mn*? and

Cu*? as dopants are shown in Scheme 1.5.%°

1.1.5. Multiple exciton generation

In case of bulk semiconductors, when a photon of at least double the energy
compare to their band gap is absorbed, the excess energy is dissipated as heat
through electron-phonon interactions as the excited carriers relax to their lowest
state.52%5 However, in case of QDs, due to discrete nature of their energy levels,
this phonon-assisted carrier thermalization is suppressed, leading the excess energy
to generate another exciton.’:® Hence multiple exciton generation (MEG) or
carrier multiplication is a phenomenon where a photon of higher energy (hv >
2Eqp, Eqp is the band gap of QD) generates two or more excitons (Scheme 1.6).
Due to these multiple excitons, the internal quantum efficiency (QE, conversion of
photons to excitons) of the QDs exceeds 100 % for photon energies greater than
their band gap, whereas in case of bulk semiconductor this QE is 100 %.5365
Further, in case of QDs, a plot of QE vs energy exhibits a staircase like signature
indicating that the photon with energy hv >2 Egp potentially generates two
excitons and for every Eqp increase in the photon energy the number of photo-
generated excitons increases by one (Scheme 1.6).%% % A QE of 700 % is reported
by Klimov and coworkers for PbS and PbSe QDs by producing seven excitons
from a photon with an energy of 7.8 Eqp.® MEG is one of the important
characteristics of the QDs through which the conversion efficiency of the solar
energy into electrical energy can be enhanced beyond the Schokley and Queisser

limit.55-5” However, this MEG is limited by the Auger process in the QDs.

Auger process is a phenomenon where one of the excitons recombine by
transferring the energy to other photo-generated electron (or hole) that is excited to
the higher energy state within the QDs (Auger recombination, AR) or ejected from
the core of the QDs to the higher energy surface states (Auger ionization, Al)

12
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Scheme 1.6. Comparison of the photon to exciton conversion in bulk
semiconductors and QDs. Eg and Eqp resemble the band gap of bulk

semiconductor and QDs, respectively.

(Scheme 1.7).%% ® Because of the relaxation in momentum conservation and
enhanced Coulombic interactions in QDs, this AR/AI becomes efficient and occurs
usually on tens-to-hundreds of picosecond timescales.?® ® Hence, the extra

electrons (or holes) generated through MEG must be separated by fast electron
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(hole) injection from QDs to electron (hole) acceptors before they recombine
through AR/AL.™®

Auger Recombinatio

\ (AR)
@‘

Biexciton Generation ( )

Auger lonization

Scheme 1.7. Schematic representation of the biexciton generation and Auger
recombination (AR) and Auger ionization (Al) in QDs. VB and CB represents

the valence and conduction bands, respectively.

1.1.6. Applications

Due to the high molar extinction coefficient, broad absorption spectra,
tunable emission, photostability and long luminescence lifetime these materials are
considered as alternatives to organic dye molecules in a wide range of applications
such as biological reporters, light emitting diodes, fuel cells and photo-detector
devices.”"® These materials are also considered as alternatives to the silicon-based
solar cells due to their cost effective synthesis and ability to generate multiple

excitons.8 69, 76-80
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1.2. lonic Liquids

lonic liquids (ILs) are low-melting salts that constitute entirely of cations and
anions. Unlike, the high melting salts like NaCl where the electrostatic interactions
between the ions are strong, these materials possess weak Coulombic interactions
between the ions due to which they exist as liquid at or below 100 °C.8! Room
temperature ionic liquids (RTILs) are the sub class of ILs that exist as liquids at
ambient temperature (20-30 °C) and pressure (1 bar).82 Because of high thermal
stability, negligible vapor pressure and the ability to dissolve most of the organic
and inorganic compounds, ILs are considered as potential replacements to volatile
organic solvents used in chemical reaction, manufacturing and separation

processes, and transition metal catalysis.8!8°

The first RTIL, ethyl ammonium nitrate, was discovered in 1914 by
Walden.®® Though the ILs discovered in the early 20" century, these materials
were significantly explored in 1980s by Wilkes and coworkers using salts based on
chloroaluminate anions (AICI, or Al,Cl3).%" 8 Usually, ammonium, phosphonium,
non-symmetrical imidazolium, pyridinium, pyrrolidinium, and piperidinium
cations are used in RTILs, whereasAlCl;, AlCl;, BF;,PFg,SbF; (CF5S0,),N~ and
CF;S03 are used as anions (Chart 1.2). In majority of the cases, the reactivity,
hydrophobicity and hydrophilicity of the ILs are decided by their anions and hence,
based on the anions, these ILs are divided into four categories.®® The ILs with
AlCl;or Al,Cl; as anions are considered as first category of ILs. However, highly
hygroscopic nature limits their storage and handling to inert atmosphere. The
hygroscopic nature of these ILs is reduced by replacing the anions with nearly air
stable anions such as BFy, PF; and SbFg, which are classified as second category of
ILs.%® But, the limitations of the second category of ILs are the production of
detectable amounts of HF acid on hydrolysis and their highly viscous nature.®* The

third category of ILs containing anions such as
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(CF3S0,),N~(Tf,N~) and CF;SO3 are more stable towards the production of HF
and are characterized by low melting points, low viscosities and high
conductivities. However, these ILs are expensive and have a stronger binding
ability towards Lewis acidic metal ions and also their disposal is difficult due to
the presence of fluorine atoms.®*® This led to the synthesis of fourth category of
ILs that are low coordinating and less expensive containing non-fluorinated
counter anions such as carboranes ([CB;;H;,]~, [CB;;HcClg]~ and orthoborates
(Chart 1.2).% % Recently, RTILs based on natural amino acids are synthesized and
used extensively for biological applications.®® °" In addition, task specific RTILs
with specific functional groups such as ester, ether and chiral side chain being
incorporated into the alkyl group of the cation and anion have been developed for

their use in specific applications. 3¢ 9. 99

K Cations Anions \

1) AICl;, Al Cl;
\ | / \ | / / \ 2) BF;, PF;, SbF;
N N+, N
| | /NN 3 (CRiS0),N CFS05
R4 R4
(@ (b) (c) j/.: I
O: ( + ) O o) o)
N N N
|IQ Me R 1 R '

0_0
o o
(d) () (e) g %

Chart 1.2 Structures of different cations and anions which are the constituents
of ILs
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1.2.1. Properties

ILs exhibit novel properties such as negligible vapor pressure, high thermal
and chemical stability, wide liquidous range and electrochemical window, medium
to high polarity, potential to dissolve most of the organic and inorganic substances,
non-flammability and reusability.818% 190-102 As the properties of ILs depend on the
constituent ions, ILs with desired properties can be synthesized by varying their
cations and anions and hence, these materials are also called as “designer

solvents”. 19

1.2.1.1. Viscosity and density

Compared to the conventional solvents, ILs are highly viscous. The lowest
viscous IL is about 30 times higher in viscosity than conventional solvents like
acetonitrile, water and alcohols (Table 1.1.) In general, the viscosity of the IL
decreases with increase in temperature and follows a non-Arrhenius behavior. In
most of the cases the variation in the viscosity against temperature can be
represented by Vogel-Tammann-Fulcher (VFT) equation (1.3).1%4

TC
T-T,

where, n and no are the shear and reference viscosities, respectively, T. represents

In(77) = 1n(7,) + (1.3)

the critical temperature at which n is infinite and D is the fragility parameter. The
variation in the viscosity of the ILs on changing their cation-anion combination is
primarily attributed to the variation in their van der Waals forces.*® This statement
was supported by ILs with 1-alkyl-3-methylimidazolium as a cation and Tf,N~ or
BF; as anions, where the viscosity increases with increase in the number of carbon
atoms in the linear alkyl group of the cation. However, branching of the alkyl chain
of 1-alkyl-3-methylimdiazolium cation decreases the viscosity of the IL. The other
factors that affect the viscosity of ILs are the symmetry and hydrogen bonding

between the counter anions. The higher viscosity observed in case of alcohol
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functionalized ILs compared to their alkyl counterparts is due to their hydrogen
bonding ability.1% 1% |Ls with PF; as the counter anion exhibit higher viscosity
compared to the Tf,N~ due to the high symmetry and increase in hydrogen
bonding.1%” 1% Hence, the viscosity increases in the order Tf,N~ < BF; < PFy <
c1.197. 108 The viscosities are also affected by the presence of impurities such as
halides and water.%® 119 Interestingly, the studies on the microviscosities of the ILs
by employing a fluorescent probe suggest that they are different from their bulk

viscosity. !

ILs are denser than most of the conventional solvents. The density of the ILs
depends on the molar mass and volume of the counter anions. For example, ILs
with 1-butyl-3-methylimdazolium ([bmim]) as cation and orthoborates as anion,
the density decreases with increase in the volume of the anion. % 107, 108, 112, 113

Table 1.1. Properties of some imidazolium ILs

o/ (mS/cm) E7 (30)

[emim][Cl] 86 S S
[bmim][Cl] 6514 - S S
[emim][BFs] 6% 44715 66588 12588 13116 49,117

rmim][BF,] -1715 43515 10315 124115 59l
[prmim][

[omim][BF,] -8118 43515 15488 1288 35115 48.917
[emim][PFs]  60° S S 5.2116 S

[omim][PFe] -618 - 371% 1378 1516 52,3120
[emim][TfN] -312 34121 1512t gglal 47.742
[omim][THN] -412L > 40015 5218 14318 3918 47.2122

Tmp-melting point; Tg-decomposition temperature; S-solid; n-viscosity; p-density; o-specific

conductivity and Er (30)-microscopic solvent polarity parameter.
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1.2.1.2. Melting point

The melting points of many ILs are uncertain because they undergo
supercooling and the value of the temperature corresponding to their phase
transition varies depending on whether the IL is heated or cooled.®® It was found
that the melting point of the ILs decreases with increase in asymmetry and size of
the cation and further increases with increase in the branching of the alkyl
chain.1% 1% The melting points of some common ILs are shown in Table 1.1.
Though the relation between the melting points and the cations of ILs (especially
imidazolium cations) were found, the influence of the anions remained uncertain.®
Experiments such as NMR, IR and crystallography showed the influence of the
anions on the melting point of the ILs based on the hydrogen bonding interactions
between their cations and anions®® 12412° put the results on such type of
interactions are ambiguous. For example, higher melting point was observed in
case of 1-butyl-2,3- dimethylimidazolium chloride ([bm2im][CI]) compared to 1-
butyl-3- methylimidazolium chloride ([omim][ClI]), though the latter has more
number of C-H---Cl interactions per unit.!?® However, the low-melting point
exhibited by the ILs with Tf,N~ as the counter anion is attributed to the low charge
density and lack of hydrogen bonding interaction.®® Further, in case of ILs with
spherical counter anions like BF; and PFg, the increase in the melting point is also
attributed to the strong hydrogen bonding interactions.®® Hence, to some extent the
effect of anions on the melting points of ILs can be explained by the delocalization

of charge and hydrogen bonding interactions between the ions.

1.2.1.3. Thermal stability and volatility

Most of the ILs exhibit higher thermal stability with decomposition
temperature greater than 400 °C (Table 1.1). The onset of the ILs thermal
decomposition decreases with increase in the hydrophilicty of the anion.8 1% The
thermal stability of the ILs with different counter anions decreases in the

19



Chapter 1

order PFg > Tf,N™~BF; > C1™.% 1% However, the thermal stability of the ILs for

different cations is similar.®°

As mentioned earlier, one of the properties of ILs is their negligible vapor
pressure and hence they cannot be distilled. However, ILs with significant vapor
pressure that can be distilled at low pressure without any thermal decomposition
was reported. %132 Earle and coworkers were the first to distill aprotic ILs at 200-
300 °C and low pressure but they could not provide the direct evidence of the ions
vaporization in their distillation process.'® Recently, Leone and coworkers
detected the intact ion pair of the vaporized IL, 1-butyl-3-methylimidazolium
tricyanomethanide, by tunable vacuum ultraviolet photoionization time-of-flight

mass spectrometry technique.**®

1.2.1.4. Conductivity and ionic diffusion

Conductivity of ILs is important for their use as electrolyte in
electrochemical cells such as double layer capacitors, lithium ion batteries and fuel
cells. As ILs are entirely composed of ions, larger values of conductivity are
expected, but ILs with inorganic electrolytes exhibited values similar to those of
organic solvents.!5 116. 121,123 The conductivities of some of the ILs are shown in
Table 1.1. The dependence of the IL conductivity on the planarity of their cation is
observed in few ILs, where the conductivity value decreases with decrease in the
planarity of the cation (1-alkyl-3-methylimidazolium > N,N-dialkylpyrrolidinium

> tetraalkylammonium.*®

As the conductivity of the ILs is determined by the diffusion of the
constituent ions, understanding the diffusion of ions in ionic liquids is crucial for
their use as electrolytes in electrochemical devices. In general, the diffusion of ions

in solvents is related to their viscosity by Stokes-Einstein equation given below
KT

- 67mr
20
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where, k is the Boltzmann constant, T is the absolute temperature, 1 is the viscosity

and r is the Stokes or hydrodynamic radius.

Similar to conventional solvents, ionic diffusion of most of the ILs obeys
Stokes-Einstein relation. For instance, the ionic diffusion of [emim][TfaN] (n = 37
cP) is faster than in [emim][BFa4] (n = 66 cp).8% 11

1.2.1.5 Polarity

The bulk polarity of any liquid can be assessed from their static dielectric
constant (g). The measured ¢ values of some of the ILs (= 9-13 at 25 °C) suggest
that their polarity is similar to that of pyridine (e = 12.3 at 25 °C), but is much less
than that of acetonitrile (e = 35.9 at 25 °C). 3% 1% However, the low ¢ values of ILs
cannot explain most of their experimental observations, indicating that the ¢ is not
the best parameter to define the polarity of ILs.*! It is generally considered that the
microscopic solvent polarity parameter like Et (30) to be more appropriate as it is a
measure of all microscopic interactions (hydrogen bonding, Coulombic, electron
pair donor and acceptor forces etc.) between the solute and solvent molecules.®
Hence, the polarity of the ILs is commonly expressed in terms of Et (30) values,
which are determined using the solvatochromic probes like coumarin 153, nile red
(chart 1.3).117:120. 136,137 The nolarity of the ILs estimated from these Et (30) values

states that they are in between acetonitrile and methanol 2% 138

1.2.1.6 Structural characterization and heterogeneity

In order to understand the effect of ILs on the chemical reactions and other
processes, knowledge on their structural organization is essential. Various
theoretical and experimental studies were carried out to understand the structure of
the ILs in both the solid and liquid phases.’**1*? Most of the ILs crystallize as
polymorphs but ILs which are glass formers are difficult to crystallize.143-145

However, efforts have been made to identify the crystal structures of ILs by in situ
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Chart 1.3. Structures of some solvatochromic probes used for estimation of

the polarity of ILs.

crystallization at low temperatures.!*® ILs containing counter anions such
as BF; and PF; which are symmetric, rigid and small in size could be easily
crystallized compared to ones containing flexible anions like Tf,N~ and CF;S03.12"
144, 147-1499 The hydrogen bonding interactions between the cations and anions are
detected from the crystal structures of imidazolium based ILs, but for the ILs
existing as liquid salts the presence of such type of interactions is ambiguous.12/129
For example, the presence and absence of hydrogen bonding interactions are
detected in BF; and Tf,N~ salts in their liquid state, respectively, but in case of
PF; salts they are uncertain.'?t 125 150151 Fyrther, molecular dynamics simulations
have also been performed to understand the liquid structure of ILs. These studies
have shown that the liquid structures of ILs are similar to those of membranes and

worm-like micelles.1%2-155
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The heterogeneity in ILs containing local structure is characterized by
various studies such as small- and wide-angle X-ray scattering (SWAXS), neutron
scattering, fluorescent spectroscopic studies and molecular simulation studies.'®*
117, 152, 156158 However, the heterogeneity of ILs is not well understood. For
instance, the molecular dynamic simulation and SWAXS studies support the
nanoscale organization of the local structure of 1Ls,*> ¢ put the neutron scattering
and computational studies do not support it.1>7 158

1.2.1.7 Other properties

The other important properties of ILs are their refractive index and
miscibility with aqueous and organic media. The refractive indices of ILs,
especially [bmim][X] salts, are comparable to organic solvents.'*? Based on the
miscibility of the ILs with aqueous media, they are categorized as hydrophobic and
hydrophilic. This hydrophilic and hydrophobic nature of ILs is majorly determined
by their anions. For example, salts containing X~,BF; and RSO; as anions are
hydrophilic in nature whereas PF; and Tf,N~as anions are hydrophobic.®® The
solubility of PFg and Tf,N~ in water can be increased by incorporating the —OH
functional group in the alkyl chain of the cation. On the other hand, an increase in
the number of carbon atoms in the alkyl chain length increases the hydrophobicity

of the ILs and decreases their miscibility in aqueous medium,07: 108112

As most of the physical properties like viscosity,% 110 159 polarity,138.160. 161
solvation!38161. 162 and electrochemical behaviori® 164 of ILs vary with addition of
conventional solvents, the applications of these materials can be widened by
adding the conventional solvents. For instance, the mixture of ILs with the
conventional solvents results in less viscous solvent mixture that influences the

ionic association or dissociation phenomenon. 63 164
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1.2.2 Applications

ILs have become promising alternatives to volatile organic solvents in
catalysis, chemical reactions, mass spectrometry and separation processes due to
the high thermal stability, low volatility and ability to dissolve large number of
organic and inorganic compounds.®-% ILs serve as good electrolytes in lithium-ion
batteries, fuel cells, double-layer capacitors and actuators due to the high proton
conductivity, low reactivity and wide electrochemical window,100: 101, 165, 166 gjq.
compatible ILs are used as solvents for bio-catalysis, enzyme-based reactions and
protein folding and unfolding studies.® % 167 |Ls are also used as solvents for the
synthesis of inorganic semiconductor nanoparticles, metal oxide nanowires and
nanorods.®® 168 16% Transition metal nanoparticles synthesized in ILs exhibit high
stability and good catalytic activity.'’® Recently, the hole transfer between the
CdTe QDs and sulfide redox couple (where the former acts as a light harvester and
latter as electrolyte in solar cells, respectively) is observed when the aqueous

medium is replaced with ILs.1"?

1.3. Fluorescence quenching

Fluorescence is a process by which the electronically excited molecules relax
to their ground state by emitting a photon. A decrease in the fluorescence intensity
of the molecules by any process is termed as fluorescence quenching.’? Two such
common processes, which result in the reduction of fluorescence intensity of the

molecules are energy transfer and electron transfer.

1.3.1 Energy transfer

Energy transfer (ET) is a phenomenon where the excited donor (D) molecule
transfers its energy in a radiative or non-radiative fashion to the acceptor molecule
(A) which is in its ground state, resulting in the emission of the latter.X”® The

efficiency of this process depends on the extent of overlap between the emission
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spectrum of the donor and absorption spectrum of the acceptor.!”® Based on the

mode of the energy transfer, they are classified as radiative and non-radiative
energy transfer.

D'+ A—EL SD+ A

hy hv

D A

1.3.1.1 Radiative energy transfer

The donor molecule (D) transfers its excitation energy to the acceptor
molecule (A) in the form of photon (Scheme 1). This type of energy transfer does

not require any interaction between the quenching partners but requires the spectral
overlap between them.!”

Scheme 1.8. Radiative energy transfer between the donor and acceptor. So and

S1 represent the ground and first excited singlet states of the molecules,
respectively.

1.3.1.2 Non-radiative energy transfer

The excitation energy of the donor molecule is transferred to the acceptor

molecule non-radiatively (without emission of photon). The interaction between
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the quenching partners along with their spectral overlap is required for the energy
transfer. Based on the type of interactions (long- or short-range) between the
quenching partners, this energy transfer is classified as Forster Resonance Energy
Transfer (FRET) and Dexter Energy Transfer (DET).172-174

1.3.1.2.1 Forster resonance energy transfer (FRET)

FRET is a non-radiative energy transfer that results due to the long range
dipole-dipole (Coulombic) interactions between the donor and acceptor molecule.
173 1n addition to the spectral overlap between the donor emission and acceptor
absorption, FRET depends on the donor-acceptor distance and the relative
orientation of their transition dipoles. Typically, FRET can be observed between

the donor and acceptor which are separated by 10-100 A.172 174

. *““\\cb% —g, ' — S
4)(@/_0;;\.\:?6,0 —
o, I
== —H—-s S—f—= T =
D* A D A*

Scheme 1.9. Schematic representation of the excitation energy transfer from

donor to acceptor through FRET mechanism.

According to the Forster theory, the rate constant of FRET (krret) from
donor to acceptor is given by

1R T
kFRET (I‘) = _[_0} (1.5)

oL I

where, r is the distance between the donor and acceptor, tp represents the lifetime

of the donor molecule and Rg is the Forster distance, which is defined as the
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distance at which the efficiency of energy transfer is 50 % and is given by

R6
E=—— 1.6
RS +r® (1.6)
Forster distance, Ro (Angstroms) can be calculated by
1
R, =0.211[x2n*Q, J (A)]p L.7)

where k2 represents the relative orientation of the transition dipoles of donor and
acceptor in space, Qp is the fluorescence QY of the donor, n is the refractive index
of the medium and J (}) is the overlap integral that represents the spectral overlap
between the donor emission and acceptor absorption (Figure 1.1) and is given by

J(1)=[Fo(A)e (2)1dA (18)

O —3

Fp (M) is corrected fluorescence intensity of the donor that is normalized to unity

and ea (M) represents the extinction coefficient of the acceptor at A.

Donor Acceptor
Emission Absorption

J()

Intensity 2>
Absorbance >

Wavelength -
Figure 1.1. The spectral overlap between the donor emission and acceptor

absorption
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1.3.1.2.2. Dexter energy transfer (DET)

DET results due to the short range interactions (electron exchange) between
the donor and acceptor molecules (Scheme 1.10).173,17* For the electron exchange
to occur, the molecular orbital overlap between the donor and acceptor is required
along with the spectral overlap between the donor emission and acceptor
absorption. Since this exchange mechanism requires overlap of the molecular
orbitals, it is effective only at short donor-acceptor distances (< 10 A). 173 174 The
rate of DET (kpet) from donor to acceptor is given by

Kper = KI(4) eXp(_—frj (1.9
where K represents the orbital interaction, r is the distance between the donor and
acceptor, L is the sum of the donor and acceptor radii and J(A) represents the
spectral overlap integral which is given by

J(A) = T F, (L), (A)dA (1.10)

Fo (A) and ea (M) represent the corrected fluorescence intensity of the donor and

extinction coefficient of the acceptor, respectively.

/SZ\ Si— )
1 v g, ' :Fsl
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Scheme 1.10. Schematic representation of the excitation energy transfer

between the donor and acceptor through DET mechanism.

Excitation energy transfer is widely used as a tool to determine the distance
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between two sites in macromolecules.'” It is also used to improve the efficiency of
solar cells,}’®1"® light-emitting diodes!’® and to find the probes that can act as
sensors.'89-182 Experimentally, energy transfer between the quenching partners can

be identified using the steady state and time-resolved emission techniques.'83-188

1.3.2. Photo-induced electron transfer (PET)

188 189

PET plays a key role in photosynthesis,'®’ logic gates,'® sensing,
molecular electronic devices'® and solar cells.’®* PET can be intermolecular or
intramolecular. Generally, the photoexcited species can act either as a donor or as
an acceptor. On the basis of the electron donating or accepting ability of the photo-
excited species, the electron transfer can be termed as oxidative or reductive
electron transfer (Scheme 1.11).173 The rate of electron transfer between the donor
and acceptor is given by

Koer = Z exp(—AG */RT) (1.11)
Z is the collisional frequency and AG* is the activation free energy, which is

related to the standard free energy (AGP) by

« (AG®+2)?
42

AG (1.12)

with A as the reorganization energy.

AG? is expressed in terms of oxidation (ES*) and reduction (E;¢%) potentials of the

donor and acceptor molecules, respectively, by
AG=E} -Ey* —E,,—€’/ar (1.13)

where, Eoo is the energy difference between the lowest vibrational level of the first
excited state and ground state of either the excited donor or acceptor. The fourth
term is the Coulombic interaction energy of the ion pair formed with e representing
the electron charge, € and r as the dielectric constant of the solvent and distance
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between the ions, respectively.'’

Oxidative Electron Transfer
+/ ) -
LUMO

*
LUMO
—s 4
HOMO —W— —H—
HOMO
D* A D* A™
Reductive Electron Transfer
—_— LUMO ——
LUMO |
+ _f_
HOMO N
A D~ A*

Scheme 1.11. Illustration of the oxidative and reductive electron transfer.

PET between the donor and acceptor can be characterized using various
techniques such as femtosecond pump-probe,%® nanosecond laser flash
photolysis,'%> 1% ESR or spin trapping,'** scavenging or trapping intermediates'®

and transient photocurrent measurements. %

1.4. Motivation behind the thesis

As stated earlier, QDs have become a promising alternative to molecular
fluorophores in a variety of applications ranging from photovoltaics to biological
imaging due to their significant properties such as broad absorption spectra, narrow
emission spectra, size-dependent optical tunability, long photoluminescence
lifetime and superior photostability.?0-22 197. 19 As majority of the applications of

the QDs are related to their luminescence, which depends on the trapping of the
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photogenerated carriers and also on the dynamics of their charge separation and

recombination, a clear understanding of these processes is essential. 198201

The main objective of our work presented in this thesis is to synthesize the
QDs with appropriate ligands that effectively passivate the surface atoms of the
QDs enhancing their radiative carrier recombination and investigate their exciton

quenching dynamics in the presence of molecular systems.

As a major part of the solar energy contains visible and infrared light, small
band gap semiconductor QDs such as CdSe, CdTe, PbS and PbSe which absorb in
the visible and infrared region are considered as ideal solar energy harvesters,201-203
Recently, Kamat and coworkers reported that CdSe QDs are better systems for
harvesting the solar energy compared to CdTe QDs in quantum dot sensitized solar
cells (QDSSCs), though the electron transfer efficiency is higher for the later
system.2%* The poor performance of CdTe QD as light harvesters is attributed to
rapid corrosion of the surface compared to its hole transfer in the presence of
commonly used hole scavenger, sulfide redox couple in aqueous medium.?** This
limitation can be overcome either by replacing the redox couple or the solvent
medium in which the corrosion of the QDs reduces. However, the former attempt
was found to be ineffective.?®* Recent synthesis of highly luminescent CdTe QDs
capped with task specific ionic liquids (MUIM, Chart 1.4) exhibiting good stability
in 1L gave the idea that it might be possible to prevent/reduce the corrosion of the
QDs in presence of sulfide redox couple in IL and enhance their hole transfer

ability.

Understanding the exciton quenching dynamics of the QDs is crucial for their
applications ranging from solar cells to biological applications.”7® 197199, 201 Tyyg
such processes which are responsible for emission quenching of the QDs are
energy and charge transfer (electron and hole).*®® The factors that govern energy
transfer between a donor and an acceptor is the spectral overlap of the donor
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CdTe QDs in IL
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Chart 1.4. Structures of the capping agents and the QDs employed in the

present study.

emission and acceptor absorption and the donor-acceptor distance. In the case of

charge transfer, the potential difference between the donor and acceptor is one of
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the most crucial factors. Most of the energy transfer studies between QDs and
organic molecules are confirmed based on their spectral overlap criterion and the
decrease of the lifetime of the donor in the presence of acceptor.?>2% In order to
unambiguously establish that the above parameters are insufficient to confirm the
energy transfer process and that one should consider other possibilities carefully
before attributing the quenching of QDs fluorescence to the energy transfer
process, we have studied the quenching of MPA capped CdTe QDs fluorescence
by cresyl violet (CV, chart 1.5).

In case of nanoparticles with few nanometers in size (QDs), passivation of
the surface atoms plays a significant role in enhancing their luminescence.?®
Hence, finding out appropriate ligands that effectively passivate the surface atoms
of the QDs is essential. In addition to the passivation of surface atoms, the
luminescence of QDs also depends on the method of their synthesis. The two
procedures used for synthesis of water soluble CdTe QDs are i) direct synthesis of
QDs in the aqueous medium and ii) initial synthesis of organic ligand capped QDs
in high boiling solvents and later replacing the organic ligand with water soluble
ligands (ligand replacement method).?® 3% Fang et. al., synthesized CdTe QDs
capped with a series of mercapto acids (Chart 1.4) directly in the aqueous medium
and found maximum QY for the 3-mercaptobutyric acid (MBA, Chart1.4) capped
CdTe QDs.®® The reported QY of CdTe QDs capped with other agents was
however found low.®® As the ligand replacement method is known to produce
highly luminescent QDs, we have synthesized a series of mercapto acid capped
CdTe QDs (chart 1.4) by this ligand replacement procedure and studied their

exciton dynamics.

The stoichiometry of the QDs is another factor that needs to be considered
while synthesizing highly luminescent QDs, as most of the ligands used for
passivating the surface atoms of the QDs are specific in their binding.3"-3 210 For
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example, ligands containing groups like amine, oxide and acid are shown to bind
strongly with the cationic sites of the QDs, while ligands like trialkylphosphine are
preferred to passivate the anionic sites of the QDs.3"3% 219 Hence, effective
passivation of the QDs surface atoms by the ligands depends on the stoichiometry
of the former. The photoluminescence properties of the QDs with different
stoichiometry are well studied,®” %° but the influence of the latter on the charge
separation and recombination dynamics of the QDs is an unexplored area. To
understand the effect of QDs stoichiometry on the charge separation and
recombination process, we have chosen CdSe QDs (Chart 1.4) with different
stoichiometry as donor and methyl viologen (MV*?) (chart 1.5) as acceptor and
investigated the dynamics.

f / \ / \ O
et es ol

+
2CI  * XH,0 HoN

cio,

& Methyl viologen (MV*?) Cresyl violet

Chart 1.5. Structures of the molecular acceptors used in the present study.
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Chapter 2

Materials, Methods and Instrumentation

/This chapter provides detailed information on the source of varm

chemicals/materials used in this study. It also provides methods of
purification of the conventional solvents and procedures for the
synthesis of various quantum dots and ligands. Methods of estimation
of the size of the QDs and its concentration using empirical equation
are discussed. Details on the method of sample preparation for
spectral studies, transmission electron microscopy (TEM) and
inductively coupled plasma-optical emission spectrometer (ICP-OES)
studies are described. Details on UV-vis spectrophotometer and

spectrofluorimeter, time-correlated single photon counting fluorimeter

and femtosecond pump-probe setups are provided along with the
procedures for data analysis.




Chapter 2

2.1. Materials

Cresyl violet perchlorate (CV) and methyl viologen dichloride hydrate
(MV*?) were purchased from Sigma-Aldrich and sodium sulfide from local
suppliers. For the synthesis of CdTe and CdSe QDs, precursors like cadmium
acetate was procured from local suppliers, cadmium oxide, tellurium and selenium
powders were purchased from Sigma-Aldrich. Ligands like hexadecylamine
(HDA), trioctylphosphine oxide (TOPO), trioctylphosphine (TOP), oleic acid
(OA), 3-mercaptopropanoic acid (3-MPA), 2-mercaptopropanoic acid (2-MPA), 2-
mercaptoethanoic acid (MEA) used for capping the QDs were obtained from
Sigma-Aldrich. Crotonoic acid and thioacetic acid, used for the synthesis of ligand
(3-Mercaptobutyric acid (MBA)), were acquired from Sigma-Aldrich. The task-
specific capping agent, 1-methyl-(11-undecanethiol) imidazolium bromide
(MUIM), used for dissolution of CdTe QDs in ionic liquid (ILs) was synthesized
using 1-methylimidazole and 11-bromoundecanethiol procured from Sigma-
Aldrich. IL, 1-butyl-3-methylimidazolium hexafluorophosphate, [bmim][PFe], was
obtained from Kanto Chemicals (Japan). The reference Rhodamine 6G, used for
determination of the quantum yield of the QDs, was acquired from Sigma-Aldrich.

Solvents (GR grade) used for their spectral studies were procured from
Merck. These solvents were purified using various drying agents such as calcium
chloride, iodine and magnesium turnings which were procured from local
suppliers. Hydrochloric acid required for cleaning the magnesium turnings and
molecular sieves for the storage of dry solvents were also procured from local
suppliers. The NMR spectra of the synthesized ligands were recorded by
dissolving the compound in deuterated solvent, chloroform-d, acquired from
Merck.
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2.2. Synthesis of ligands and quantum dots

2.2.1. 1-methyl-(11-undecanethiol) imidazolium bromide (MUIM)

N N + HS/\M/\Br 24 h, N N\+:N/\H/\SH
NS 9 RS 9

Br
MUIM

Scheme 2.1. Synthesis of 1-methyl-(11-undecanethiol) imidazolium bromide.

The task-specific capping agent, MUIM, was synthesized following a known
procedure.! Briefly, 11-bromoundecanethiol was first added dropwise to 1-
methylimidazole under ice bath in the 1.5:1 mole ratio and then the reaction was
carried out at room temperature under nitrogen atmosphere for 24 h. The light
yellow colored solid MUIM was treated with ethyl acetate to remove the unreacted

starting materials and dried under vacuum for several hours.

2.2.2. 3-mercaptobutyric acid (MBA)

MBA was synthesized by following reported procedures with some
modifications.> 3 Thioacetic acid (2.6 g) was added to crotonoic acid (3 g) in a
round bottom flask and the reaction was allowed to stand at 30 °C for 24 h. The
reaction was heated at 100 °C for 2 h and then cooled to room temperature where it
was further allowed to stand for 30 h. The mixture was treated with 25 mL of
concentrated ammonia and 25 mL of deionized water. The solution was acidified
(pH = 3) by adding sulfuric acid and extracted with diethyl ether (100 mL). The
aqueous phase was separated from the organic phase and further treated with
diethyl ether to obtain the remaining MBA. The ether was removed on a rotary
evaporator and the product was purified by column chromatography. *C NMR
(CDCls, ppm) 24.73, 30.80, 45.54, 177.56; *H NMR (CDCls, ppm) 1.41 (d, 3H),
1.88 (d, 1H), 2.66 (m, 2H), 3.38 (m, 1H), 10.80 (b, 1H).
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and RT, 30h
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Scheme 2.2. Synthesis of 3-mercaptobutyric acid.

2.2.3. Quantum dots in non-polar media
2.2.3.1. CdTe/HDA/TOPO/TOP

TOPO- and HDA-capped CdTe QDs were prepared following a reported
procedure with minor modifications.* Briefly, Cd(CHsCOO), (0.41 g) and Te (0.16
g) were mixed in a reagent bottle to which TOP (5 mL) was added and sonicated
till a clear solution was obtained. In a two-necked round-bottom flask (RB), a
mixture of HDA (5 g) and TOP (3 mL) was heated to 80 °C in argon atmosphere
and then the sonicated solution was injected into the RB and the temperature was
slowly increased to 140 °C. When the QDs of desired size were obtained
(monitored through emission) the RB was removed out of the heating mantle and
allowed to cool to room temperature. To remove excess ligands, methanol was
added to the reaction mixture and the precipitate was separated by centrifugation.

This precipitate was dissolved in chloroform to obtain the CdTe QDs.

2.2.3.2. CdTe/TOP/OA

TOP- and OA-capped CdTe QDs were also synthesized based on a reported
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procedure.® Briefly, Te (0.0128 g) powder was added to a reagent bottle containing
TOP (0.5 mL) and sonicated until a clear yellowish color solution was obtained.
This clear solution was further diluted with ODE (1.5 mL). In a two-necked round
bottom flask (RB), the Cd precursor solution was prepared by mixing CdO (0.0256
g) and OA (200 pL) to ODE (10 mL) and the reaction mixture was heated to 100
°C under vacuum until a red homogeneous mixture appeared. Further, in an Argon
atmosphere, the temperature of the solution was raised to 310 °C and the reaction
was heated until grey-to-black precipitate appeared. After the appearance of grey-
to-black precipitate, the clear solution containing the Te and TOP was injected into
the RB. Once the desired size of the QDs was obtained (monitored through
emission), the RB was removed from the heating mantle and allowed to cool to
room temperature to arrest the further growth of the nanocrystals. To isolate the
CdTe QDs from the excess starting materials, ethanol/acetone mixture was added
and the obtained precipitate was separated by centrifugation and dissolved in

chloroform.

2.2.3.3. CdSe/HDA/TOPO/TOP

CdSe QDs were synthesized by following a standard procedure.! Briefly,
CdO (0.067 g, 0.52 mmol), and OA (1.4 mmol) were added to a two-necked round
bottom flask (RB) containing TOPO (2.7 g) and HDA (5 g) and the reaction
mixture was heated to 100 °C under argon atmosphere. Further, the temperature of
the reaction mixture was increased to 300 °C and maintained till the CdO dissolved
completely. At this stage, the solution of Se (0.041 g, 0.52 mmol) powder
dissolved in TOP (5.3 mL) was injected and the reaction was carried out until the
QDs of desired sized (by monitoring the emission of the sample) was obtained.
When the desired size of the QDs was reached, the RB was removed from the
heating mantle and allowed to cool to room temperature. The excess starting

materials were removed by adding methanol to the crude QDs solution and the
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obtained precipitate was centrifuged. The precipitate separated by centrifugation
was dissolved in chloroform to obtain fluorescent CdSe QDs. The CdSe QDs with
different stoichiometry were synthesized by maintaining the same amount of CdO

but varying the amount of Se.

2.2.4. Quantum dots in polar media

Water soluble mercapto acid-capped CdTe QDs were prepared by following
reported procedure.* For instance, 3-MPA-capped CdTe QDs were prepared by
adding 0.5 M methanolic solution of 3-MPA-KOH (20 mol % excess KOH) slowly
to the CdTe QDs dissolved in CHCI3 until the particles flocculate. The precipitate
was separated by centrifugation and dissolved in water to obtain the fluorescent
CdTe QDs.

2.2.5. Quantum dots in ionic liquid

MUIM-capped CdTe QDs were also prepared by following a reported
procedure.! A CHCI3 solution of MUIM (0.05 M) was added slowly to a CHClI3
solution of CdTe QDs until the particles flocculate. The precipitate was separated
by centrifugation and dissolved in [bmim][PFe] to obtain fluorescent CdTe QDs for

studies in ILs.

2.3. Methods for the purification of conventional solvents

Solvents used for the purification and solubility of QDs and ligands were
dried following standard procedures available in the literature.®

2.3.1. Methanol and ethanol

Initially, Mg turnings (~5 g) and iodine (~0.2 g) were added to the alcohol
(80-100 mL) and refluxed for 3-4 h and later distilled under moisture free

conditions.
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2.3.2. Chloroform

The solvent (~50 mL) was stirred overnight after adding calcium chloride (~5
g) and then distilled under moisture free conditions.

2.3.3. Acetone

The solvent (~50 mL) was first refluxed for 3-4 h with anhydrous phosphorus
pentoxide (~3 g) and then distilled under dry conditions.

2.3.4. Water

Milli-Q water used for sample preparation was obtained from Millipore,

Synergy Pack.
2.4. Purification of 1L

Prior to use, [bomim][PFs] stored in a desiccator was dried under high vacuum
( pressure 102 — 10~ mbar) for ~ 10 h to minimize the water content.

2.5. Sample Preparation
2.5.1. Steady state and time-resolved absorption and emission measurements

For the steady state absorption and steady state and time-resolved emission
measurements, the absorbance (1 cm thickness cuvette) of the QDs dissolved in
conventional solvents and ILs was maintained around 0.15-0.3 (at the excitation
wavelength), to avoid inner filter effect. During these measurements, the cuvette
containing the QDs solution was sealed with septum and parafilm. For ultrafast
transient absorption measurements, the absorption of the QDs solution was
maintained around 0.7-1.0 (at the excitation wavelength).

2.5.2. Transmission electron microscopy (TEM) measurements

The samples were prepared by drop casting the QDs dissolved in

conventional solvents and ILs on carbon-coated copper grids followed by
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evaporation of the solvent under high vacuum.
2.5.3. Inductively coupled plasma-optical emission spectrometer (ICP-OES)

Sample for determination of the compositions of the Cd*2 and Se ions of the
CdSe QDs by this method was prepared by dissolving the QDs (~ 0.0238 g) in 10
mL of aqua regia (1:3 by volume, HNO3/HCI).

2.6 Instrumentation and data analysis

The sizes of the QDs were estimated using Tecnhai G2 FE1 F12 transmission
electron microscope at an accelerating voltage of 200 kV. The compositions of the
Cd*? and Se ions of the CdSe QDs were determined using Varian Model Liberty
Series inductively coupled plasma-optical emission spectrometer. *H and **C NMR
spectra for the MBA ligand were recorded using Bruker AVACE 400 MHz NMR
spectrometer. Steady state absorption and emission spectra of the samples were
recorded using UV-vis spectrophotometer (Cary 100, Varian) and
spectrofluorimeter (Fluorolog 3, Horiba Jobin Yvon), respectively. The details of
other instruments like time-correlated single photon counting fluorimeter and

femtosecond pump-probe setup employed in these studies are discussed below.
2.6.1. Time-correlated single photon counting fluorimeter

Time-resolved fluorescence decay profiles were recorded using time-
correlated single photon counting (TCSPC) fluorimeter (Horiba Jobin Yvon IBH).
The schematic diagram of the experimental setup is shown in Scheme 2.3. A laser
source simultaneously excites the sample and sends an excitation signal to the
constant fraction discriminator (CFD). The CFD which measures the time
corresponding to the photons detected due to the emission of the sample sends a
signal to the time-to-amplitude converter (TAC) to start the voltage ramp. The
second CFD placed after the laser source receives the reference pulse from the

excitation source and sends the pulse to TAC to stop the voltage ramp. The output
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Excitation

Pulsed Laser  |Excitation _—
Source signal mission
signal
Start CF
A
D(t)
Time

Scheme 2.3. Schematic representation of the TCSPC setup.

voltage from the TAC decreases as the arrival times of the emission photons
increases. The voltage from TAC is amplified using programmable gain amplifier
(PGA) and further converted to a numerical value by analog-to-digital converter
(ADC). This numerical value representing the photon detection time is stored as a
single event. The above process is repeated several times to construct the
histogram of fluorescence intensity over time.

In the present study, Nano LED (439 nm, 1 MHz repetition rate, and 150 ps
pulse width) was used as the excitation source and an MCP photomultiplier tube
(PMT, Hamamatsu R3809U-50) as the detector. The instrument response function

(IRF) containing the pulse shape of the excitation source was recorded by placing a
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dilute solution of Ludox (acts as scatter) inside the sample chamber.
2.6.1.1. Data Analysis

The lifetimes of the samples were estimated from the measured emission
decay profiles and the instrument response function using a nonlinear least-square
iterative fitting procedure (decay analysis software IBH DAS6, Version 2.2). In
general, the fluorescence intensity decay of the excited molecules can be expressed
as’

1(t)=1,e"" 2.1)

where, lo is the intensity at t = 0 and t represents the lifetime and is given by

t= 1/(k, + kp,) with kr and knr as the radiative and non-radiative decay rate

constants, respectively and in case of multi-exponential decay, I(t) is expressed as
n
I(t)=>ae™" 2.2)
i=1

where ai and T represent the amplitude and lifetime of the i component,
respectively.
The measured decay profile containing the actual fluorescence decay and
lamp profile is represented as® t
D(t) = j P(t)G(t—t)dt (2.3)
0

where, D(t) is the measured fluorescence intensity at any given time t, P(t") is the
IRF and G(t-t') is the actual emission decay function of the sample.

To obtain the actual fluorescence lifetime of the sample, it is essential to
deconvolute the IRF from the measured decay profile. The deconvolution of the
IRF was done by mixing it with a projected decay to generate a new reconvoluted
set. The calculated data was then compared with the measured decay and the
difference between the two were added over all the time points to estimate the y?

(goodness-of-fit) for the fit. The deconvolution process continued through a series
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of iterations till no significant change of ¥ occurred.
2.6.2 Femtosecond pump-probe setup

The ultrafast transient absorption measurements were performed using a
femtosecond time-resolved collinear pump-probe setup (Scheme 2.4). The laser
systems (Spectra Physics) of this setup consisted of a mode-locked Ti-sapphire
oscillator (seed laser, Mai-Tai), which produced femtosecond pulses (fwhm <100
fs, ~ 2.5 W at 80 MHz) with a wide tunable range of 690-1040 nm. The seed pulse
centered around 800 nm was directed to a regenerative amplifier (Spitfire Ace),
which was pumped by a frequency-doubled Nd:YLF laser (Empower) at 527 nm.
The major output (~75%) from the amplifier (800 nm, <100 fs, 1 kHz, pulse
energy ~4.2 mJ) was made to pass through an optical parametric amplifier
(TOPAS-Prime) to obtain a wide wavelength tuning range of 290-2600 nm. The
output from TOPAS was directed to the transient absorption spectrometer
(Excipro, CDP System) and used as the excitation source for the sample. The
remaining (25%) portion of the amplifier output was allowed to pass through an
optical delay line of 4 ns with a minimum step resolution of 1.5625 fs and then
through a rotating CaF, crystal to generate a white light continuum (WLC). The
white light was split into two parallel beams as probe and reference by using a
beam splitter and then projected on to the rotating quartz sample cell. The pump
and probe beams were focused on to the sample cell of 1 mm path length by
maintaining an angle of less than 5° for better overlap. The transmitted probe and
reference beams were directed through an optical fiber to a polychromator and then
detected by a pair of photodiode arrays. The difference in optical density of the
sample probed by WLC in the presence and absence of excitation pump was
analyzed by ExciPro software (CDP Systems). Two-photon absorption (TPA)
signal of ethanol was used for the estimation of the time resolution and the ‘time
zero’. The instrumental resolution after chirp correction was found to be ~ 80 fs.
The overall chirp in WLC spectrum was applied to remove the group velocity
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dispersion (GVD) effect from the measured data for correct analysis. To improve
the signal to

13 Mi2
L4 Ahd
M; , 800 nm MaiTai Laser
(T) 100 fs, 80 MHz
8 25W
A
S
M, - Empower
Spitfire Ace 527 nm, 20 W
BS 1 kHz
Delay Stage
Ma‘ \
Ms o M5 D
Chopper MY
\—I—( g—\M“ L
My ?
Berek
Plate
L C) CakF Detector

Scheme 2.4. Schematic representation of the femtosecond pump-probe setup
(M-mirror, BS-beam splitter and L-Lens)
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noise ratio we recorded the spectrum and kinetics with a large number of
averaging. To avoid the non-linear interactions between the photo-generated
carriers, the transient absorption studies were performed at low pump energy (< 0.5
wl). The average number of electron-hole pairs excited per nanocrystal (Ne-n) was
calculated to be less than 0.1. The Nen was estimated using the following relation.®
10
Ne-h = jp Ca (2.4)

where, jp represents the pump fluence (photon per cm?) and o is the nanocrystal

absorption cross section (cm?).

2.6.2.1. Data Analysis

The transient absorption spectra were plotted using Origin 8 software. The
lifetimes of the species were measured in a similar way as in TCSPC data analysis
using nonlinear least-square iterative fitting procedure (IGOR-Pro Software).

2.7. Measurement of emission quantum yield

The fluorescence quantum vyields (QY) of the CdTe QDs and CdSe QDs
dissolved in aqueous and chloroform medium, respectively, were determined from
the QY of the reference compound (rhodamine 6G in ethanol)!* 2 using the

following equation®®

(2.5)

2
Qv, :QYR{IS x0.Dg xnsl

2
I, xO.Dg xng

where, | is the integrated area of the emission spectrum, OD and n represent the
optical density at the excitation wavelength and refractive index of the solvent,
respectively. The subscript S and R refer to the sample and reference, respectively.

2.8. Determination of the size and concentration of the QDs in solution

The sizes (diameter, D (nm)) of the CdTe and CdSe QDs and their
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concentration were determined using the empirical equations proposed by Peng

and co-workers,* given by
Dcare = (9.8127 X 107) A3 — (1.7147 X 10°%) A2 + (1.0064) A — (194.84)  (2.6)

Dease = (1.6122 X 109) A% — (2.6575 X 10°6) A3+ (1.6242 X 10%) A2 — (0.4277) A
+ (41.57) 2.7)

where A is the wavelength at the first exciton absorption peak maximum.

The estimated sizes of the QDs using above equations were well matched
with the sizes of the QDs determined from the TEM measurements.™ ** Further, the
extinction coefficients (¢) of these materials at the first exciton absorption peak
maximum were calculated from their sizes using

ecdte = 10043 (D) 212 (2.8)
ecdse = 5857 (D) 2% (2.9)

The concentration of the QDs in the solution was measured from the absorbance

using the calculated ¢ values.

2.9. Error Limits

Typical error limits of the experimentally measured values

Amax (abs/flu) = +2nm
QY = +2%

1 (fluorescence) =+5%

QD Size (D/nm) = +5-10%

The error limits of the lifetime parameters and their amplitudes obtained from
the ultrafast transient absorption measurements are indicated in the following

chapters where the experimental results are presented.
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Chapter 3

CdTe Quantum Dots in Ionic Liquid:
Stability and Hole Scavenging in the

Presence of a Sulfide Salt

The light harvesting properties of both CdSe and CdTe nanocrystals
are ideally suited for their use in quantum dot (QD) sensitized solar
cells. However, corrosion of the CdTe QD in an aqueous environment
in the presence of sulfide/polysulfide electrolyte renders it unsuitable
despite its better electron injection ability (compared to CdSe QD) to a
large bandgap semiconductor like TiO2. In this work, we explore the
stability of a CdTe QD, which we have developed exclusively for its
use in ionic  liquids, in 1-butyl-3-methylimidazolium
hexafluorophosphate ionic liquid in the presence of S?~ and investigate
the hole transfer process from this photo-excited QD to S?~. We not
only demonstrate that an appropriate capping of the CdTe QD and use
of an ionic liquid in place of the aqueous medium enhances the
stability of the QD significantly in the presence of S?-, but also provide

evidence of hole transfer from a photo-excited QD to the sulfide salt

using steady state and time-resolved emission and ultrafast transient

absorption measurements.




Chapter 3

3.1. Introduction

Considerable attention is being paid in recent years to the photovoltaic
devices to meet our ever increasing demand of energy using renewable energy
sources.! Dye-sensitized solar cells (DSSCs) are considered to be the tools for
capturing and converting solar energy into electrical energy despite their poor
conversion efficiency.? In DSSCs, a dye molecule harvests the solar energy and
injects the photo-generated electron to a large band gap semiconductor like TiO> or
ZnO, which subsequently transfers it to a working electrode.? ® Colloidal quantum-
confined semiconductor nanoparticles, commonly termed as quantum dots (QDs),
have become promising alternatives to the molecular dyes in solar cells because of
their high molar extinction coefficient (10* to 108 M-t cm at the first exciton
transition range), broad absorption, and size-dependent tunability of the bandgap.*
20 Metal chalcogenide based quantum dots, such as CdSe, CdTe, PbS, and PbSe,
which have small band gaps, are considered to be ideal sensitizers for harvesting
the solar energy in the visible and infrared regions.'® 2% 22 The energy conversion
efficiency of the quantum dot sensitized solar cells (QDSSCs) is mainly governed
by the rates of (i) transfer of photo-generated electron to the large band gap
semiconductors like TiO2 or ZnO and its subsequent transfer to the working
electrode, and (ii) scavenging of the hole by the redox electrolyte and regeneration
of the latter at the counter electrode (Scheme 3.1). Even though the overall power
conversion efficiency (reported to be ~6-7%)%3° in the QDSSCs is well below
that in dye sensitized solar cells (11%),% the multiple exciton generation
possibility in QDs can boost the energy conversion efficiency of the QDSSCs
significantly.'® 2 25 As an understanding of the dynamics of electron and hole
transfer of the QDs with TiO2 and a hole scavenger, respectively, is key to
improving this efficiency, considerable importance is being given to this aspect in
recent years.!’1° Kamat and coworkers recently found that even though the rate of
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electron injection to TiO2 from CdTe QDs is higher by an order of magnitude
compared to CdSe QDs ' the former is unsuitable in these applications due to its
degradation in the presence of very commonly used hole scavenger, sulfide ion, in

an agueous environment.1”:2

Electrolyte

CE

Scheme 3.1. Functioning of a QDSSC: 1) photo-induced electron injection to a
large band gap metal oxide (MO) and its transfer to the working electrode
(WE), 2) hole scavenging by the redox electrolyte and its regeneration at the

counter electrode (CE).

This drawback of the CdTe QDs can be addressed either by employing a hole
scavenger other than S?- (that does not corrode the QDs) or by using a medium in
which the hole transfer process is much faster than the corrosion process. Earlier
attempts  with redox couples such as |Is/I,  ferrocene/ferrocene”,
KsFe(CN)s/KsFe(CN)e with or without KCN, however, were found to be
ineffective, and rapid corrosion of CdTe QDs could not be prevented.!” Herein, we
explore the alternative strategy of finding a medium that provides enhanced

stability to the QDs and at the same time allows hole scavenging by S?-. It is in this
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context we evaluate the suitability of an ionic liquid (IL) in place of the aqueous

environment.

The ILs, which are salts comprising large ionic constituents having melting
point below 100 °C, are often regarded as better alternatives to the conventional
solvents for their negligible vapor pressure, high thermal stability, and ability to
dissolve large number of inorganic and organic compounds.?”?* High ionic
conductivity, wide electrochemical window, and low reactivity have made the ILs
popular electrolytes for lithium-ion batteries and fuel cells.®® 3! ILs are also being

considered as alternative media in dye/QD sensitized solar cells.?% 32 33

o )
& :

QAN = T

MUIM

\\ QD-IL Hybrid /)

Chart 3.1. Structure of the ligand used in the present study.

As CdSe or CdTe QDs with conventional capping agents are insoluble in ILs,
it is necessary to cap these QDs with specific agents for their use in ILs. Recently,
we have developed an appropriate ligand (thiol-functionalized imidazolium ionic
liquid, MUIM) capped CdTe QD, essentially a QD-IL hybrid (Chart 3.1), which
dissolves both in hydrophobic and hydrophilic ILs and provides a greater stability

to the QD in ILs.** In this work, we have employed 1-butyl-3-methylimidazolium
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hexafluorophosphate, [bmim][PFs], as the IL (primarily for its excellent optical
transmission properties®) to study the stability of this CdTe QD in presence of S?-
and hole scavenging of the photo-excited QD by S? using steady state and time-

resolved fluorescence and ultrafast pump-probe measurements.

3.2. Results and Discussion
3.2.1. Steady state and time-resolved experiments

The absorption and emission spectra of the CdTe QD in [bmim][PFe] are
shown in Figure 3.1. The first exciton band absorption maximum of the QD is
observed at ~ 510 nm and the emission maximum at ~ 560 nm. The average size of

the CdTe QDs estimated from the first exciton band maximum using Peng’s

0.6 0.6
—
0.4 04 —~
8 3
c «
8 -— -
S -t
o 5
4 c
9
< 024 (a) 0.2 g
(b) -
0.0 T T T T = 0.0

400 450 500 550 600 6.;)0 700
Wavelength (nm)

Figure 3.1. Absorption (a) and emission (b) spectra of CdTe QDs in
[omim][PFe].

equation* is 2.55 nm. Our attempts to determine the size of the QDs by TEM
measurements were unsuccessful as clear images could not be obtained due to

incomplete removal of the ionic liquid owing to its nonvolatility.

As can be seen from Figure 3.2, addition of NaxS leads to slight broadening
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of the first exciton band of the QD in [bmim][PFs] perhaps due to the formation of
a shell of CdS resulting from the interaction of the sulfide ion with the surface
Cd*2.18 The stability of the QD in [bmim][PFe] in presence of the sulfide salt is
evident from a comparison of the absorption spectra of the QD at different times
after addition (shown in Figure 3.2b). Negligible change of the spectrum in
presence of S>~ even after 72 h indicates no decomposition of the QD in IL. This
observation is in stark contrast with the earlier studies of the CdTe QD in aqueous

environment in presence of S>~ where rapid corrosion was observed.!’ 2

0.5 0.5
(b)
0.4 0.4+ —— without Nay$
@ [ —— with Nap,Satt=0
203 2 034 2
E E —— t=48 hrs
o o — t=72hrs
202 2 0.2
< <
0.1 0.1
0.0 +—v T T T 0.0 4—v T T T T
450 500 550 600 650 700 750 450 500 550 600 650 700 750
Wavelength (nm) Wavelength (nm)

Figure 3.2. (a) Absorption spectra of CdTe QDs in [bmim][PFs] with
increasing concentration of Na2S (0, 0.3, 0.6 and 0.9 mM). (b) Absorption
spectra of the CdTe QDs in [bmim][PFs] before and after addition of 0.9 mM

NazS at different times.

The photoluminescence spectra of CdTe QD in [bmim][PFs] in the presence
of various quantity of NaxS are shown in Figure 3.3. A drastic sulfide salt induced
quenching of the emission of CdTe QDs is likely due to the scavenging of the hole
of photo-excited CdTe by well-known hole scavenger, sulfide ion'” % and as can
be seen from the energetics of the system (Figure 3.4), the hole transfer process is

thermodynamically feasible.
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Figure 3.3. Photoluminescence spectra of CdTe QDs in [bmim][PFs] with
increasing concentration of NazS (0, 0.3, 0.6 and 0.9 mM). Aexc = 439 nm.

Figure 3.4. Potential Energy diagram of bulk conduction band (CB) and
valence band (VB) potentials of CdTe and oxidation potential of S?7/Sh?~ (vs
NHE). The bulk conduction, valence band potential of CdTe QDs and
oxidation potential of sulfide/polysulfide are measured to be at -1.25 V, + 0.25
V and -0.5 V (vs. NHE), respectively!” 26 One should note that for highly
confined CdTe QDs, the actual separation between the VB and CB levels is

much larger than what is shown here.
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The time-resolved fluorescence behavior of the QDs in the absence and in
presence of various quantities of NaS is studied by monitoring the decay profiles
at 560 nm. The emission intensity versus time profiles (Figure 3.5) were fitted to a

tri-exponential function of the form, I(t) =

a, exp(-t/r,)+a,exp(-t/r,)+a,exp(-t/z,), to obtain the decay parameters,

which are presented in Table 3.1, along with the average lifetime <t.>, defined by

(ay7, +a,7, +a,7;)/(a, +a, +a;). The measured decay parameters of the QDs in

0.9 mM

Counts
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Figure 3.5. Emission decay profiles of CdTe QDs in [bmim][PFe] in the
absence and in presence of different quantities of Na2S (0.3, 0.6 and 0.9 mM).

10 4

A

Table 3.1. Fluorescence decay parameters™ and estimated <ta> of the CdTe

QDs in [bmim][PFe].

NazS (mM) 71 (a1) 12 (a2) 13 (as) <ta>
0 9.10 (0.40)  29.66 (0.27)  1.59 (0.33) 12.17

0.3 7.79 (0.36) 25.63 (0.28) 1.23 (0.36) 10.42

0.6 7.00 (0.44) 24.09 (0.23) 0.99 (0.33) 8.95

0.9 6.92(0.40)  23.80(0.20)  0.94 (0.40) 7.91

"The lifetime values are expressed in ns
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the absence of S?>  are in good agreement with the literature.®63 Based on
literature, the short (1 ns) and the long (~29 ns) lifetime components are believed
to be due to the involvement of deep and shallow trap states respectively, in carrier
recombination,® the ~9 ns component to intrinsic recombination of the core states
of CdTe QDs.3* 40

The emission quenching of CdTe QDs in [bmim][PFs], as evident from both
steady state and time-resolved studies, is in contrast with the observation made in
aqueous environment.” Kamat & coworkers observed an increase in the <ta>
value of the CdTe QDs on addition of Na.S in aqueous solution.!’ Interestingly, for
CdSe QDs, they observed a decrease of the <t,> value in the presence of NazS and
attributed it to the hole transfer between photoexcited CdSe QD and sulfide ion.%’
On the basis of the similarity of this finding with ours we attribute the decrease of
the <t.> value of CdTe QDs with increasing concentration of sulfide ion in
[bmim][PF¢] to the scavenging of the holes of photo-excited CdTe QDs by S?-.
The fact that, in the presence of 0.9 mM of NaS the observed quenching (~85%)
of the steady state fluorescence intensity is considerably higher than that evident
from the lifetime data implies that a significant contribution of the quenching
comes from the static interaction between the quenching partners.

3.2.2 Ultrafast transient absorption measurements

The time-resolved difference absorption spectra of CdTe QDs in
[omim][PFe] at indicated time delays following 370 nm excitation are shown in
Figure 3.6. The spectra are characterized by strong bleach centered at 510 nm and
a transient absorption in the 530-580 nm region. The bleach around 500-510 nm,
which corresponds to the first exciton absorption band of the system (Figure 3.1),
is clearly due to CdTe —™—» CdTe* (e + h) transition. The positive absorption in

the 540-580 nm region arises due to the trapped carriers.**
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Figure 3.6. Transient absorption spectra of CdTe QDs (4 pM) in [bmim][PFs]
in the (a) absence and (b) presence of Na2S (2.7 mM) at different delay times
after 370 nm excitation.

In the presence of S?>= (Figure 3.6), the bleach portion of the spectrum
disappears completely and a strong absorption covering almost the entire region
with two well-defined peaks at around 430 and 570 nm and a dip in the 500-510
nm region at the early timescale is observed. The spectra levels off into a broad
positive absorption at longer timescales. As the CdTe QD excitonic transition
bleach around 500-510 nm is recovered within 70 ps (panel (a) of Figure 3.6), the
dip in the positive absorption in presence of S?- at early times is due to both broad
positive absorption and the CdTe QD excitonic bleach, where the latter

contribution disappears at longer time scales.

In the event of scavenging of the photo-generated hole of CdTe QD by S*-
one expects formation of S= and various polysulfide radicals according to the

following reaction scheme.

CdTe —“» CdTe* (e + h) (3.1)
CdTe* (e +h) +S>— CdTe (e) +S ™ (3.2)
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S +nS*—— Spu” (3.3)

Considering that the polysulfides absorb in the 400-600 nm region [Amax =
400 nm (Sz™”, 580-600 nm (Ss™), and 513 nm (Ss~)] we attribute the absorption
around 430 nm to Sy, 510 nm to Ss~, the one around 570 nm to Sg~.!8 %2 43 The
bleach due to excitonic transition could not be observed around 510 nm in the

presence of S?- due to strong absorption of Ss—".

n (a)
r

O 20 40 60 8 100
Time (ps) Time (ps)
Figure 3.7. Transient absorption decay Kkinetics of CdTe QDs (4 pM) in

[omim][PFe] in the presence of NazS (2.7 mM) at 430 nm (a) and 580 nm (b).

The absorption due to Sy~ at 430 nm decays rapidly with a time constant of
35+7 ps in the presence of 2.7 mM S?- primarily due to rapid recombination of Sy
with CdTe*(e) as illustrated in equation (3.4). We do not consider Chakrapani et.
al.’s observation of a much longer lifetime (few microseconds) of S, surprising as
their work was carried out also in the presence TiO.28 The electron CdSe*(e)
generated in their case was rapidly injected into TiO2 and hence, the lifetime of the
sulfide radical was determined primarily by the rate of recombination of the

electrons in TiO2 with the Sn+«1~* (equation 3.5).
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CdTe* (e) + Sz~ —> CdTe +S,> (3.4)

TiO2 (67) + Sns ™ ——> TiOz + Spur2™ (3.5)

The decay kinetics at 580 nm is found to be biexponential with lifetime
components of 1.3+0.2 and 36+8 ps indicating the presence of two species. As the
530-580 nm absorption in the absence of sulfide salt due to the trapped carriers*
has a lifetime of 1.3+0.1 ps (Figure 3.8), the 36 ps component in the presence of
S%-can be attributed to Sg~ species, which absorbs in this region.*® The fact that in
the presence of S~ no long-lived transient species could be observed implies that
the various species generated through reaction (3.1) — (3.5) cannot escape out of

the cage of the solvent molecules/ions in viscous IL.

i
2 (@)
) =)
(@) @)
E*1T E
< <
< <
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- L] | - “.“- v- L
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Figure 3.8. Transient absorption decay Kinetics of CdTe QDs (4 pM)
monitored at 580 nm in the absence (a) and in presence (b) of 2.7 mM NazS in
[obmim][PFe]. The Kinetic data were fitted to AA (t) = ¢ + arexp (-t/t1) + az exp

(-t/r2) and the fitting parameters are presented in Table 3.2.
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Table 3.2. Transient absorption decay parameters of CdTe QDs in
[bmim][PFs]

System 71 (PS) a1 72 (pS) a
CdTe (4 uM) 1.32 +0.08 i 3 .

CdTe+ NaS (2.7mM) 132+0.15 0.85+0.09 36.53+850 0.15+0.01

3.3. Conclusion

It is shown that a greater stability to the CdTe nanocrystals can be imparted
and the photo-generated holes of the CdTe QDs can be scavenged by S
employing ionic liquid as a medium and by appropriate capping of the QDs. The
results reported herein seem to provide a route to overcoming some of the
drawbacks of otherwise efficient light harvester and electron injector CdTe

nanocrystals that restrict its likely use in quantum dot sensitized solar cells.
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Chapter 4

Nature of Interaction between Oppositely
Charged Photo-excited CdTe Quantum
Dots and Cresyl Violet

Understanding the dynamics of exciton quenching of the quantum dots
(QDs) is of great importance considering the fact that the applications of
these substances are based mainly on luminescence. In this work, we have
studied exciton quenching of the CdTe QDs by cresyl violet (CV)
employing steady state and time-resolved absorption and emission
techniques. Efficient luminescence quenching of these QDs is observed in
the presence of CV. Interestingly, despite an excellent overlap of the
absorption and emission spectra of CV and QD, respectively, the emission
quenching of the QD is not accompanied by an increase in the steady state
fluorescence intensity of CV or a rise in its fluorescence time profile that
can be considered as evidence for the Forster resonance energy transfer
process. The time-resolved fluorescence measurements suggest that the
quenching is partially due to static interaction of the two species. The
transient absorption studies in the 0 -100 ps time scale show that recovery
of the 1S exciton bleach of the QDs is much faster in the presence of CV
when compared with that in its absence, indicating that ultrafast photo-

induced electron transfer from the conduction band of the QDs to CV is

responsible for the emission quenching of the former. The recombination of

the charge-separated species is found to occur in ~ 2 ps.
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4.1 Introduction

Three-dimensionally confined semiconductor nanoparticles, which are
commonly termed as Quantum Dots (QDs), are considered as promising
alternatives to the molecular dyes in several applications such as in solar cells,
biological imaging and light emitting diodes because of their superior
photostability, broad absorption with high molar extinction coefficient, and size-
dependent tunability of their band gap.}* Because of the spatial confinement,
photo-excitation of the QDs leads to the formation of bound electron-hole pairs
(excitons), whose recombination gives rise to the emission of the QDs. Any
process that contributes to dissociation of the exciton prior to electron-hole
recombination of the QDs gives rise to quenching of its emission. Because the
dynamics of exciton dissociation plays a crucial role in determining the utility of
the QDs in a wide variety of applications ranging from lasing and photovoltaics to
biological imaging, it is absolutely essential to have a clear understanding of the

exciton quenching dynamics.>14

The exciton quenching of the QDs is mainly governed by charge- (electron or
hole) transfer and energy-transfer processes. The dissociation of exciton by photo-
induced charge transfer between the QDs and metal oxides,* ® molecular
acceptorst” 8 or polymers!® 20 has been studied extensively while exploring
possible applications of the QDs in solar cell. The low energy conversion
efficiency (~6-7 %)*2* in the quantum dot sensitized solar cells (QDSSCs)
compared to other (dye or silicon based) solar cell devices ?4?® makes the QDSSCs
not attractive for real-world applications; however, multiple exciton generation,
which is an important characteristic of the QDs, where a photon of higher energy
(ho> 2Eg, Eg is the bandgap of the QD) generates two or more excitons, is a new
approach to enhancing the conversion efficiency of QDSSCs and is being seriously
explored by many researchers.?’° Klimov and coworkers reported photon-to-
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exciton conversion efficiency of 700 % for PbS and PbSe QDs by generating seven
excitons from a photon with an energy of 7.8 Eg.2® Hence, optimization of multiple
exciton generation and subsequent dissociation of the exciton by ultrafast charge
transfer to acceptors prior to exciton-exciton annihilation has become an active
area of research in the context of improving the solar energy conversion efficiency
of the QDSSC:s.

Dissociation of the QD excitons by molecular system or metal nanoparticles
via Forster resonance energy transfer (FRET) is extensively studied.®*® Kamat
and coworkers recently developed a QD-dye dual sensitized solar cell, where they
have succeeded in enhancing the energy conversion efficiency by coupling the
energy transfer between the QD and dye with the charge transfer between dye and
TiO2.% It is important to note in this context that the mechanism of emission
quenching of the QDs by molecular systems in a large majority of cases is
established as FRET merely on the basis of spectral overlap criterion between the
QD emission and quencher absorption and a decrease in the average emission
lifetime of the QD in the presence of the quencher.3’° Not many instances could
be observed where kinetic evidence of the FRET process is provided through the
time profile of the acceptor emission. In one of our earlier works, while we
highlighted this important point using one specific example, we could not provide
evidence of the alternate mechanism due to lack of ultrafast pump-probe facility at
that time.*® In this work, we study the interaction between water soluble
mercaptopropanoic acid-capped photo-excited CdTe QDs and CV, a pair is chosen
for having an excellent overlap of the emission spectrum of the former with the
absorption spectrum of the latter. We show that despite fulfilling the overlap
criteria the emission quenching of the QDs is not governed by FRET interaction of
the two species, and employing femtosecond time-resolved transient absorption
measurements, we demonstrate that ultrafast photo-induced electron transfer from

the conduction band of the QDs to CV is the primary response for the exciton
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quenching process.

2
clo,

o] Cresyl violet (CV)

oA = HS/\)kOH

3-mercaptopropanoic acid (3-MPA)

Chart 4.1. CdTe QDs and chemical formula of CV and 3-MPA

4.2. Results
4.2.1. Steady state measurements

Figure 4.1a depicts the absorption and emission spectra of CdTe QDs in

aqueous medium. The broad absorption spectrum is characterized by the exciton
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Figure 4.1. a) Absorption spectra of CdTe QDs (red) and CV (cyan) and
emission spectra of CdTe QDs (blue) and CV (violet) in aqueous medium. The
overlapped region of the QD emission and CV absorption is shown as shaded

area. The spectra are normalized to the peak heights. b) TEM image of CdTe
QDs
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band maximum at ~ 530 nm and the narrow emission spectrum shows peak at ~570
nm. The average size of these QDs, estimated from the first exciton band
maximum using the empirical relation suggested by Peng and coworkers,* is found
to be 3.0 £ 0.2 nm. This value matches reasonably well with the size (3.3 £ 0.2 nm)
determined from the TEM image (Figure 4.1b). Figure 4.1a also shows the
absorption (Amax = 585 nm) and emission (Amax = 630 nm) spectra of CV in aqueous
solution. A good overlap between the emission spectrum of the QDs and the
absorption spectrum of CV is also clearly evident from Figure 4.1a.

Figure 4.2 shows the changes in the emission spectrum of the QDs with
increasing concentrations of CV. These measurements (and the times resolved ones
presented in the next section) were carried out by exciting the solution at 439 nm,
at which, as can be seen from Figure 4.1, the absorption due to CV is negligible. A
drastic quenching of the CdTe QDs emission is observed with minor contribution

from the CV emission (vide Discussion section).

25

(b) [CV]
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Figure 4.2. Photoluminescence spectra (Aexc = 439 nm) of the QDs (1 pM) with
increasing concentration of CV (0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7 pM).

4.2.2 Time-resolved measurements

The emission decay profiles of the QDs monitored at 570 nm in the absence

and presence of CV are shown in Figure 4.3. The decay curves are found to be
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Figure 4.3. Fluorescence decay profiles of CdTe QDs as a function of the
concentrations (0, 0.4, 0.7 pM) of CV. (The decay profiles for intermediate
concentrations of CV are not shown for clarity). The exciting lamp profile is
also shown as dotted line. The excitation and monitoring wavelengths were

439 and 570 nm, respectively.

Table 4.1. Emission decay parameters (t values are expressed in nanoseconds)

and estimated average lifetime of the QDs for different concentrations of CV.

CV (u1M) 71 (a1) 72 (a2) 73 (a3) <ta>
0 5.24 (0.19) 30.30 (0.76) 0.66 (0.05) 24.06
0.1 5.20 (0.23) 28.69 (0.71) 0.68 (0.06) 21.61
0.2 5.18 (0.22) 28.43 (0.72) 0.70 (0.06) 21.65
0.3 5.13 (0.23) 28.17 (0.70) 0.68 (0.06) 20.94
0.4 4.86 (0.24) 27.13 (0.69) 0.62 (0.07) 19.93
0.5 4.36 (0.25) 25.22 (0.68) 0.56 (0.07) 18.28
0.6 4.41 (0.25) 25.48 (0.68) 0.55 (0.07) 18.47
0.7 4.25 (0.26) 24.67 (0.65) 0.53 (0.05) 17.18
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best represented by a triexponential function of the form I(t) = a1 exp (-t/t1) +a2
exp (-t/t2) + as exp (-t/t3). The lifetime values of the components, associated

amplitudes and the average lifetime <t.> of the QDs, defined as <t.> = (a1 72 + a2
t2 +asr’)/ (aum + apt2 + asts), in the absence and presence of CV are presented

in Table 4.1. The triexponential nature of the emission time profile and measured
decay parameters of the QDs in the absence of CV are in agreement with
literature.** According to the literature, the ~ 5 ns component arises from core-state
recombination*? 43 whereas the short (~0.6 ns) and long (~30 ns) components are
due to carrier recombination of the deep and shallow trap states, respectively.** In
the presence of CV, a decrease in the average lifetime of the CdTe QDs is
observed.

It is to be noted that while the steady state fluorescence intensity of the QDs
decreases by 80%, the average lifetime decreases only by 30% for the same
amount of CV, thus indicating that static interaction between the two species

significantly contributes to the quenching of emission of the QDs.

4.2.3. Ultrafast transient absorption measurements

To understand the nature of the quenching interaction between the QDs and
CV, we have carried out the time-resolved ultrafast transient absorption studies.
The transient absorption spectra of CdTe QDs recorded at the indicated delay times
after 350 nm excitation in both the absence and presence of CV are shown in
Figure 4.4. The spectra are characterized by bleach around 530 nm, which
corresponds to the first exciton absorption band maximum of QDs (Figure 4.1) and
hence can be attributed to the state-filling of the 1S exciton (equation 4.1). In the
presence of CV, a similar spectral feature is observed but with ~ 50 % reduction in
the amplitude of the 1S exciton bleach at the early time (vides the two panels of
Figure 4.4).

CdTe —" 5 CdTe* (1Sh—> 1S¢) 1)
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Figure 4.4. Difference absorption spectra of the QDs (7 pM) in aqueous
medium in the absence (a) and presence (b) of CV (7 pM) at different delay
times (2, 5, 10, 20, 30, 40, 60, 70, 100 ps) after 350 nm excitation.
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Figure 4.5. Normalized bleach recovery kinetics monitored at 535 nm of the
QDs alone (a) and CdTe in the presence of CV (b). Inset: The inset shows the

kinetics decay traces at shorter time scales in the early time regime.

Figure 4.5 compares the bleach recovery kinetics of the QDs in the absence
and presence of CV at 535 nm. The kinetics are best represented by a biexponential
function of the form, AA (t) = ¢ + ar exp (-t/t1) + a2 exp (-t/t2), where 11 and 12
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represent the lifetimes and a: and a, are the amplitudes at t = 0. The recovery
parameters of QDs in the absence and presence of CV are shown in Table 2. As
can be seen from Figure 4.5 and data presented in Table 2, the bleach recovery
kinetics becomes much faster in the presence of CV. While in the case of CdTe
QDs alone, the two time components of the kinetics are 6.2 £ 0.2 and 51 £ 5 ps,
respectively, in the presence of CV, these values are 2.4 + 0.3 and 39 * 5,
respectively.

Table 4.2. 1S bleach recovery parameters of CdTe QDs in H20.

Lifetime Parameters

T1, PS ai T2, PS az
CdTe (7 uM) 6.2+0.2 0.64 +0.03 51+5 0.36 £0.01
CdTe+CV (7uM) | 24+0.3 | 0.88+0.02 39+5 0.12 +0.01

4.3. Discussion

Because CV is fluorescent, in the event of energy transfer between photo-
excited QD and CV (irrespective of the non-radiative or radiative nature of the
process), emission quenching of the former should have been accompanied by a
buildup of the emission intensity of CV; however, Figure 4.2 shows that this is not
the case. One may argue that small intensity in the 600-650 nm region that is better
seen for higher concentrations of the quencher, is the outcome of this energy-
transfer process; however, the results of the control experiments, which are
presented in Figure 4.6, clearly rule out this possibility. Specifically, a comparison
of the spectra of the QDs containing 0.7 uM of CV (highest concentration used in
emission quenching experiments) with another solution containing the same
amount of CV but no QDs under identical experimental conditions shows that the
hump at ~ 625 nm is not due to energy transfer from the QDs but due to direct

excitation of CV.
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Figure 4.6. Comparison of the emission spectrum of an aqueous solution of a
mixture of CdTe QDs (1 uM) and CV (0.7 pM) with the one containing same
concentration of CV alone. These spectra were recorded under identical

experimental conditions. Aexc = 439 nm.
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Figure 4.7. A comparison of the emission decay profiles of an aqueous solution
of (i) CdTe QD (1 uM) + CV (1 uM) with that containing same concentration
of CV alone. These spectra were recorded under identical experimental
condition. The exciting lamp profile is also shown as dotted line. The

excitation and monitoring wavelengths were 439 and 630 nm, respectively.
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The time-resolved measurements also confirm the absence of any energy-
transfer process. In the case of energy transfer from QDs to CV, one should
observe a time-dependent rise of the acceptor (CV) emission intensity; however,
no rise component (characterized by a negative pre-exponential factor) could be
observed while monitoring the fluorescence time profile of CV of a solution

containing a mixture of the two (Figure 4.7).

The excellent overlap of the absorption spectrum of CV and emission
spectrum of the QDs suggests that the QDs and CV form an ideal FRET pair.
According to Forster theory,* 4 the rate of energy transfer from a donor to an
acceptor is given by

1R,
Ke (r)=—|— (4.2)
oL T
where tp is the emission lifetime of the donor in the absence of acceptor, r is the
distance between the donor and acceptor, R, is the Forster distance (in angstroms),
which is defined as the distance between the donor and acceptor at which the

energy transfer efficiency is 50 % and is given by

1

R, =0.211x*n“Q,J (A)f @3

where k2 is the relative orientation of the transition dipoles of donor and acceptor
in space, Qp is the emission quantum yield of the donor, n is the refractive index of
the medium and J (A) is the overlap integral representing the spectral overlap

between the donor emission and acceptor absorption and given by

J(1)= T Fo(4)e,(2)2%dA (4.4)

where Fp(L) is the corrected fluorescence intensity of the donor normalized to

unity and ea(A) is the extinction coefficient of the acceptor at A. By using the
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equations 4.3 and 4.4, the spectral overlap and employing a k> value of 2/3, a
refractive index of 1.33, and a Qp value of 0.03 for the CdTe QDs, the spectral
overlap and Forster distance are calculated to be 6.7 X 10 M- cm?*nm*and 36.8
A, respectively. Because the QDs and CV are oppositely charged, they are
expected to held together tightly, and their actual distance is expected to be much
shorter than the estimated Forster distance. It is therefore surprising that despite
such a favorable condition, the energy transfer process does not occur.

Because the emission quenching is not due to energy transfer between photo-
excited QDs and CV, charge (electron or hole) transfer between the two species,
which is mainly governed by their redox potentials, could be an alternative
mechanism of quenching. An examination of the potentials of the valence band
(VB) and conduction band (CB) of CdTe QDs and the reduction and oxidation
potentials of CV (Figure 4.8) reveals that charge transfer can indeed be the

possible pathway for emission quenching of QDs by CV.

Figure 4.8. Conduction band (CB) and valence band (VB) potentials of CdTe
QDs and reduction and oxidation potentials of CV (vs NHE).

The band gap of the semiconductors nanocrystals is high compared to their
bulk counterparts due to the quantum size confinement.*¢*® The extent of the shift
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in the potentials of the VB and CB of the semiconductor nanocrystals from their
bulk band potentials varies with the size of the QDs.* “8 The bulk VB and CB
potentials of the CdTe QDs are +0.54 V and -1.0 V (vs NHE) respectively.*® The

size dependent shift of the bandgap of QDs with respect to bulk bandgap is given
by 48, 50, 51

2_2 2 2 2
E. .05.1S,)=F,, + X, rm 1786

2*+ 2 n*
2R"m, 2R°m, &R

~0.248E;, (4.5)

where, Enuik IS the bulk bandgap (for CdTe, Epuk = 1.54 eV) and R is the radius of

the QD (1.5 nm). The second and third terms in equation 4.5 are the confinement

energies of the electron and hole with effective masses m; =0.096m, and
m, = 0.4m, respectively, for CdTe QDs where m, is the rest mass of an electron.®

The fourth term represents the Coulomb attraction between the electron and hole

with ¢ as the dielectric constant (¢ = 7.1 for CdTe QDs).>? The last term is due to
the spatial correlation between electron and hole, where E;y is the exciton Rydberg

energy.®! The potentials of the VB and CB of the QDs used in this study are
estimated to be +0.70 V and -1.67 V, respectively.*” *® The reduction and oxidation
potentials of CV are -0.21 V and -0.10 V, respectively.>® Depiction of these
potentials (Figure 4.8) shows that both electron and hole transfer are possible from
the QDs to CV; however, the estimated free-energy values suggest that electron
transfer (AG = -140.86 kJ/mol) process is thermodynamically more feasible
compared to hole transfer (AG = -77.18 kJ/mol) process.

The electron transfer from photo-excited QDs to CV should lead to the
formation of CV radical anion, which may be possible to detect by transient
absorption measurements; however, the CV™ molecule, which absorbs at ~390
nm>* could not be observed (Figure 4.9) presumably due to very strong absorption

of QDs in this wavelength region.

CdTe*(e + h*) + CV——CdTe (h*) + CV " (4.6)
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Figure 4.9. Transient absorption spectra of CdTe QDs (7 pM) in aqueous
medium in the absence (a) and presence of CV (7 uM) (b) at different delay
times (2, 5, 10, 20, 30, 40, 60, 70, 100 ps) after 350 nm excitation.

It is known that the amplitude of the state-filling induced bleach of the
interband optical transitions is proportional to the sum of the occupation numbers
of the electron and hole states involved in these transitions.*?>® Because of the

degeneracy of the valence band and a high effective mass of the hole compared to

the electron (for CdTe, m,/m;= 4)°% the room-temperature occupation

probabilities of the lowest electron state are greater than the coupled hole states.**
% Consequently, the state-filling induced bleach signal is highly dominated by the
electron populations.*?

Because the 1S exciton bleach is sensitive to electrons, the evidence for the
electron transfer between QDs and molecular systems can be obtained by
monitoring the bleach recovery dynamics in the absence and presence of
acceptor.>%558 Because the 1S exciton bleach recovery dynamics of the QDs in the
presence of electron acceptor is faster compared to free QDs due to additional
decay route for the removal of 1S electron by electron transfer,%¢-*® we have

investigated the bleach recovery dynamics of the CdTe QDs in the absence and
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presence of CV very carefully.

As already stated, the 1S exciton bleach of the CdTe QDs recovers with short
and long lifetime components of ~ 6 ps and ~ 50 ps, respectively in the absence of
CV. A similar two component bleach recovery dynamics of CdSe QDs with
lifetimes of ~ 5 ps and ~ 70 ps was reported by Burda et. al., and the short and long
lifetime components were attributed to electron trapping by the shallow and deep
trap states, respectively.®® On the basis of this literature, we attributed the short
lifetime component (~ 6 ps) to the electron trapping by the shallow trap states and
the long lifetime component (~ 50 ps) to the electron trapping by the deep trap

states.

Our observation of a much faster bleach recovery of the QDs (88 % of bleach
is recovered in about 2 ps) in the presence of CV, is similar to that observe by El-
Sayed and coworkers, who reported that the bleach recovery dynamics of CdSe
QDs is accelerated upon addition of benzoquinone (BQ, an electron acceptor) due
to rapid transfer of the electron of the photoexcited QDs to the adsorbed BQ
molecule.’” They observed formation of a short- lived charge transfer complex
between CdSe and BQ which decayed with a lifetime of ~ 2 ps.>” Ghosh and
coworkers also observed 50 % bleach recovery of CdTe QDs by the addition of
BQ with a time constant of ~ 1 ps and attributed it to the fast decay of the charge-
transfer complex between CdTe and BQ.%® Considering the above literature, the
majority of the bleach recovery of the CdTe QDs in the presence of CV in ~ 2 ps in
our study, suggests the formation of charge transfer complex between photo-
excited CdTe and CV (Reaction 4.7), and the time constant of ~ 2 ps in the bleach
recovery dynamics of the QDs is attributed to the recombination time of the
electron in CV~" with the hole of the CdTe QD (reaction 4.8).

CdTe (& +h*) +CV — > (CdTe (") - CV™")  (4.7)

(CdTe (h*) - CV)——>CdTe + CV (4.8)
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It is thus evident that photo-induced electron transfer process and static
interaction contribute to the emission quenching of the QDs by CV. No evidence
of FRET between photo-excited QDs and CV could be found despite the
interacting species fulfilling the required criteria strictly. This implies that
quenching due to the other two interactions is too rapid for the FRET process to

compete with them.

4.4. Conclusion

Quenching of the CdTe QDs exciton by fluorescent molecule, CV, is studied
using steady state and time-resolved absorption and emission techniques. We
conclusively establish that emission quenching is not due to energy transfer
between photo-excited QDs and CV even though the pair meets the spectral
overlap criteria of the FRET mechanism. Using ultrafast transient absorption
measurements, we show that ultrafast PET interaction is largely responsible for the
quenching process, and the time constant for the back electron transfer process is
found to be ~ 2 ps. The study also highlights once again the importance of a careful

analysis of the fluorescence quenching data to avoid erroneous conclusion.
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Chapter 5

Influence of Capping Agents on the
Carrier Trapping Dynamics of Photo-

excited CdTe Quantum Dots

As applications of the quantum dots (QDs) are based mainly on their
luminescence, synthesis of QDs with appropriate ligands that results in highly
fluorescent QDs is essential. A recent study of the effect of a series of
mercapto acids on CdTe QDs synthesized in aqueous medium shows much
higher emission quantum vyield (QY) for the 3-mercaptobutyric acid (MBA)-
capped QDs compared to the 3-mercaptopropanoic acid (3-MPA) capped
system.! However, the emission QY of the QDs obtained by this route with
capping agents, 2-mercaptoethanoic acid and 2-mercaptopropanoic acid are
found to be low. In this work, we have synthesized these water soluble CdTe
QDs using a different synthetic route, ligand-replacement method, and found
that while MBA-capped CdTe QDs exhibit fluorescence QY similar to those
obtained by direct aqueous synthesis, the other mercapto acid-capped QDs are
much more fluorescent. Interestingly, maximum QY is observed for 3-MPA-
capped CdTe QDs, not for MBA capped system. The evidence for efficient
passivation of surface defect states of CdTe QDs by 3-MPA is further

provided using time-resolved emission and ultrafast transient absorption

studies.
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5.1. Introduction

The semiconductor materials of size similar or smaller than their bulk exciton
Bohr radius experience quantum confinement effect due to restricted spatial
motion of electrons and holes.?® The spatial confinement of these charge carriers
induces discrete electronic energy levels in the conduction and valence bands of
nanomaterials (commonly termed as quantum dots (QDs)) and favors radiative
recombination of photo-generated carriers.>® The optical properties of these few
nanometer size QDs are majorly governed by the surface atoms because of high
surface area to volume ratio.® The incomplete bonding of these surface atoms leads
to energy states, which act as carrier traps, and if these levels lie in between the
semiconductor band gap, they often enhance the probability of non-radiative
transitions.® Efficient passivation of these surface trap states is required for the
potential use of the QDs in wide variety of applications.”* This passivation is
commonly achieved by coating these nanocrystals with organic ligands (such as
trioctylphospine oxide or hexadecylamine) or forming an inorganic shell (such as
ZnS, CdS) around the nanocrystals. 1617

There are two commonly used procedures for preparation of QDs for their
use in aqueous environment; (i) direct synthesis of QDs in aqueous medium and
(it) synthesis of QDs in high boiling non-aqueous solvents followed by
replacement of the ligand with a water soluble ligand (ligand-replacement
method).? 1820 The synthesis of QDs by former method leads to nanocrystals with
poor surface quality and wide size distribution, whereas in the case of latter the
emission is sometimes quenched (in case of CdSe QDs)?! and the stability after
ligand replacement is reduced. 2223

The effect of different mercapto acids on the photoluminescence of QDs has
been studied by various groups.*®?> 2-mercaptoethanoic acid (MEA) and 3-
mercaptopropionoic acid (3-MPA) are the most commonly used capping agents for
CdTe QDs.'®2* 6-mercaptohexanoic acid and 11-mercaptoundecanoic acid have
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also been used, but such capped QDs show significantly low QY compared to 3-

MPA.?®> Recently, Guo and co-workers have studied the effect of a series of
mercapto acids (3-MPA, MBA, 2-MPA, MEA, Chart 6.1) on the luminescence
behavior of CdTe QDs synthesized in aqueous environment by the direct method.
They found the MBA-capped QDs to be most fluorescent (70 %).! The huge
enhancement in the quantum yield (QY) of MBA-capped CdTe QDs compared to
3-MPA-capped ones (31 %) was attributed to better passivation of the surface trap

states of QDs by the carbonyl oxygen of the carboxyl group of MBA.!

(0]
Oleic acid (OA)

(o}

OH

SH
2-mercaptoethanoic acid (MEA)

Y

SH (o]

3-mercaptobutyric acid (MBA)

)

Trioctylphosphine (TOP)

o

SH
2-mercaptopropanoic acid (2-MPA)
OH

SH (o]

3-mercaptopropanoic acid (3-MPA)

Chart 5.1. Structures of the capping agents used in this study
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As the ligand replacement method generally produces QDs with high QY, %
we thought it might be possible to obtain even higher luminescent CdTe QDs by
first synthesizing them with organic ligand capping® and later replacing the
organic ligands by mercapto acids (Chart 1).2° Herein, we demonstrate that this is
indeed the case. What we find really very interesting is that 3-MPA-capped CdTe
QDs show higher QY than the MBA-capped QDs indicating a better passivation of
the QDs surfaces by the latter.

5.2. Results
5.2.1. Steady state measurements

Figure 5.1a shows the broad absorption and narrow emission spectra of the
TOP/OA-capped CdTe QDs synthesized in chloroform. This broad absorption,
which shows the first exciton peak maximum at ~622 nm, indicates an average size
of 3.8 + 0.3 nm of the QDs according to the empirical equation of Peng.?” This size
matches reasonably well with the size (4.2 + 0.2 nm) obtained from the TEM

image (Figure 5.1b).
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Figure 5.1. a) Absorption (blue) and emission (red) spectra (Aexc = 439 nm) of
CdTe QDs (0.3 pM) in chloroform. b) TEM image of the TOP/OA-capped
CdTe QDs.
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Figure 5.2. Absorption spectra of water soluble CdTe QDs (0.3 pM) capped
with (1) 2-MPA, (2) MEA, (3) MBA and (4) 3-MPA.

The water soluble CdTe QDs were obtained from the TOP/OA-capped QDs
by replacement of the capping agents with different mercapto acids (Chart 5.1) via
ligand-replacement method. The absorption spectra of water soluble CdTe QDs
with various capping agents, shown in Figure 5.2, show very similar features with
the first exciton peak maximum at ~624 nm, indicating negligible change in the
size of the QDs, which is substantiated by the TEM images of the particles (Figure
5.3).

Figure 5.4 depicts the emission spectra of the water soluble CdTe QDs
capped with different ligands. The enhancement of the photoluminescence of CdTe
QDs is clearly observed in the aqueous medium compared to chloroform. Further,
among the different mercapto acids, 3-MPA capped CdTe QDs exhibits the highest
photoluminescence. The photoluminescence quantum vyield (QY) of CdTe QDs

with various capping agents is presented in Table 5.1.

97



Chapter 5

Figure 5.3.TEM images of CdTe QDs capped with (a) 2-MPA, (b) MEA, (c)
MBA and (d) 3-MPA

Intensity (a.u)

" 550 600 650 700 750
Wavelength (nm)

Figure 5.4. Emission spectra of CdTe QDs (0.3 pM) with different capping
agents TOP/OA (O) dissolved in chloroform, 2-MPA (A), MEA (o), MBA (*)

and 3-MPA (0) dissolved in aqueous medium. (Aexc = 439 nm)
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Table 5.1. Quantum yield of the CdTe QDs with various capping agents and

comparison with earlier literature.?

Quantum Yield

Obtained Reported
CdTe @ TOP/OA 1S [ ——
CdTe @ 2-MPA 59 45
CdTe @ MEA 63 19
CdTe @ MBA 70 70
CdTe @ 3-MPA 75 31

5.2.2. Time-resolved photoluminescence measurements

1000 -

Counts

10 -

0 50 100 150 200
Time (ns)
Figure 5.5. Emission decay profiles of the CdTe QDs (0.3 pM) capped with
TOP/OA (0O), 2-MPA (o) and 3-MPA (A), decay profiles of the QDs capped
with other agents are omitted for clarity. The excitation and monitoring

wavelengths are 439 and 635 nm, respectively.

The emission decay profiles of QDs monitored at 635 nm are shown in
Figure 5.5. The decay profiles are best represented by a biexponential function of

the form I(t) = a1 exp (-t/t1) +az exp (-t/t2), where t1 and T2 represent the lifetimes
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and a1 and a are the amplitudes. The average lifetime <t.>, defined by <t> =
(art1 + a2t2) / (a1 + az), along with the lifetime components and associated
amplitudes are presented in Table 5.2. The measured decay parameters of CdTe
QDs match reasonably well with the literature.?® 2 The short lived emission
component can be attributed to the core state recombination and the long lived
component to the carrier recombination involving the surface states. 2 2 The
replacement of TOP/OA with mercapto acids leads to ~ 1.5-fold enhancement of

the average lifetime of the QDs.

Table 5.2. Emission decay parameters and average lifetime (in ns) of CdTe
QDs with various capping agents.

71 (a1) T2 (a2) <ta>

CdTe @ TOP/OA 7.93 (0.39) 26.60 (0.61) 19.36
CdTe @ 2-MPA 20.39 (0.41) 36.97 (0.59) 30.17
CdTe @ MEA 19.67 (0.40) 37.83 (0.60) 30.57
CdTe @ MBA 23.02 (0.44) 39.56 (0.56) 32.28
CdTe @ 3-MPA 22.96 (0.56) 40.98 (0.44) 30.89

5.2.3. Ultrafast transient absorption measurement

The ultrafast transient absorption studies are carried out to understand the
effect of capping agent on the trapping dynamics of CdTe QDs. Figure 5.6 shows
that the transient absorption spectra of QDs with various capping agents (pumped
with 480 nm laser pulse) are very similar. These are characterized by a strong
bleach in the region 550 — 750 nm centered at ~ 622 nm, which corresponds to the
first exciton peak maximum of CdTe QDs (Figure 5.1) due to 1S(e)-1Ss2(h)

transition.28 30
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Figure 5.6. Normalized transient absorption spectra of CdTe QDs (3 pM) capped
with TOP/OA (a), 2-MPA (b), MEA (c), MBA (d) and 3-MPA (e).

The bleach recovery kinetics of the QDs (monitored at 620 nm) in the 0-250
ps time domain are shown in Figure 5.7. These time-profiles are represented by a

bi-exponential function of the form AA (t) = ¢ + a1 exp (-t/t1) + a2 exp (-t/12),
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where 11 and 1. are the lifetimes and a1 and az are the amplitudes at t = 0. The 1S

bleach recovery parameters of the QDs obtained from the fits are collected in Table

5.3. The data shows that, in the 0-250 ps time domain, for TOP/OA capped CdTe
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Figure 5.7. 1S transient absorption bleach recovery kinetics (monitored at 620
nm) of CdTe QDs capped with TOP/OA (a), 2-MPA (b), MEA (c), MBA (d),
and 3-MPA (d) in the 0-250 ps time domain.
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QDs, 61 % of the bleach is recovered with 7 ps time constant and the remaining by
60 ps. In case of mercapto acid-capped QDs, though these time constants (5-6 and
40-53 ps) remained similar, a decrease in the amplitude (54 to 17 %) of the short
time constant is observed. Further, it is obvious from Figure 5.7 that the bleach is
not completely recovered within the 0-250 ps time domain. For TOP/OA-capped
QDs, 60 % of the bleach is recovered within the 250 ps time window, whereas, for
mercapto acid-capped QDs, the amplitude (55 to 35 %) of this bleach recovery is
decreased. Further, among the various mercapto acid-capped QDs, the amplitude

(35 %) of this bleach recovery is lowest in case of 3-MPA-capped QDs.

Table 5.3. 1S bleach recovery parameters of CdTe QDs with various capping

agents.

a1 71 (PS) a 72 (pS)
CdTe @ TOP/OA 0.61+0.04 6.89+0.74 0.39+£0.03 60.26 £ 12
CdTe @ 2-MPA 054+0.01 4.94+0.27 0.46 £ 0.01 52.51£4.05
CdTe @ MEA 0.44+004 4.68+0.55 0.56 + 0.04 41.08 + 3.98
CdTe @ MBA 0.31+0.02 4.74+£0.79 0.69 +0.02 48.70 £ 2.75
CdTe @ 3-MPA 0.17+£0.02 6.50+1.59 0.83+0.03 46.28 £ 2.42

The bleach recovery kinetics of CdTe QDs with various capping agents on a

larger time scale of 0-2 ns is compared in Figure 5.8. It is evident from the figure,

there occurs hardly any recovery between 250 ps and 2 ns.
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Figure 5.8. Normalized bleach recovery kinetics (monitored at 622 nm) of
CdTe QDs (3 pM) with TOP/OA (0O), 2-MPA (A), MEA (o), MBA (*) and 3-
MPA (0) as capping agents.

5.3. Discussion

The enhancement of QY of CdTe QDs on replacement of the capping agents
TOP/OA with mercapto acids indicates passivation of the surface trap states arising
from the unsaturated or dangling bonds, which provide a pathway for non-radiative
carrier recombination resulting in the quenching of QDs photoluminescence.> °
Effective passivation of the surface trap states by mercapto acids is due to strong
binding interaction between the —SH group (a soft base) of the capping agent and
the Cd*2 ions (soft acid) of the QDs when compared with that between the -COOH
group (hard base) and Cd*2 ions. In addition to the strong interaction between the —
SH group and Cd sites, the carbonyl oxygen of mercapto acids also coordinates to
the Cd sites of QDs thus further contributing to passivation of the unsaturated
bonds on the surface atoms.® 3

Efficient passivation of the surface trap states of QDs by mercapto acids is
also evident from the time-resolved emission and absorption studies. An

enhancement of the short lifetime component from 8 to 23 ns and long lifetime
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component from 27 to 41 ns and a decrease in the amplitude of the long lifetime
component from 61 % to 44 % (Table 5.2) of mercatpo acid-capped CdTe QDs
compared to the TOP/OA-capped ones.?® 2° Further, the fact that among different
mercapto acid-capped QDs, the luminescence contribution due to the core-state
recombination is the largest for the 3-MPA-capped QDs (Table 5.2), suggests that
a higher degree of surface passivation can be achieved using 3-MPA as a capping

agent.

In the transient absorption studies, as mentioned earlier, we observed a 2-
component recovery (5-7 and 40-60 ps) of the 1S bleach within 250 ps time
window beyond which negligible recovery was observed up to 2 ns. These two fast
components can be due to the relaxation of the photo-excited carriers of QDs by
many particle interactions or by trapping at their surface trap states.?® In order to
avoid the influence of many particle interactions on the carrier relaxation dynamics
of the QDs, these studies were carried out at low pump energies (where the average
number of electron-hole pairs generated per nanocrystal is < 0.1). Hence, as the 1S
bleach is dominated by electrons, we attribute the observed bleach recovery to the
trapping of photo-excited electrons by various trap states of QDs.?® The long
component (> 2 ns) of the recovery (the time constant of which is not measured
here) is attributed to the radiative recombination of the photo-generated carriers.?®
A larger recovery (60 %) of the 1S bleach in the case of TOP/OA capped-QDs
compared to all mercapto acid-capped QDs (55 to 35 %) is a reflection of the
efficient trapping of photo-excited carriers. The fact that the recovery is the
smallest in the case of 3-MPA-capped QDs indicates the most efficient passivation
by 3-MPA.

As 3-MPA differs from MEA and MBA by methylene and methyl group,
respectively (Chart 5.1), we first discuss the effect of the methylene unit and then

the methyl group on surface passivation of the QDs.
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i) Effect of methylene group: A higher fluorescence QY of the 3-MPA-capped
CdTe QDs compared to MEA was attributed to better surface passivation by the
former due to the secondary coordination between the carbonyl oxygen of the
carboxyl group of mercapto acid and Cd site of the CdTe QDs in addition to the
strong —SH- Cd*? interaction.'® Mohwald and co-workers, who observed a higher
stability of colloidal 3-MPA capped CdTe QDs compared to the MEA capped
ones, explained their observation considering coordination of the -SH and carbonyl
oxygen to the same Cd site by the former, whereas, in case of MEA (one
methylene unit shorter than 3-MPA), the two moieties coordinate to two adjacent
sites.3! Hence, the enhancement in the photoluminescence of 3-MPA capped QDs
observed in our study, can be assigned to the better surface passivation due to the
binding of SH and carbonyl group of 3-MPA to the same Cd site.

ii) Effect of methyl group: The observation of an enhancement in fluorescence of
CdTe QDs in the presence of polyacrylic acid (PAA) at low pH,*® but no
enhancement in the presence of polymethylacrylic acid (PMAA) by Gao and co-
workers was attributed to the spatial hindering effect of the methyl group
preventing the secondary coordination of the carbonyl oxygen from binding the Cd
sites on the nanoparticle surface. Breus and coworkers also observed the effect of
spatial hindrance by the methyl groups present on the B-carbon atom of D-
penicillamine that reduces interactions between the carbonyl oxygen and the Cd
sites, when they capped CdSe/ZnS QDs with cysteine and D-penicillamine.
Based on above literature, we can speculate that the presence of methyl group on
the pB-carbon atom of the MBA hinders the secondary coordination between the
carbonyl oxygen and the Cd sites of CdTe QDs thus explaining poor performance

in surface passivation.
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5.4. Conclusion

It is shown that highly luminescent water soluble mercapto acid-CdTe QDs
developed through ligand-replacement method instead of their direct aqueous
growth. With the help of steady state and time-resolved absorption and emission
studies it is shown that efficient passivation of the surface trap states of CdTe QDs

can be achieved using 3-MPA as a capping agent.
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Chapter 6

Charge Separation and Recombination
Dynamics between CdSe QDs and Methyl
Viologen: Dependence on the

Stoichiometry of the Nanocrystals

The interaction between photo-excited CdSe QDs of various
surface stoichiometry and methyl viologen (MV*?) is studied
using steady state and time-resolved absorption and emission
techniques. The ultrafast transient absorption measurements
provide convincing evidence of the transfer of electron between
CdSe QDs and MV*? and show that the rate of forward and back
electron transfer process is independent of the QDs
stoichiometry. Interestingly, however, the electron transfer
efficiency is found dependent on the QDs stoichiometry with
maximum efficiency observed in the case of Cd-rich QDs. The

low electron transfer efficiency in Se-rich QDs is attributed to

efficient hole trapping at the selenium sites, which enhances the

non-radiative carrier recombination.
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6.1. Introduction

Quantum dots (QDs), the three dimensionally confined semiconductor
nanocrystals, which exhibit size-dependent optical and electronic properties'™ are
considered as ideal sensitizers for harvesting the solar energy.>® They also have the
ability to generate multiple (two or more) excitons by absorbing photon of higher
energy (hv > 2Eg, Eg is the band gap of the QD), which increases the energy-to-
current conversion efficiency of the Quantum Dot Sensitized Solar Cells
(QDSSCs) beyond Schokley and Queisser limit.1%* However, the energy
conversion efficiency exhibited by these QDSSCs (~ 8-9 %)® ° is low compared to
the other (dye and silicon based) solar cells.*>’ Trapping of the photo-generated
charge carriers by the states that arise due to incomplete bonding of the surface
atoms present on the QDs is regarded as one of the factors in limiting the energy

conversion efficiency in QDSSCs.% 18

The passivation of the unsaturated dangling orbitals on the surface atoms of
the QDs can be accomplished by growing inorganic shell of larger band gap
around the core.'®2! Though the photoluminescence of the QDs is enhanced by this
process, the rate of the electron (hole) transfer between the photo-excited QDs and
the electron (hole) acceptors is decreased.?% 2! On the other hand, these unsaturated
dangling orbitals are also passivated with organic ligands.??> The organic ligands
such as alkylamine, alkylphosphine oxides and alkylphosphonic acids are shown to
bind to the cationic sites of the QDs strongly, whereas the anionic sites are majorly
passivated by the alkylphosphine.?*?" Hence, the ability to passivate the trap states
of the QDs with these organic ligands depends on the surface stoichiometry of the
QDs.

Mulvaney and co-workers modified the surface stoichiometry of the CdSe

QDs from Cd-rich to Se-rich and observed significantly higher photoluminescence
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quantum yield (QY) for the Cd-rich QDs.?® They also observed a dramatic increase
in the QY of the Se-rich QDs after treating with trioctylphosphine indicating
different surface stoichiometry of the QDs requires different ligand passivation.
Further, Heyes and co-workers synthesized CdTe QDs by varying their
stoichiometry and studied the effect of the interaction between the surface atoms
and ligands on the radiative and non-radiative relaxation rates of the CdTe QDs.?
Though the effect of surface stoichiometry of the QDs on their photoluminescence
properties is well-studied, its influence on the charge separation and recombination

dynamics between the QDs and acceptors is largely unexplored.

In this work, we have investigated the effect of QDs stoichiometry on the
charge separation and recombination dynamics between the photo-excited CdSe
QDs and MV*2 (Chart 6.1). Using femtosecond transient absorption measurements,
we show that the rate of both forward and back electron transfer between CdSe
QDs and MV*? is independent of the QDs stoichiometry, but not the efficiency of

the electron transfer process from CdSe QDs to MV*2,

[ % 7 N\_/ N\_
CdSe * — — i
% 2CI * X H,0
Methylviologen (MV*?)
A= HDATOPOITOP
I
\/\I\/lg\NHz /\i\/g\HG/\ \He’/\P/\HG/

Hexadecylamine (HDA) Trioctylphosphine oxide (TOPQO) Trioctylphosphine (Ty

Chart 6.1. CdSe QDs and chemical formula of MV*? and capping agents.
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6.2. Results
6.2.1. Steady state and time-resolved measurements

Figure 6.1a depicts the absorption spectra of CdSe QDs of different
stoichiometry in chloroform. These spectra are featured with three well-resolved
bands with maxima around ~560, ~525 and ~475 nm corresponding to the
interband transitions 1Se-1Sai2(), 1Se-2Sas2(m), and 1Pe-1Psjqm), respectively.? 30 A
very similar first exciton peak maximum for the QDs with different stoichiometry
indicates similar sizes (3.2 £ 0.1 nm, calculated from the first exciton peak
maximum)® which is confirmed by the TEM micrographs (Figure 6.2). The
emission spectra of the CdSe QDs with different stoichiometry are shown in Figure
6.1b and the quantum yields (QY) are given in Table 6.1. Compared to the CdSe
(1:1) QDs, small enhancement of the QY values in the case of CdSe (2.5:1) and a

decrease in the case of CdSe (1:1.5) is observed.

0.3

8- g% (b)

0.2+

Absorbance
Intensity (a.u)
'

0.1+

0.0

450 500 550 600 650 550 600 650
Wavelength (nm) Wavelength (nm)

Figure 6.1. (a) Absorption and (b) emission spectra of 1.5 uM solution

(CHCI3) of CdSe QDs with different stoichiometry; (2.5:1, A), (1:1, o) and

(1:1.5, o).
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Figure 6.2. TEM micrographs of the CdSe QDs a) CdSe (2.5:1), b) CdSe (1:1)
and c) CdSe (1:1.5).

Table 6.1. Quantum yield of CdSe QDs with different stoichiometry.

Quantum yield (%)

CdSe (2.5:1) 24
CdSe (1:1) 21
CdSe (1:1.5) 18
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On addition of MV*2, a huge quenching of emission is observed in all cases
(Figure 6.3) though the absorption spectra of the CdSe QDs remained similar
(Figure 6.4).

Intensity (a.u)
S
Intensity (a.u)
.

N
N

" o
VYYIIIITY ERIIII99Y i
0% + 0

525 550 575 600 625 650 525 550 575 600 625 650
Wavelength (nm) Wavelength (nm)

Intensity (a.u)

525 550 575 600 625 650
Wavelength (nm)

Figure 6.3. Emission spectra of the a) CdSe (2.5:1), b) CdSe (1:1) and c¢) CdSe
(1:1.5) QDs (1.5 uM) in the (1) absence and (2) presence of MV*? (3 uM).
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Figure 6.4. Absorption spectra of the a) CdSe (2.5:1), b) CdSe (1:1) and c)
CdSe (1:1.5) QDs (1.5 puM) in the absence (black) and presence (red) of

MV*2(3 pM).

The fluorescence decay profiles of the CdSe QDs of different stoichiometry
in the absence and presence of MV*2, monitored at their emission maxima, are
shown in Figure 6.4. These decay profiles are best represented by a triexponential
function of the form I(t) = aiexp (-t/t1) +azexp (-t/t2) + asexp (-t/t3). The lifetime
components and associated amplitudes of the QDs including their average lifetime
<1z>, given by <ta> = (art1 + @212 + ast3)/ (ait+ a2 + az), are presented in Table 6.2.
The triexponential nature of the decay and the measured decay parameters are in

agreement with literature.3? We attribute the ~18 ns component to recombination of
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the core-state electrons and holes, whereas the shortest (~2 ns) and the longest (~52
ns) components to the electron-hole recombination involving the deep and shallow
trap states, respectively.®23* In the presence of MV*?, a small decrease (30 %) in
the average lifetimes of the QDs is observed. The huge decrease observed in the
steady state fluorescence intensities of the QDs compared to their average lifetimes
on addition of MV*2implies that the quenching of the QDs emission occurs mainly
by the static interaction between the donor and acceptor.

(a) (b)
1000 1000
(1)
[7] [72])
-t e
] 5
8 100 (2) S 1004
10+ 104
0 50 100 150 200 0 100
Time (ns) Time (ns)
(c)
1000 4
8
(=4
=]
3 1004
o
104
0 50 100 150 200

Time (ns)

Figure 6.4. Emission decay profiles of the a) CdSe (2.5:1), b) CdSe (1:1) and c)
CdSe (1:1.5) QDs (1.5 pM) in the (1) absence and (2) presence of MV*2 (3 uM).
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Table 6.2. Fluorescence decay parameters and average lifetime (<ta>, ns) of

the QDs of different stoichiometry in the absence and presence of MV*2,

System 71 (a1) T2 (a2) T3 (a3) <tTa>
CdSe (2.5:1)  18.15(0.47) 52.84(0.32)  2.05(0.21) 25.87
CdSe + MV*2  16.16 (0.49)  45.50(0.22)  2.45(0.29) 19.10

CdSe (1:1)  18.21(0.44) 52.89(0.29)  2.71(0.27) 24.08
CdSe + MV*2 14,67 (0.43)  42.53(0.22)  2.24(0.35) 16.45
CdSe (1:1.5)  17.33(0.47)  49.25(0.27)  2.79 (0.26) 22.18
CdSe + MV*2 1597 (0.46)  44.89(0.23)  2.69 (0.31) 18.06

6.2.2. Ultrafast transient absorption measurements

The ultrafast transient absorption measurements enable us to determine the
mechanism of quenching of the QDs emission on addition of MV*2 and also to find
out the effect of QDs stoichiometry on the nature of interaction between the
quenching partners. Figure 6.5 shows the transient absorption spectra of the
various CdSe QDs recorded at indicated delay times in the absence and presence of
MV*2 after 480 nm excitation. These spectra show two well resolved bleach
features centered at ~530 nm and ~ 562 nm, which can be assigned to the 1Se-
1Ss2ny and 1Se-2S32(n) inter-band optical transitions, respectively, considering the
absorption spectra of the sample (Figure 6.1).2%> % In the presence of MV*2, a faster
recovery of the QDs bleach is observed along with a new broad positive absorption
band in the 580-650 nm range.
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Figure 6.5. Normalized difference absorption spectra of the a) CdSe (2.5:1)
and b) CdSe (1:1) and c¢) CdSe (1:1.5) QDs (10 uM) in the (a,b,c) absence and
(d,e,f) presence of MV*? (50 uM) at various delay time (1, 2, 5, 10, 30, 50, 70,
100 ps) after 480 nm excitation.
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The decay kinetics of the new transient absorption band observed in presence
of MV*2 monitored at 640 nm are compared in Figure 6.6 for the different CdSe
QDs. The overlap of the decay profile indicates very similar growth and decay
Kinetics for the three different QDs.

1.0
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Normalized AA
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Figure 6.6. Normalized transient absorption decay kinetics of the CdSe (2.5:1,
black), CdSe (1:1, red) and CdSe (1:1.5, blue) QDs (10 uM) in the presence of
MV*2(50 pM) monitored at 640 nm. The Inset shows the decay kinetics at

early time scale.

The transient absorption decay profiles of the QDs (Figure 6.7) can be fitted
to a biexponential function of the form AA (t) = ¢ + aiexp (-t/t1) + azexp (-t/t2),
where 11 and 12 represent the lifetimes and a1 and a, are the corresponding
amplitudes at t = 0. The measured decay parameters of the QDs in the presence of
MV™*2 along with the rise time (Trise) and average lifetime <t.>, given by <ta> =

(a1t1 + a2t2)/ (a1t a2) are presented in Table 6.3.
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Figure 6.7. Representative decay kinetics monitored at 640 nm for CdSe
(2.5:1) QDs (10 pM) in the presence of MV*2 (50 pM). Inset show the Kinetics

at shorter time scale.

Table 6.3. The measured rise and decay parameters of the kinetics monitored
at 640 nm for different QDs stoichiometry.

System Trise, S

CdSe (2.5:1) 105+8 9+1 042+0.02 141+11 058+0.01 8553
CdSe (1:1) 136 +6 8+1 039+001 136+*6 0.61+0.01 86.11

CdSe (1:1.5) 114+3 8+3 031+0.04 10715 0.69+£0.04 76.21

Though the transient absorption decay kinetics for different CdSe QDs-MV*?
systems show very little dependence on the QDs stoichiometry, an interesting
difference in the amplitude of the transient absorption signal is observed on
varying the stoichiometry of the QDs, which is evident from Figure 6.8 showing a
much stronger signal for CdSe (2.5:1) QDs compared to the CdSe (1:1.5) QDs.
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Figure 6.8. Transient absorption decay Kinetics of the CdSe (2.5:1, m) and
CdSe (1:1.5, @) QDs (10 pM) in the presence of MV*? (50 nM) monitored at
640 nm. These decay Kkinetics are recorded under same experimental

conditions.

6.3. Discussion

As there is no change in the absorption spectra of the CdSe QDs on addition
of MV*2 (Figure 6.2), the quenching of the QDs emission by of MV*? is due to an
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0.05 4

Absorbance

0.00 r 2,

300 400 500 600 700
Wavelength (nm)

Figure 6.9. Absorption (black) and emission (red) spectra of MV*? and CdSe
QDs, respectively.
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additional non-radiative relaxation pathway. The lack of spectral overlap of the
donor (QD) emission and acceptor absorption (MV*?) spectra (Figure 6.9)
eliminates the possibility of energy transfer between the two. On examining the
potentials of the valence band (VB) and conduction band (CB) of the CdSe QDs
and the reduction potential of the MV*? (Figure 6.10), it is evident that photo-
induced electron transfer between QDs and MV*2 is a thermodynamically feasible
route for quenching of the QDs emission by MV*2. The potentials of the VB and
CB of the CdSe QDs are estimated to be + 0.6 V and -1.57 V, respectively.®> *¢ and
the reduction potential of MV*?is - 0.5V.%

Figure 6.10. Valence band (VB) and conduction band (CB) potentials of the
CdSe QDs and reduction potential of MV*? (vs NHE).

Matylitsky and coworkers studied photo-induced electron transfer between
CdSe QDs and MV*? using ultrafast transient absorption spectroscopy and
observed the formation of monocationic radical species of MV*2 (MV*),3 which
exhibits a broad absorption in the regions 300-400 nm and 470-750 nm.*° As, the
broad positive absorption (580-650 nm) observed in our case on addition of MV*2
(Figure 6.5) is very similar to the well-known absorption band of the MV radical

species, we can conclude photo-induced electron transfer between the CdSe QDs
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and MV*2, Wachtveitl and co-workers found that the photo-induced electron
transfer rate constant between CdSe QDs and MV*? varies with the size of the
QD,* which they attributed to the change in the QDs energy levels.*> Markus et.
al., studied electron transfer between the CdSe QDs and TiOz by varying the sizes
of the CdSe QDs and observed that efficient electronic coupling between CdSe
QDs and TiO2 modifies the energetics of the CdSe-TiO. system.** Further,
Canovas and coworkers synthesized the PbS QDs on the oxide matrix (SnO2)
through successive ionic layer adsorption and reaction (SILAR) method and
investigated the effect of QDs stoichiometry and their size on the photo-induced
electron transfer between PbS QDs and SnO2.*? They observed that the rate of
photo-induced electron transfer between the PbS QDs and SnO: is independent of
the QDs stoichiometry and their size, and concluded that the energy difference
(AG) between the CB of the PbS QDs and the CB of the SnO2 which influence the
transfer of electron is not affected by the QDs stoichiometry and their size. Based
on the above literature, the invariance in the rate of forward (Ket = 1/trise = ~8 X
102 51y and back (Keet = 1/tavg = ~1 x 10%°s) electron transfer between the CdSe
QDs of different QDs stoichiometry and MV*? (Figure 6.6), suggests that the QD-
MV*2 energetics and their coupling strength are independent of the QDs

stoichiometry (Scheme 6.1).

Though the formation and decay kinetics of the MV™ radical species is
independent of the QDs stoichiometry, the larger AA value for CdSe (2.5:1) in
Figure 6.8 shows that electron transfer is more efficient in the case of CdSe (2.5:1)
QDs. It is known that trapping of photo-generated carriers by the surface trap states
competes with the electron transfer process between the QDs and acceptors and
can influence their efficiency.*? To find out whether the stoichiometry of the QDs
affects this trapping process, we compared the 1S bleach recovery kinetics of the

various QDs (Figure 6.11), considering that the bleach signal mostly represents the
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Scheme 6.1. Schematic representation of the CdSe-MV*? system energetics as
a function of the stoichiometry of the CdSe QDs. CdSe (2.5:1) QDs are

populated with less number of trap states and hence increases the probability
of electron transfer to the MV*2. CdSe (1:1.5) QDs are populated with more

number of trap states that enhances the probability of carrier trapping (Tr).
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Figure 6.11. 1S bleach recovery kinetics of a) CdSe (2.5:1) and b) CdSe (1:1)

QDs (10 pM). To avoid many particle interactions on the carrier relaxation
dynamics, these bleach recovery kinetics are measured at low pump energies

such that the number of excitons generated per nanocrystal is less than 0.05.
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dynamics of electrons in the conduction band.?® 3 A similar bleach recovery
kinetics observed for different stoichiometric QDs suggest that the trapping of the
photo-excited electrons is independent of QDs stoichiometry. In view of this and
recognizing a more efficient hole trapping in case of Se-rich QDs,?® %3 the decrease
in electron transfer efficiency and a low emission QY for CdSe (1:1.5) QDs is
attributed to more efficient hole trapping process at the surface selenium sites,

which enhances the non-radiative carrier recombination (Scheme 6.1).

6.4. Conclusion

Quenching of the emission of QDs with different surface stoichiometry is
studied using steady state and time-resolved absorption and emission techniques.
We found that the rate of forward and back electron transfer process between the
QD and MV*? is independent of QDs stoichiometry. Interestingly, we observed
higher electron transfer efficiency from QDs to MV*2 in the case of cationic-rich
QDs.
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Concluding remarks

é )

This chapter summarizes the results of present work
outlined in this thesis. Based on the present findings, the

scope of future studies is highlighted.
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7.1. Overview

The work presented in this thesis discusses the exciton quenching dynamics
of three-dimensionally confined semiconductor nanoparticles (quantum dots, QDs)
in the presence of molecular systems in ionic liquid, aqueous and organic media.
The stability of CdTe QDs in presence of sulfide ion and transfer of photo-
generated holes of former to S? is studied in ionic liquid to overcome the
limitations of these QDs in quantum dot sensitized solar cells (QDSSCs) due to
their degradation in presence of sulfide/polysulfide electrolyte in aqueous medium.
Very often the emission quenching of QDs in presence of molecular systems is
attributed to Forster resonance energy transfer (FRET) merely on the basis of
spectral overlap criterion between emission of the former and absorption of latter
and a decrease of emission lifetime of QDs in the presence of the quencher. Our
study of fluorescence quenching of CdTe QDs by cresyl violet show that the
emission quenching is not due to energy transfer between photo-excited QDs and
CV, but due to charge transfer, even though the pair meets the spectral overlap
criteria of the FRET mechanism. Further, the influence of capping agents on the
luminescence properties of QDs and the effect of stoichiometry of QDs on their
charge separation and recombination dynamics is also studied.

Various techniques, which include Transmission Electron Microscopy
(TEM) for determining the morphology and size of the QDs, Nuclear Magnetic
Resonance (NMR) Spectroscopy for the characterization of molecular systems,
steady state and time-resolved absorption and emission for spectral and kinetic
measurements have been employed to execute the work presented in this thesis.
The results of the present work are summarized below.

The stability of CdTe QDs in presence of sulfide ion and the hole transfer
between the photo-excited CdTe QDs and S% are investigated in ionic liquid
instead of aqueous medium. In ionic liquids, we not only found an enhancement in

the stability of the appropriate ligand (thiol-functionalized imidazolium ionic
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liquid, MUIM) capped CdTe QDs in presence of sulfide ion, but also observed
hole transfer between photo-excited CdTe QDs and S, through our steady state
and time-resolved emission and ultrafast transient absorption measurements.

The exciton quenching dynamics of the CdTe QDs in presence of fluorescent
molecule, cresyl violet (CV), is studied by employing steady state and time-
resolved absorption and emission techniques. Surprisingly, though the criterion of
spectral overlap between the QDs emission and CV absorption required for FRET
is satisfied, the emission quenching of the QD is not accompanied by enhancement
in the steady state emission of the CV and also no rise in its time-resolved emission
profile (evidence for energy transfer process) is observed. The transient absorption
studies (0-100 ps time window), which reveals a faster recovery of the CdTe QDs
1S exciton bleach in the presence of CV as compared in its absence, indicates that
electron transfer between the photo-excited CdTe QDs and CV is responsible for
the quenching of the QDs emission.

We have synthesized water soluble mercapto acid-capped CdTe QDs through
a two-step ligand replacement method and observed that even though MBA-
capped CdTe QDs exhibits QY similar to that reported for the QDs obtained
through direct aqueous synthesis, a huge enhancement in the QY is achieved for
other mercapto acid-capped CdTe QDs. Moreover, the highest QY is obtained for
3-MPA-capped QDs, not for MBA-capped QDs, indicating efficient passivation of
the unsaturated or dangling bonds of the CdTe QDs by MPA and consequent
enhancement of their radiative carrier recombination. The evidence for efficient
passivation of the surface atoms in case of MPA-capped CdTe QDs is further
provided using time-resolved emission and ultrafast transient absorption

measurements.

The charge separation and recombination dynamics between photoexcited
CdSe QDs of varying stoichiometry and methyl viologen (MV*?) is investigated
employing steady state and time-resolved emission and absorption techniques. The
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ultrafast transient absorption studies show that the rate constant of forward and
back electron transfer process between CdSe QDs and MV*? is independent of the
QDs stoichiometry. Interestingly, the electron transfer efficiency is found to be
dependent on the QDs stoichiometry. The maximum efficiency of the electron
transfer process is observed in Cd-rich QDs. The low electron transfer efficiency
observed in case of Se-rich QDs is attributed to the unpassivated selenium sites
(compared to Cd-rich QDs), which enhances the hole trapping resulting in non-

radiative carrier recombination.

7.2. Future scope

Use of conventional solvents in liquid-junction solar cells is limited due to
the evaporation of these solvents which deteriorates the energy conversion
efficiency of the cell. lonic liquids (ILs) are considered as alternatives to
conventional solvents due to their non-volatility, high thermal stability and wide
electrochemical window. When ILs are used instead of aqueous medium, we not
only observe a higher stability of CdTe QDs in the presence of sulfide ion, but also
observe hole transfer between CdTe QDs and sulfide ion. However, the high
viscosity of ILs compared to conventional solvents limits the charge separation
process between the QDs and electron/hole acceptors. This is a serious problem for
the development of solar cells using these promising materials. We consider design
and development of new ILs with low viscosities and study of the charge
separation dynamics between the QDs and molecular systems are key to expand

the scope of their utility in real world applications.

As discussed earlier, majority of QDs applications ranging from
photovoltaics to light-emitting diodes are related to their luminescence. However,
synthesis of these materials with high emission quantum yields is still a challenge.
The trapping of photo-generated carriers by surface trap states of the QDs is one

factor which leads to their non-radiative recombination. Passivation of this surface
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trap states by capping the QDs with ligands is one of the possible routes by which
the non-radiative recombination of the photo-generated carriers can be reduced.
Though we are successful in enhancing the emission quantum yields of the CdTe
QDs by using appropriate capping agents employing a different synthetic
approach, complete passivation of these QDs surface states is not achieved.
Therefore, further studies on exploration of novel synthetic routes and appropriate
capping agents, which completely passivate the trap states of the QDs and increase

their radiative recombination, are necessary.
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