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ABSTRACT

A CGeographical Information System (AS is a systemused for
collecting, storing, retrieving, transformng, and displaying
spatial and non-spatial data about geographi cal objects. Need was
felt to use nmathematical nodels, or expert system in order to
solve environnental, socio-economc tasks, by mnmaking use of
spatial and non-spatial data in AS So, Artificial Intelligence
(A) is being used in deriving decision support systemwth QS
acting as spatially oriented database. In this dissertation, A is
used for solving three tasks which are relevant in the context of
AasS arena.

An Evidential reasoning technique is developed in this thesis
to reveal the information content of a target scene, using
mul tiple sources of information. To deal with uncertain, inprecise
information, multiple sources of information viz,, toponaps,
aerial photographs, satellite images, geologists know edge which
constitute possibilistic information, is to be conbined wth
probabilistic information of a target scene and Evidential
reasoning is to be perfornmed by noving through franes, converging
on spaces where target questions can be answered, by naki ng use of
vari ous evi denti al operators such  as gi sting, f usi on,
sumari sation etc., depending on the structure of the evidence
domai n, to identify features on the target scene. The
know edge-base or gallery is a body of evidence is a collection of
franes and conpatibility relations anong them and act as an
intelligent tool. Basic elenents |ike Tone/ Gol our, Texture, Shadow

etc., are used in case of satellite inmage to establish gallery for



identifying features |like planar surfaces, nountains etc., on a
target scene. Evidential reasoning is applied in a typical case
study usi ng geol ogi sts know edge, for identifying geonorphol ogi cal
features in topomaps and satellite images. Certain types of
features whose presence or absence supports the presence of

certai n geonor phol ogi cal features. The franes include the list of

feat ures to i dentify, dr ai nage, area etc.. Var i ous
geonor phol ogi cal features to identify are nountains, irregular
hills etc..

Due to changes taking place in environment, there is a
necessity for inmage to nmap registration of spatial objects of a
typical map with the sane portion of a satellite inage, which wll
enable to have latest information about spatial objects in the
map. In this process map updation, image interpretation, and data
acquisition tasks are acconplished. A |ogic-based approach is
devel oped for the purpose of inmage to map registration. Spati al
object details are arrived by digitization process. Spati al
objects chains and regions are considered. Spatial relationships
|ike tee, chi, bounds etc., are arrived using various |ogics.
Axiom set is built using "Prolog" by making use of information
about spatial objects, spatial relationships anong spatial
objects, and rules applicable in a real world scene like rivers do
not cross each other, shorelines form closed |oops etc.. The
possi bl e conbi nation features i.e., spatial reasoned details which
are generated and proved "true" in the "Prolog" program or

know edge-base are used for inmage to nmap registration. There is



likely of arriving at a single interpretation if nore facts are
added to know edge- base.

An (bject-Oiented gateway to AS is designed in this thesis,
which consist of object-oriented frontend and graphical wuser
interface. (hject-Oiented data nodel has features of traditional
dat abase system senantic data nodels and object-oriented
pr ogr amm ng. Features of object-oriented programmng includes
conpl ex object, object identity, class and net hods, encapsul ati on,
I nheritance and extensibility. Geonetric entities are conplex in
nature and inherit features of other entities. Mdelling of
structural objects, integration of efficient access nethods, use
of proprietary QS database have resulted to use object-oriented
DBV for QS databases. So, object-oriented QS supports class
hi erarchy, behavioral object orientation, and structural object
orientation. The appr oach fol | oned I ncl ude provi di ng
object-oriented frontend whi ch uses object-oriented data nodel | i ng
concepts which the underlying QS lacks. The object-oriented
features are augnented to AS by the frontend. Underlying AS is
used for data nanagenent. The first phase of object-oriented
design is analysis, which include object-oriented concepts
I ncl usi on, establishing graphical user-interface (GJ), providing
communi cation between AS and frontend via parser and high | evel
abstraction for an application by providing 'schena-buildi ng
facility. System design describes the approach to solve the
problem and has four sub-systens viz., schema nanager, class
nanager, object nmanager and system nanager. During object design

various objects are designed wth enphasis on data structures and



algorithns to i npl enent each class by naki ng use of anal ysi s nodel
and strategies of systemdesign. The |ast phase in object-oriented
design is inplenentation in which classes and relationships
described are translated in to progranmng |anguage, database.
System manager receives requests from object manager, schena
nmanager, and transaction part and are transfered through parser to
AdS The replies fromAS are communicated to object manager and
schema manager. To reduce training effort on the part of QS user,
AQJ is provided by which graphic objects can be dragged, scroll
bars can be scrolled etc., and interaction wth objects is by

nmaki ng use of poi nting devi ces such as nouse.
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CHAPTER- |
1.0 Introduction and Overview
1.1 Spatial information:
Snce the introduction of conputers four or five decades

ago the neaning of the word conputation has kept expandi ng,

wher eas conputation traditionally wth nunbers, today we
routinely conpute pictures, texts and many other types of
objects. Wen classified according to the types of objects
bei ng processed, three types of conputer applications stand

out as having shaped the devel opnent of conputer science.

The first generation involved nunerical conputing, applied
mainly to scientific and technical problens. Data to be
processed consisted alnost exclusively of nunbers or, set of
nunbers with a sinple structure, such as vectors and natrices.
Prograns are charecterised by long execution tine but small sets
of input and nany new nunerical algorithns, were invented. Lasting
achievenents of this first phase of conputer applications include
systematic study of nunerical algorithns, error analysis, the
concept of programlibraries and the first high |evel progranm ng
| anguages i.e Fortran and Al gol.

The second generation, hatched by the needs of commerci al
data processing, led to the developnent of mnany new data
structures. Business applications thrive on record keeping and
updati ng text, processing and report generation: there is not
much conputation in the nuneric sense of the work, but a lot of
reading, storing, noving and printing of data. In other words,

these applications are data intensive rather than conputation
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intensive. By focusing attention on the problem of efficient
nmanagenent of large, dynamcally varying data collections, this
phase created one of the core disciplines of conputer science:
data structures and corresponding al gorithns managi ng data, such
as searching and sorting.

VW are in a third generation of conputer applications,
domnated by conputing wth geonetric and pictorial objects. This
change of enphasis was triggered by the advent of conputers wth
bit map graphics. In turn, this leads to the w de spread use of
sophi sticated user interfaces that depend on graphics, and to a
rapid increase in applications such as conputer aided design
(CAD , | nage processing and pattern recognition (in nedicine,
cartography, robot control) that deal wth data enbedded in space.
The young discipline of conputational geonetry has energed in
response to the growng inportance of processing of geonetric
objects and a variety of spatial data structures have been
designed to support the kind of proximty based access that
dom nat ed spatial data processing.

At the risk of over sinplification, the domnant inpact on
the devel opnent of data structures [9 due to these three phases
are as foll ows:

1. Arrays for central nenory, single key sequential files on
ext ernal storage nedi a.

2. List structures, prinary bal anced trees for single access,
both for central nenory and disk. Inverted files, based on the
concept of one prinmary key and a nunber of secondary keys, provide

an expensive formof multi-key access.



3. Milti-key access structures that treat all keys in a
symmetric manner, in particular netric data structures that
organi se the cartesi an product space in which objects to be stored
are enbedded.

1.2 Characteristics of spatial data:

A spatial data nodel [14 1is a collection of well defined
concepts to express both static and dynamc properties of data
intensive applications. Static properties are spatial objects,
attributes and relationships anong spatial objects. Dynam c
properties are operations on spatial objects and relationships
anong operations etc.. Satic properties are expressed using
dat abase schena, dynamc properties are specifications of
transactions and query |anguage. The standard approach for spati al
data nodeling is to nodel spatial and non-spatial data separately.
So the data nodels are required to represent spatial information,
rel ati onshi ps of spatial objects and support spatial operations on
the spatial objects.

The characteristics of spatial data structures have evol ved
in response to novel requirenents [40] that distinguish spatial
data fromother kinds. The two nost inportant characteristics are:

1. (bjects are typically not accessed via a unique identifier
such as a part nunber, but because they lie in or near sone region
of space.

2. (bject representation is an integral part of the data
struct ure.

If we only had to store points in space, the tuple (X,vY,2)



of coordinates would nake a point behave |like the keys of any
other kind of data stored. But spatial data applications introduce
not only points, but nany kinds of primtives (such as |ine
segnents, triangles, aligned rectangle etc.), and conposite

obj ects nmade up from these primtives. bjects typically overlap

cell boundaries introduced by the data structure, and the
difficult question "where 1is an object anchor ed?" S
characteristic of spatial data. The sane spatial object wll be

treated in different ways in different applications. The sane
spatial object content can be used differently at different
periods. Spatial object view of one person nmay be different from
others. The semantic nmeaning to spatial object and relationships
will change fromuser to user for using themin respective area of
work. There are no standard techniques for standardising spatial
obj ect contents.

It took time to recognise the inpact of the unique
characteristics of spatial data on data structures that handle
them efficiently. In the 1970s and 1980s, the database comunity
| unped every kind of data other than fixed format records (text,
pictures, voice and spatial data). It was felt to extend
rel ational database technology, wth its sinple conceptual
structure, to handle all kinds of data. However, relational data
s not just a way to represent data, it also inplies or suggests
certain access algorithns that are particularly efficient on data
naturally represented by rows and colums. Indeed, mnuch busi ness
data is of tabular formthat lends itself to such regul ar access

patterns. However, if spatial data is tried to be represented in



tabular form for exanple by introducing relations polyhedral
faces, edges and vertices, two harnful consequences foll ow

First, geonetric proximty is not reflected by proximty in
nmenory. In the exanple above, all vertices no matter how far
apart in space are stored contiguously in the sane relation,
whereas a vertex and its incident edges and faces are scattered
all over the storage. This have grave consequences when data is
stored on disk where instead of accessing one entire object as
unit we nay have to gather bits and pieces of this object in nmany
separate di sk accesses.

Second, the enbedding space is not directly represented, but
only indirectly through objects that may happen to be there. For
exanpl e, the query find an enpty region of a given size and shape
is ankward and inefficient to answer if the data structure only
knows explicitly about objects and not about cells (enpty or
i nhabited) of a space partition that exists independently of the
obj ects present.

As these lessons are slowy learnt, a variety of spatial data
structures energed over the past two decades that specifically aim
to represent euclidean space as well as the objects that nay

inhabit it.

1.3 Geographical information system (G9:

A geographical information systemis a set of conputer tools
for collecting, storing, retrieving, transformng and displ aying
spati al data about geographi cal objects and non-spatial attributes

of these objects. Geographical objects include natural phenonena



(such as | akes, rivers and forests), mnan made structures (such as
dans, buildings and hi gh ways) and other conveni ent objects that
may define the location and extent of a geographi cal phenonena
(such as a particular soil type),

A spatial information system [36 is a special kind of AS
and may be viewed as a database system in which nost of the data
are spatially indexed and upon which a set of procedures operates
in order to answer queries about spatial entities represented in
the database. Spatial characteristics are to be included in
Geographical Infornmation System (QS in order to answer queries
i nvol ving geonetri c procedures.

Spatial data specifies the location and relative positions of
objects. A vector representation uses points, lines and areas or
polygons and a raster representation uses an (X,y) [19 grid to
define the spatial |ocation and-relative position of objects.

Non-spatial attributes, such as the assessed value of a
building, the acidity level in a lake or the soil strength of a
particular type of soil, are associated with objects. In a vector
based AS, non-spatial attributes are associated with a point,
line or polygon used to represent the object of interest. In a
raster based AS non-spatial attributes are associated wth a
grid cell. Agroup of grid cells representing a particular type of
soil can be considered an object in the sense that spatial
informati on and non-spati al attributes are stored in separate
dat abases within the AS The database allows the attributes to be
queried and objects associated wth the attributes to be

di spl ayed. Selective display of features is a major capability of



a AaS and distinguishes a AS from a conputerised map. This
relationship between objects and attributes gives AS powerful
capabilities for anal ysing natural resources problem

In the conventional information systemwhere the infornation
is retrieved from relational tables using certain sinple |ogical
operations controlled by relational algebra or, calculus, whereas
in a @S the information is not available explicitly and is
required to be conputed by the help of certain algorithns. It is
worthwhile at this point to note the structure of a
know edge- based system where the inplicit information is derived
by the help of certain inference fromthe explicit information in
conjunction with the domai n know edge. Know edgebase QS ains at
providing a franework in which explicit information can be
retrieved from the database, the inplicit infornation can be
obtained by proper conbination of two processes, one is the

conputation and the other is derivation.

1.4. Conponents of AS
The conponents of a AS include data collection, data

managenent, retrieval, transfornation and display [39].

1.4.1 Data collection:

Data collection deals wth objects and attributes.
Infornation on objects is gathered by scanning or, digitizing
existing maps, from aerial surveys, renote sensing and ground
survey data. Capturing spatial data in a format suitable for @S
that are cartographically and topologically correct is a tedi ous

task. Spatial data building requirenent add conplexity to data



managenent. Attribute data may be gathered about spatial objects
from a nunber of sources.

1.4.2 Data managenent:

The data nanagenent conponent of a AS involves the storing
of spatial data and attribute data about objects. Separate
nmechanisns are used to store the spatial and attribute data.
(bjects have a spatial dinension and require spatial handling
systens that are designed for spatial data representation and
mani pul ation. Spatial data structures can be organised around
grids (rasters) [19] or vectors (topological) forns. (bject
attribute data is nornmally managed using relational nodel. The
attributes for an object are contained wthin a tabular structure
and given a unique identification (1D, object is stored using
the sane unique ID, so that spatial and attribute data associ at ed
with an object can be related to the object wth this ID bject

spatial data and attribute data are stored separately.

1.4.3 Retrieval:

The retrieval conponent deals with selecting objects based on
spatial data or, attribute value. Mich of the spatial analysis
capability of a QS is contained in this conponent. For exanple, a
user of a AS nay derive to find all objects that are wthin X km
of a given position and have a particular value for an attribute.
To be nore concrete, assune the user of a QS wants to determne
the assessed value of all comercial buildings Iocated wthin the
flood plain area as determned by a water surface profile nodel.

Hrst, assumng that commercial buildings are objects included in

8



the AS database, a search can be perforned to determ ne which
comnercial building objects are located within the confines of the
flood plain. The query would require a point in polygon analysis.
The relational database nmanagenent system can then be queried to
find the assessed value attribute of the comercial building
objects that were identified as being in the flood plain and

calculate the sum of the assessed val ue.

1.4.4 Transfornation:

The transfornation conponent allows dSs to create new
information by conbining object and attribute data into a new
confi gurati on. The transfornation conponent gives dAS the
capability to create new infornmation by conbi ning spatial objects
based on the value of attributes. Each layer of infornation
dependi ng upon single attribute will be stored. Such multiple
| ayers of attributes infornation will be available in AS Spati al
anal ysis capabilities in these conponents allow AS, to conbine
information from different l|ayers to create new layers of
information. This capability separates AS from nmanual maps or

di gi tal nappi ng procedures.

1.4.5 DO spl ay:

The display conponent provides spatial representation of
geogr aphi ¢ conponents and textual lists of attributes. The display
conponent can selectively display objects and attributes based on
the results of a query as opposed to a static map or list. This
dynamc capability allows AS greater flexibility in displaying

spatial and attribute infornation.



1.5 S features:

The retrieval and transfornmation of data in AS are done wth
a primary and conpound tools. The prinary transfornmation tools
include sinple spatial analysis tools, such as distance between
objects and point-in-polygon operations, database queries arid
bool ean nani pul ations of data layers. Mst ASs use only prinary
transfornation tools when nanipulating features and attribute
dat a.

Conpound transformati on tools include nmathenati cal nodels or,
expert systens [42] that can operate on and interact w th object
and attribute data to produce new infornmation. A conpound
transformation tool exanple would be the use of a nathenatical
nodel for determning the extent of flood plain. Geographic
information systens (GS) offer spatial data nanagenent and
analysis tools that can assist experienced and skillful users in
organising, editing, analysing and displaying positional and
attribute infornmati on about geographical data. As yet, ASs offer
little nodeling capability wth nost offering only prinmary
nodeling tools such as mnap-overl ays and buffering. This 1is
especially unfortunate in the context of natural resource planning
and managenent, because nathematical nodels are inportant tools
for analysing these issues. The nodels provide insight into the
probl ens by representing physical, environnental, economc and/or
social processes. These nodels include simulation nodels where
these processes are similated to test alternative scenarios and
opti msation nodel s where objects are specified and paraneters are

adjusted to neet the objectives. However few such nodels have a
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wel |l developed capabilities to analyse and display spatial
information. Many nodels work around the spatial aspects of a
probl em by sinplifying assunptions and paraneterization. dearly,
AS applications could benefit from nodeling capability of
these nodels, and these nodels could benefit from the spatial

analysis and display capability of AS

1.6 Expert system :

Qowng interest to store, retrieve and nani pul ate synbolic
data along wth attribute data led to the devel opnent of various
techniques for solving varieties of problens which will arise to
different spatial information systens. This idea is responsible
for devel opnent of expert systens or know edge-based systens [37].
Expert Know edge is a collection of principles and procedures used
by hunman experts in solving a certain donmain of problens which are
conplex and ill-structured. Know edge is represented using | ogic,
production rules, senmantic nets and franes etc..

Semantic nets, franes are declarative nethods in which
know edge is represented as a static «collection of facts
acconpanied by a snall set of general procedures for mnani pul ating
them In procedural nethod the bul k of know edge is represented as
procedures for using it for systens using probabilistic, default
and heuristics. In sone applications declarative and procedural
met hods of know edge representations are conbined. The nain goal
is to select a right nethod that allows all the know edge to be
represented and that facilitates its use in solving a task at

hand. The search in know edge-base is done by using inference
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rules. Interactive nessages are al so possi bl e.

1.7 Expert database systens []1]:

An expert database system involves a conbi nati on of database
nmanagenent system and expert System (ES. The Expert System is
used to performintelligent processing of information being stored
in a Data Base (B . So expert database systemcan be defined as
a system for devel oping applications requiring know edge directed
processing of shared information. The user wll access expert
dat abase systemvia expert system interface.

The categories of expert database system are given here.

1.7.1 Intelligent database:

In the first class of systens, involving ES-DB interaction,
set of routines are used to arrive at a particul ar conponent of DB
resulting in an intelligent- database. The purpose of intelligent
database is to inprove both efficiency and functionality of the
DBVMB. Efficiency can be achieved by query optimzation. Al
techniques are available for handling inconplete data to get

mul tiple user views to inprove the functionality of the system

1.7.2. Enhanced expert system

Systens using the enhanced expert system (BES  approach
I ncorporate extended data nmanagenent facilities into ES e way
Is to extend the programmng |anguage in which the ES is witten
and another way is to either down |oading the data as a snapshot
to ES from the database prior to the working wth ES or the

system can be integrated in which case there is a dynamc link
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bet ween them and data is retained.

1.7.3. Inter systemconmunicati on:

The two systens ES and DB are allowed to exist as i ndependent
systens and provide the sane form of conmuni cation between them
An i ndependent internedi ate system can be introduced in between ES
and DBM5 to provide the interaction between them The prinary
concerns are secondary storage search pattern for database

nanagenent system and the search cycle of expert system

1.7.4 Deductive database managenent system (DDBMS) [24]:

The DOBMBs are inportant |inks between conventional databases
and fact and rule base know edge nmanagenent. Logic provides sone
of the powers of deductive database managenent system Typi cal
dat abase contributors are the notion of the schena, the autonmatic
nmai ntenance of integrity constraints and the concern about

efficient secondary storage nanagenent.

1.8 Reasoni ng:

Inferring new i nformati on from avail abl e know edge or provi ng
an information in the set of knowedge is called reasoning. An
efficient reasoning systemnust reveal the infornmation content of

an observed event based on avail abl e know edge.

1.8.1 Reasoning using logic [12]:
Know edge is represented in the | anguage of logic as a set of
formulae (axions). Reasoning in this context is the nethodol ogy

used to prove any fornula or predicate (expressed using logic) in

13



the avail abl e know edgebase. Mat ching and substitution are the
processes involved in proving a predicate which will be given as

goal statenent. Resolution which attenpts to show that the
negation of a statenment produces contradiction is also used in
order to prove the statenent.

Systens devel oped using logic are nonotonic in nature in the
sense that the nunber of statenents can be added and new | ogics
can be proved, but this wll not cause earlier statenents or
predicates invalid. Logic programmng is based on procedural
interpretation of set of clauses. It executes procedure calls |eft
to right and tries alternative procedures once at a tine. Oder is
decided on the way they are witten. Logic databases can deal wth
inconplete information using disjunction and existential
quantifiers without relaxing the underlying fornmalism Selective
back tracking, |oop detection, limted use of bottom up execution
are sone control nethods. Recursion can be conveniently used in
| ogic databases. Free variables are instantiated during the
process for evaluating a true interpretation. The query to be
proved in |logic database nmust be a |ogical consequence of the set

of cl auses.

1.8.2 Reasoning using rules [7]:

Rules are used to represent strategies or directives. |In a
rul e based expert system the know edge is represented as sets of
rules that are checked against a collection of facts about current
situation. Wen the |IF portion of a rule is satisfied by the
facts, the action specified by the THEN portion is perforned. Wen

this happens the rule is said to execute or fire. The action taken

14



when the rule fires may directly provide the needed result or nmay
nodi fy the set of facts in the know edgebase (ex: adding a new
fact).

The matching of IF portions of rule to the facts will produce
i nference chain. The two ways in which rules can be used in a rule
based expert system are forward chaining and backward chai ning
reasoni ng techniques. In forward chai ning reasoni ng techni que the
search for new informati on proceeds in the direction of the arrows
separating the left hand and right hand sides of the rules. The
system uses information on the left hand side to derive
information on the right.

If the goal is to infer one particular fact, forward chai ni ng
reasoni ng techni que could waste lot of tinme and backward chai ni ng
reasoning mght be nore effective. The difference in these two

approaches is the way the facts and rul es are searched.

1.8.3 Reasoning using frames and senmantic nets:

Herarchically structured know edge can be represented in
frames and senmantic nets. DOstinct types of know edge can be
easily distinguished and handled, and explicit hierarchical
organi sati on of know edge is obtained. Inheritance is one nethod
used for inference purpose. For non-trivial applications it is
necessary to use a rich frame formalism including procedural
conponent s. Franes can be developed to invoke rules or horn

cl auses al so.
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1.8.4 Nonnonotonic reasoning [§:

Sonetines the information gathered or arrived 1is not
sufficient to neet the needs of the users for reasoning purpose*
The addition of one piece of information nmay force the del etion of
another i.e., statenents that are derived in this way depend on
the lack of belief in certain other statenents. Sone concl usions
can be made as long as no contradictory evidence is present. The
construction of these conclusions is known as default reasoning
[35]. Autoepistemc logic [23] using belief values and ignorance
using self knowedge also come under this. Goncl usions are
assuned to be tentative. It may have to be retracted after new
information is added. As nonnonotonic reasoning systens require
additional information for proving theorens based on changes which
nmay take place fromtine to time, storage space and processing
time wll be nore when conpared to nonotonic systens, where

t heorens once proved need not be verified again.

1.8.5 Reasoning under uncertainty [17]:

For Al systens to produce adequate assessnents of the state
and behavior of the real world, they nust cope with infornation
and know edge that is characterised by varying degrees of
uncertainty, ignorance and  correctness. Thus in any
know edge- based system the inportance of the know edge
acqui sition and the organisation of the required know edge can in
no way be over enphasised. S mlarly, reasoning process using the
know edgebase is another inportant conponent in any successful

know edge- based system The managenent of uncertain infornation in
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the first generation expert systens, when addressed at all, has
|largely been left to adhoc nethods. This practice has been
effective only because operational expert systens nornally assune
that the knowedge is conplete, precise and unvarying. This
fundanental assunption is a principal source of limtation. The
uncertainty in know edge arises out of two phenonena:
1) subjectivity of observation
2) inconpl eteness in know edge

For exanple, consider the rule if the object |ooks red then
the object is red. There is sone kind of uncertainty in saying
that the object looks red. This rule can also be defeated as it is
not always true that only objects looking red are actually red.

The existing approaches to represent uncertainties can be
subdivided into two basic categories according to their
quantitative or qualitative characteristics. There are three
di stinct approaches of qualitative nethods, which differ in the
semantics of their nunerical representation, nanely:

single valued (ex: classical probability theory,

Bayer's rul e)

interval valued (ex: Denpster shafer theory,

evi denti al reasoni ng) and

mul ti-valued (ex: fuzzy |ogic theory)

1.9 Evidential reasoning [29] [33]:
Evi denti al reasoning supports reasoning with interval val ued
uncertainties using knowedge from nultiple sources. The

know edgebase nodule can be interfaced to any AS or, inage
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processing systens. In fact it provides a tool for know edge
representation where the independent pieces of know edge are
expressed by a network that describes the interrelationshi ps anong
several bodi es of evidences.

The choi ce of an approach based on the Denpster-Shafer theory
was not arbitrary. It is established that this theory confers
i nportant et hodol ogi cal advantages, such as its ability to
represent ignorance in a direct and straight forward fashion, its
consistency wth classical probability theory, its conpatibility
w th boolean logic and its nanageabl e conputational conplexity.

Evidential reasoning is used to assess the effect of all
avai | abl e pi eces of evidence upon a hypothesis, by naking use of
domai n specific know edge. In order to apply evidential reasoning
to a given task, the first step is to delimt a prepositional
space of possible situations and in the theory of belief functions
this prepositional space is terned as the frame of discernnent. A
franme of discernnent delimts a set of possible situations exactly
one of which is true at any one tine. Ohce a frane of di scernnent
has been established, prepositional statenents can be represented
by subsets of elements from the frame corresponding to those
situations for which the statenents are true.

Domain specific know edge is defined in terns of
conpatibility relations that relate one franme of discernnent to
another. A conpatibility relation describes which elenents from
two franes can simultaneously true. Various evidential operators
such as fusion, summarisation, discounting, translation, gisting,

and interpretation are used depending on the structure of evidence
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donain, to assess evidence by operating on evidence domain. The
evidential reasoni ng approach focuses on a body of evidence which

IS a collection of interrel ated beli efs.

1.10 Motivati on:

More recently expert systens and Q@ Ss have been conbined to
provide distributed, know edge-based design and analysis tools for
use in environmental and natural resources planning. Robinson et
al [4], provided a review of expert systemapplication in AS and
conclude that lack of tools for building expert systens and
formalismin @S are substantial obstacles to the devel opnent of
| arge scale integrated expert QS application. The najor areas of
interest in expert AS reviewed are nap design, terrain analysis
and geographi c database nanagenent. Kofran [22] reviews the
literature related to Artificial Intelligence (A) and @S and
finds that there has been very little use of A in 4ds
applications, but that many developers are interested in the
possibilities of such integrated software systens. Two naj or uses
of Al related to A S are di scussed.

1) Al as an analytical tool integrated into QS

2) Know edge-based @S where Al plays a predomnant role in

deriving a decision support systemwith QS acting as
a spatially oriented database.

The latter node of application, which places Al techni ques at
the center of the problem solving nethod and GQS in the position
of spatial data analysis and managenent is the type of system

described in the dissertation.
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1.11 Aim of the dissertation:

Al is playing a predomnant role in AS arena and it is being
used as a problem solving technique. In this dissertation Al is
used in solving tasks with respect to three areas which are
relevant in the context of GS They are described bel ow as three
ains of this thesis.

The first aimof this dissertation is to design an evidenti al
reasoni ng nethodol ogy for revealing the infornation content of a
target scene. In this process features |ike nountains, donal
hills, plateau etc., can be known on the scene. For this purpose
know edge is represented in the formof a gallery of frames and
conpatibility relations anong franes which delimts the space of
possibilities. The know edgebase is a body of evidence which is a
collection of inter related beliefs and act as an intelligent
tool. As the infornmation is not clear and anbi guous, the reliable
information obtained already is to be linked wth puzzling
features, and evidential reasoning is to be carried out by novi ng
through franes in the gallery by establishing paths convergi ng on
spaces where target questions are answered using various
evidential operators such as fusion, sumnmarisation, gisting etc..

The second aim of this dissertation is to develop a
nmet hodol ogy for solving inage to nmap registration problem The
infornmation content in a map may not be fully true due to changes
taking place in environnent to various inage primtives. So, the
characteristics of various features of inage primtives present in
an inage are to be properly registered to map primtives of

the relevant nap. In this process inmage interpretation, map
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updati on, and data acquisition tasks are sol ved.

The final aimis to design an object-oriented gateway to
existing AS which includes object-oriented frontend to existing
AS (as it is much better if existing AS is converted to
object-oriented AS (G339, as developing AO3S is costly), SO
that a fully functional, flexible, user friendly and application
I ndependent QS can be established by nmaking use of benefits of
senmantic data nodelling concepts such as aggregation and
generalisation, object-oriented programmng features |ike object,
cl ass, pol ynorphism encapsulation etc., apart from traditional
dat abase features such as persistence, sharing etc., and providing

graphi cal user interface (GJ).

1.12 Present work and organi sation:

The present work and organisation is described in the
fol | ow ng par agr aphs.

The first chapter titled "Introduction and Qvervi ew
starts wth explaining about evolvenent of spatial infornation
finally explaining about the present day tasks which invol ves bit
map graphs. In the next section the characteristics of spatial
data are explained in which the inportance of spatial data
nodel | i ng, its concepts are described, highlighting the
deficiencies to represent spatial data in tabular form

A @S is a set of tools for collecting, storing etc., of
spatial and non-spatial data about spatial objects and spati al
database is a special kind of AS is described along wth

conponents of AS viz., data collection, data nanagenent.
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mani pul ation etc.. The next section deals wth features of AS
which include wuse of primary and conpound tools for retrieving
and transfornmation of data in QS The definition of expert
system expert database system and deductive database nanagenent
system are explained next. The purpose of reasoning, reasoning
using logic, reasoning using rules, reasoning using franes and
senantic nets etc., are described in subsequent sections of
chapter |I. The sections follow ng this explains about nonnonotonic
reasoni ng, reasoning under uncertainty, and evidential reasoning.
The notivation in taking up solving the tasks in this dissertation
using AL as a problem solving nethod and QS in the position of
spatial data analysis and nmanagenent is described in the next
section followed by aimof the dissertation viz., reasoning using
multiple sources of information, inage to map registration
probl em design of an object-oriented gateway to A S

Chapter Il deals with reasoning using nmultiple sources of
information. It starts wth ‘'Introduction' to this chapter.
Meani ng of spatial reasoning, definition of spatial reasoning by
various authors, earlier work on spatial reasoning viz., algebraic
approach to spatial reasoning, design of fuzzy |ogic based expert
system intelligent AS, and logical frame work are explained in
t he subsequent sections of chapter II. To deal with inprecise,
uncertain information, nultiple sources of infornation viz;
t opomaps, aerial phot ographs, geol ogi sts know edge etc., are to be
properly nmerged with the probabilistic information of the target
scene and reasoning has to be carried out using this infornation

to identify various features on the scene. The know edgebase w ||
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act as an intelligent tool. Know edge is represented as a gallery
of franes and conpatibility relations anong franes that delimts
the space of possibilities. This know edgebase or gallery is used
to reveal the information content of a scene. S0, the need for
evidential reasoning is explained in the next section. The
architecture and block diagram is shown in the next section.
Details of terns used in this chapter viz., frane of discernnent,
basic probability assignnent, belief function, focal elenent are
expl ai ned in the subsequent section.

Next secti on deal s W th i npl enentation details of
evidential reasoning. The framework for inplenenting, involves
specifying a set of distinct prepositional space (frame of
discernnent), arriving at conpatibility relations, assigning a
quantitative belief for the prepositional space, and reasoni ng by
establishing paths for these bodies of evidence to nove through
franes using various evidential operators (summarisation, gisting,
fusion etc.) converging on spaces where target questions are

answered. The nmaj or steps invol ved are know edgebase creation and

reasoning. The next section of chapter-11 deals wth building
know edgebase. Franes wth conpatibility relations anong them
constitute a gallery or know edgebase. The steps involved in
creation, nodification etc. , of gallery or know edgebase are

viz., create a gallery, update a gallery, work as a pre-defined
gallery, delete a gallery. The reasoning for identifying features
of a scene using the possibilistic information in the gallery and
probabilistic infornation in the target scene is described in the

next section. The basic elenents |like tone/colour, texture, shadow
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etc., aid in identification of features on satellite inages are
descri bed. The options avail abl e for evi dence donai n, and types of
evi dences are al so expl ai ned.

Denpster's rule, optimstic rule of conbination, Bayesian
approxi mation, Barnett's technique for singleton hypotheses etc.,
algorithns are used while using fusion operation operating on the
way the evidence domains and evidences are used. A case study of
evidential reasoning by making use of expert's knowedge is
described in the next section in order to identify the feature
information on toponaps and satellite inages. Var i ous
geonor phol ogi cal features to be identified are nountains,
i nsel bergs/born hads, irregular hills etc.. GCertain types of
features whose presence or absence in toponap or satellite inage
supports the presence of certain geonorphol ogical features.
(eol ogi sts who are experts in this area provide the infornation,
which consists of features in topomaps and correspondi ng
hypot heses (eg: closely spaced contour lines, wdely spaced
contour lines etc.), features from FOC i mage (tone is |ight grey,
tone is dark grey etc.) wth correspondi ng hypot heses, features
fromband-4 inmage (uniformtone with texture, grey tone etc.) wth
hypot heses and sone nore evidences supporting geonorphol ogi cal
features. Then this information is organised suitably to build
know edgebase or a gallery which consists of frames and
conpatibility relations. Aternative way is described in next
section in wihich frames are described with each frame for one
feature such as sand, sand dunes etc., and are used to identify

features. Sand (s1,S2) is a frane where s; indicates vast areas of
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| ight to nediumyellow tone on FOC and s, indicates absent of vast
areas of light to nedium yellow tone on FOC Conpatibility

relations for each frame wth hypotheses are described in the next

secti on.
Chapter Ill discusses the image to nmap registration probl em
It starts wth 'Introduction' to the chapter. In this chapter,

| ogi c based approach is followed for the purpose of inage to nap
registration. The map nay not contain the latest information, due
to changes taking place to the the geographic features. S0, need
is felt to register the characteristics of a typical feature in
image with same feature in a map which helps in arriving at
correct inferences frommap. Al so interpreting an inage from the
bare lines present on it, play a crucial role in order to perform
spatial reasoning, for exanple to know all roads leading to a
certain destination. Logical formulation is explained in the next
section. Spatial objects viz., chain, region and spatial
relationships tee, chi, interior etc., anong various spatial
objects can be arrived using various logics is described in the
next section. The various facts in real world scene i.e., rules
that are applicable in real world scene, such as rivers do not
cross each other, rivers can not form closed |oops etc., are
expl ained. Axiom set building which constitute various spatial
objects and their relationships and rules applicable in real world
scene is described in next section. The inplenentation details are
described next. The possible conbinations of features are
generated and used as goal statenents in the prolog program (facts

(spatial objects and spatial object relationships) + rules) in
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order to check the feasibility. The interpreted features set
proved 'true’ in the prolog program are updated in to a dynamc
dat abase and there is likely arriving at single interpretation if
nore facts are appended to the fact set in the know edge base.
These spatial reasoned infornation is used for map updation, i nage
Interpretation, and data acquisition purposes. Steps followed for
spati al reasoning are described next. They are defining
processi ng/mapping rules to check feasibility, input the i nmage
primtive coordinates or digitizing the inmage, arrive at I nage
object relationships, generate all possible spatial reasoned or
interpreted details, and test the feasibility of wvarious
conbi nations and output the results. Gonclusions are described in
the last section of chapter-111.

Chapter |V deals with devel oping an object-oriented gateway
to existing AS This chapter deals wth the theoretical basis
giving details of object, object identity, class, polynorphism
etc.. The need for yject-OQiented AS (AXES is explained.
Ceonetric entities are conplex structured in nature and posses
inherited features of other entities. Integration of efficient
access net hods, nodelling of structural obj ect s, use of
proprietary AS database resulted to use object-oriented DBVMG for
A S dat abases. (hject-Oiented AS supports class hierarchy,
structural object orientation which provide efficient neans to
nodel conpl ex geographi cal objects. Al topol ogical relationships
can be stored for each instance in object-oriented databases
(AB). Behavioral object orientation allows to facilitate

support of user defined data types and operators for a particul ar
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application. So, using object-oriented database design real world
nodel s of spatial phenonena in AS can be created, because it
offers sophisticated tools. The A0dS vs AS is explained in the

next section. The conparisons such as generic concepts, adhoc

query facility etc., are described. Large anmount of data from
multiple sources viz., satellites, ground observation, aerial
phot ographs etc. , is to be accessed, processed and transforned.

This necessitates need for cooperative environnent is described
next. Need for graphical wuser interface (GJ) to have user
friendly systemand to reduce training effort is explained next.

The (bject-Qiented data nodel (GOONV which uses traditional
dat abase features such as persistence, sharing, concurrency etc.,
senanti c dat a nodel | i ng concept s such as aggr egat i on,
generalisation along wth object-oriented programmng concepts
such as conplex object, object identity, <class, encapsulation
etc., is dealt in next section. Senmantic data nodels are expl ai ned
next, which have nore expressive power and nore powerful
abstraction over other nodels. Aggregation which refers to
abstraction r epr esent ed I n hi er ar chi cal structure and
generalisation refers to an abstraction enabling a class of
I ndi vidual objects to be thought of generally as a single named
object. dass hierarchy and inheritance is described. Because of
multiple super classes nmultiple inheritance and class lattice
exi st, and these features are expl ai ned.

Additional features of OQCDM are described. A conposite object
Is defined as an object wth a hierarchy of exclusive objects that

forma tree structure. The record of evolution of data type i.e..
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version control is another feature of OODOM (bject can have
different representations that are equivalent, and this feature is
available in QDM Data operations in QODM are dealt separately.

This includes schena definition, database creation, data retrieval

and data update. An interface |anguage can be used to perform
these operations. The two nethods for building object-oriented
databases (AOB) are extending a relational systemto support the
concepts of objects, and extendi ng object-oriented programm ng
| anguage to include persistence, sharing etc., features to
dat abases. In the next sections OCDM whi ch support construction of

conposite objects and support user defined types and operations
are di scussed.

Success of AS lies on, proper nodelling of real world
phenonmena and this is discussed in separate section. So the use of
accurate nodels and efficient access nethods are vital in
nodel i ng real world phenonena. D fferent approaches to QO3 S such
as the extension of an existing AS with OOOB functionality
(capture, analysis etc., features of spatial data are avail ed by
AdS, and storing managenent and other object-oriented features are
to be enhanced over existing AS, extension of an existing DBVB
by geonetric and geographi cal functionality.

Approach followed to QO3S is explained in next section and
this is an extension to an existing AS Uderlying AS is used
for spati al dat abase nanagenent. (hject-Qiented frontend
| npl enents the object-oriented nodelling capabilities. Parser is
responsi bl e for communi cati on between frontend and underlying AdS

The frontend wll augnent features of object identity, structure

28



etc., to the underlying AS Environnent is provided for schena
building and GJ (graphical wuser interface). In GQJ, graphic
objects can be dragged, scroll bars can be scrolled etc., and
pointing devices such as nouse can be used to interact wth
objects. The first phase in object-oriented design is analysis,
which is nothing but building real world phenonena nodel that
describes the objects, their relationships and dynamc flow of
control i.e., it is an abstraction of what the system shoul d do.
The next section is system design and during this phase overall
structure is determned by nmaking use of analysis structure and
proposed architecture. The third stage is object design uses
anal ysis nodel and strategies of systemdesign to arrive at design
of various objects and main enphasis is on data structures and
algorithns to inplenent each class. The Jlast stage in
object-oriented design is inplenentation in which object classes
and relationships developed are translated into programm ng
| anguage, dat abase or hardware inplenentation. A so GJ which act
as user friendly is provided, and this is also described in next
secti on.

The tasks of anal ysis phase are described in the next section
Vi z., object-oriented concepts inclusion, establishing GJ,
provi ding comuni cation between AS and frontend via parser are
described in the next section along with high l[evel abstraction
for an application by providing Schena building facility.
Qperations for nodifying a schenma are explained in next section.

They are gi ven bel ow
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1. Schema building: It includes organisation of entities (objects)
and definition of their properties for a particular application.
Concept of class is proposed to classify objects. Qperations which
can be applied in each object are also defined. dass hierarchy
i.e., super class-sub class relationships anong classes are to be
def i ned.

2. Schenma-nodification: It includes:

a. Qperations for class hierarchy viz: add a class, delete a
class, addi ng super/sub class rel ationships etc..

b. (perations for aggregation hierarchy viz: add attribute, change
nane, add/delete a nethod or operation etc..

c. Propagation of changes to class definition and object instances

3. Communication between the two layers (underlying AS and
schena): It is established by naking use of parser. System
manager is used for comnuni cation between the two layers. This is
described in the next section.

The next section discusses the system design aspects. The,
object-oriented nodelling capabilities are distributed anong the
four sub systens viz: schema mnanager, class nanager, object
nmanager and system nanager. Approach to problem solving is
sel ected in system desi gn phase.

Responsi bilities of four sub systens are described in the
subsequent sections. The major responsibilities of schenma nanager

are schena creation for each application, schema listing and view
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schema, conflicts resolving etc.. The responsibilities of class
manager includes class creation, view class or «class |ist,
nodi fying the class, and propagati on changes to object nanager,
respondi ng nmessages from schena nmanager. The responsibilities of
obj ect nmanager are creating objects, nodification and retrieval of
objects. Transaction includes analysis and query processing the
underlying AS wll provide. Mp nodul es consists of specifying
boundaries and objects in a map and using analysis functions |ike
add maps, cut or zoom etc. , present in the underlying GQS The
responsibilities of system manager is that it wll have overall
control and is described in the next section. The inportance of
parser is described. (bject design is the section which is a
mappi ng process i.e., the ideas, strategies and nodel s devel oped
earlier are napped on to objects, data structures and al gorithns.
(bject diagrans of (O Sschema, ASclass, ASobject etc., are
di scussed.

Finally in the last chapter (chapter-V), conclusions and
future directions are explained. The future directions includes:
1. Inclusion of additional features to identify geonorphol ogi cal
features using evidential reasoning |ike sub-ways, canals etc..
2. Inimage to map registration problemnore inage primtives |ike
culverts, railway lines etc., can be added, nore attributes |ike
| ength, region adjacent to which region etc., can be included in
i mage primtives, nore topological relations like points inside a
region can be added. These wll enhance the capability to

interpret nore features in a better way. bject-Qiented concepts

can be extended to know edgebase.
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3. In object-oriented gateway to existing AS,  equival ent object

concept i.e., to keep track of different representations of sane
object can be added, and client-server nodel which wll be
beneficial to AS can be designed wth little changes. In

client-server nodel a single server act as kernel which is rich in

functionality and wll be used by different clients working on

client-ASs placed w de apart.
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CHAPTER | |

2.0 Reasoning using nmultiple sources of information:
2.1 Introduction

Most of the AS applications require the reasoning task to
be carried out using multiple sources of information, as they w |
deal with inprecise, uncertain and inaccurate infornmation. Wen
the information of interest is clear and unanbi guous, single |ine
of reasoning can be &established and primtives are then
instantiated to arrive at solutions, over different situations.
In, sone application domai ns, conclusions can be drawn by Iinking
irrelevant and unrelated pieces of infornmation in certain ways.
Wien the information is not clear and anbi guous, it is necessary
to connect puzzling features observed on the scene with the
reliable infornation that has been obtained frommultiple sources.
Thus the knowedge is from nmultiple sources viz., aerial
phot ogr aphs, geol ogi sts know edge, satellite i nmages, ground
obser vat i on, Is a gallery of frames and conpatibility
relationships anong frames that delimts the space of
possibilities. In this process the evidences (nultiple sources of
i nformation) constitute know edgebase. Evidential reasoning [26
Is to be carried out using various evidential operators (gisting,
summarisation etc.) by noving through frames in the gallery by
est abl i shing pat hs convergi ng on spaces where target questions are
answered. The know edgebase represents a store house of the
| know edge primtives available to the systemwhich will act as an

intelligent tool.
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This chapter explains first about spatial reasoning and the
earlier work on spatial reasoning viz., A gebraic approach to
spatial reasoning, design of fuzzy logic for AS intelligent AS
and a logical franework. In subsequent sections the need for
evidential reasoning, definitions and terns used in this chapter,
the inplenentation aspects, and a case study by naking use of
evidential reasoning technique is described.

2.2 Spatial reasoning:

Reasoni ng procedure [47] which uses spatial and non-spati al
attributes, to know all the inplicit relationships along wth
explicit relationships is called as spatial reasoning. For
know ng inplicit relationships along with explicit rel ationshi ps,
the set of possible spatial objects wth their properties and
relationships are to be represented in a formal |anguage and
i nference procedures are used to performspatial reasoning. Each
spatial object is mapped into a distinct node in the network and
bi nary relationships (covers, disjoint, interior etc) anong them
are represented by the direction and the |abel of the edges. The
explicit relationships are represented and inplicit relationships
can be derived to have conpl ete know edge about spatial objects
which is of interest to a AS user.

The information content in the database about spatial
objects is extracted for use along with rule based systens for
spatial reasoning.

Spatial reasoning [30] is perforned for correctly unifying

remote sensing information with the existing AdS Spat i al
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know edge is also used to arrive at spatial information such as
distance, area, direction and hei ght

2.3 Earlier work on spatial reasoning:

Dfferent strategies/ techniques were followed by various
researchers in order to solve tasks involving spatial reasoning,
which they encountered in their donmain of study. Sonme of the

contributions related to AS are descri bed bel ow

2.3.1 Al gebraic approach to spatial reasoning [47]:

W assune that we are given a database in which a set of
spatial objects and their interrelationships are explicitly
represented. VW are often faced with a situation in which such a
dat abase contain inplicit infornation about many of the objects
and spatial relationships that are referred to in the database.
Hence we may ask:

1) Whether we may correctly infer all the facts about the
objects and their interrelationships that are inplicitly
represented in the database.

2) whether the current database of objects and relations is
consistent and whether it wll remain consistent if we add new
obj ects or relationships.

These two questions are closely related and clearly require
a reasoning process of sone form which is sound and conpl ete.
The soundness of a reasoning procedure guarantees that the
procedure |leads only to correct inference. Hence, for exanple,
any inferred spatial relationships are always logically inplied

by the initial set of relationships. The conpleteness of a
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reasoni ng procedure guarantees that the procedure |leads to all of
the correct inferences. Hence, for exanple, it wll eventually
produce all of the correct inferences about relationships that
are logically inplied by the initial set of relationships.

The main task is to nake conplete inferences about the set
of all spatial relationships that hold between the spatial
objects, given prior information about a subset of relationships,
constraint satisfaction procedures are used for inplenentation by
formalising the spatial inferences with in the framework of
rel ational algebra. The database and know edgebase systens nay
be viewed as systens that contain nodels of sone set of phenonena
in the real world. So procedures can be devel oped to access such
system by deriving inference about the phenonena represented in
the nodel. In the particular case of Geographical Infornation
System (A9, such inferential capabilities typically relate to
entities that occupy space and change over tine, and involve both
the spatial and non-spatial attributes and relationships of the
entities. The steps involved are representing set of spatial
objects, properties of the spatial objects using formal |anguage
wth well defined syntax and semantics and sets of inference
procedures which perform spatial reasoning and these procedures
are axiomatized for the domain of spatial objects and
rel ati onshi ps.

VW assune that a spatial object is defined as sone entity
possessing an essential projection on to sone geonetrical space
and that this projection may be represented as a point set with a

well defined interior and a connected boundary. V& al so assune
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that any spatial relationship of interest between objects may be
defined in terns of eight binary topological relationships. W
consider only binary spatial relationships as n-ary relations nay
be equivalently represented in terns of conjunction of binary
rel ationships. The eight relationships are given in the follow ng
tabl e.

Rel ati on Not at 1 on conver se

A and B are disjoint d sel f converse
A neets B m sel f converse
A and B overl ap 0] sel f converse
A equals B e sel f converse
A covers B C C
Ais inside of B ) 1
Ais covered by B C C
Ais properly contains B N 1

V¢ may view each of the eight relations as being atomc i.e
each nmay be viewed as a singleton set containing the snallest
non-zero elenent in the appropriate rel ation al gebra.

Consider a pair of spatial objects and assune that we have
reason that the relations holding between these objects i.e in
sone subset of this atomc relations. V& nmay interpret such a
subset as a disjunction of relations, may hold between the pair
of objects and as the relationships are disjoint, no nore than

one relationship in the disjunction wll hold.
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V¢ use infix notation O(R Q to represent the fact that the
topological relationship R holds between the spatial objects
Q and Q. The disjunction of the relations R and S over the
domai n of spatial objects is denoted by Q(R+tS) Q=0OQRQ \/ QSQ
for exanpl e, Q(CrtOQ represents either Q covers O or O
overlaps G. In general, there are 2" different disjunctions of
eight atomc relationships between a given pair of spatial
obj ect s.

VW nmay represent our know edge about a given set of objects
in terns of a graph which w nay term as a binary spatial
constraint network (BSON. Each spatial object is nmapped into a
distinct node in the network and the binary rel ationshi ps anong
them are represented by the direction and |abel of the edges. An
edge is directed to distinguish between a binary relation and its
conver se. The fact that the relations are expressed as a
disjunction indicates that our explicit knowedge of the
relationships is inconplete. Wthin this framework, reasoning nay
be viewed in terns of pruning the set of feasible relations or
tightening the constraints on the labels of the under specified
edges. V¢ nmay perform such reasoning if the conbined information
of the |labels of the edges R; and Rk inplies sone informnmation

about the edge R; that is not explicitly encoded in the |abel.

2.3.2 FLESS:
Design of fuzzy |ogic based expert systemfor CS [26]:
Qurrent ASs are predomnantly based on boolean logic, a

rigid two valued nathematical system which gives no room for
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inprecise information. The enploynent of boolean logic in AS
desi gn causes the follow ng problens.

1) It arbitrarily screens out intrinsic inpression in the
database and forces artificial precision on inprecise
information, graded spatial phenonena and processes. It is
especially inadequate in data retrieval and overlay operations.
Systens based on boolean logic can only entertain inflexible
queries and performinconplete or untruthful retrieval.

2) It fails to determne and communi cate to users the extent
of inprecision and error.

3) It is inappropriate to nodel human cognition, perception
and thought processes which are generally enbedded wth
inpression. Such a deficiency inpedes the inplenentation of
effective and hunan like inferential procedures in AS

4) It is inadequate to nodel natural |anguages which are
| npreci se in nature.

Wth respect to the level of intelligence, hunman know edge
and expertise have not been effectively integrated into data
input, retrieval, analysis and output in present day AS  These
operations are usually driven by nmenus or procedures which | eave
very little room for flexibility and the autonation of hunman
intelligence. Thus available AS suffer fromthe foll ow ng acute
pr obl ens.

1) Alowlevel of automation in the capturing of information
from conventional map sources and renote sensing Systens.

2) Alow level of autonmated human intelligence in tasks such

as feature recognition and recreation.
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3) A severely limted ability in formulating and handling
conplex queries, user interface, data representation and
| nf er ences.

4) Poor interfaces with procedural know edge and rul e based
know edge.

Building large ES from scratch for the present purpose is,
however costly and tinme consumng. The availability of flexible
and user friendly ES shells is thus inportant to the construction
of intelligent AS such that the shell directs the flows of
information in and out of A S and provides inferences. To be able
to handle the wuncertainty that is due to randommess and
inprecision, this shell is also designed to support anal yses and
inferences in fuzzy environnent with sone probability argunents.

FLESS facilitates t he constructi on of rul e based
geogr aphi cal expert systemw th intelligence and decision mnmaking

capabilities.

2.3.3 Intelligent Ceographical information system [§:

In Geographical information systens, new entities or new
attributes can be created from existing exact and inexact
entities and their attributes in many ways. This process can be
generalised as follows. For any given location x, the value of a
derived attribute U can be given by one of the three follow ng
functi ons.

1) When no spatial contiguity is taken into account
U= HABG...)
2) Wen spatial contiguity is taken into account
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UI(X) B f(AXlBX1CX1"' )
3) When attribute vary over time

Ui(x,t)=f(Ay,B«,Cy,...)

These can again be classified into 9 different classes.
Qearly, with such a plethora of options that can be used both
sinply and in any possible set of conbinations, it is not easy
for users to learn how and when to use the spatial analysis tools
and desired result.

2.3.4 A logical framework [39]:

Spatial analysis systens, no less than any other area,
requires representations of know edge that are conpl ete, correct,
flexible and efficient. |In pursuit of that goal researchers have
exploited a wde variety of know edge representation schenes
i ncluding grammar, senmantic nets, logics, franes, rules etc. A
logical frame work is provided to carry out the know edge
representati on and reasoni ng task.

In order to carry out reasoning task knowedge is
represented in first order logic. The representation starts wth
description of inmage and specifying it involves considering the
I mage primtives, taxonony of i|Inage objects, relationships anong
| mrage objects, taxonony of scene infornation and general facts
about scene objects also have to be represented. Finally the
depi ction mapping from inage to scene which will also involves
taxonomc mapping and relational mapping has to be represented.
All these representations stated above is called an axi om set,
and this set is finally transfornmed or refined into a set of

proposi tional forml as. Interpretation or reasoning details can
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be arrived fromthe nodel containing set of axions by proving the
Instantiated values to inmage primtives in the predicate set.

A logical specification of relevant know edge and underlying
assunptions for such an application will consist of image axions,

scene axi ons and mappi ng axi ons.

2.4 Need for evidential reasoning:

The various reasoning techniqgues explained above are useful
in situations where reasoning is applied by naking use of
know edge which is clear and unanbiguous. AS user wll cone
across situations in which he/she nay be interested to identify
features like deltaic plains, irregular hills etc., in a target
scene under consideration having uncertain or probabilistic
information. To solve such problens it 1Is necessary to use
multiple evidences [13] (possibilistic information) wth basic
el enents involving tone/colour, texture, shadow etc., wth respect
to satellite images to be nerged wth probabilistic or uncertain
i nfornmati on of the scene. (hce the evidence domai n and evi dences
are known, a gallery 1is established which consist of franes and
relations anong franes and evidential reasoning is perforned to
reveal the information content of a target scene. The target scene

nmay be a toponap or a satellite inage.
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2.4.1 Architecture and bl ock di agram

The bl ock diagram of the evidential reasoning systemis given
bel ow.

Fig 2.1. Evidential reasoning system

2.5 Theoretical basis [3] [46]: The various terns used in this
chapter are gi ven bel ow

1. Frane of discernnent: Suppose o denotes a set of possible
answers to sone question, and assune that only one of these
answers can be correct. W call o a frane of discernnent.

2.Basic probability assignnent (bpa): The inpact of each distinct
pi ece of evidence on the subsets of o0 is represented by a function
called a basic probability assignnent (bpa). A bpa is a
generalisation of a probability mass distribution, the latter
assigns a nunber in the range [0,1] to every singleton of o such
that the nunbers sumto 1.

3.Belief function [48]: A function Bel that assigns a degree of
belief Bel (A to every subset A of o0 qualifies as a belief

function if and only if there is a randomnon-enpty subsets S of ©
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such that Bel (A = Pr [Sc Al or a belief function denoted by
Bel , corresponding to a bpa m assigns to every subset A of o, the
sumof the beliefs coonmtted exactly to every subset of A by m

Ex: Bel((a b)) = n{a, b)+n{a)+n(b)
So, Bel (A is a neasure of the total anmount of belief in A and
not the anount commtted precisely to A by the evidence
corresponding to the bpa m

Bel (A =nA if Ais singleton

Ex: If A= ((a), then Bel (A =Bel((a)) =nf(a)), Bel(e)=1.

The information in a belief function Bel can also be
expressed in terns of the plausibility function P1 given by

PL(A = |-Bel(A= £ n(B), (AB < o) where A denotes the

BnA=#0

conplenent of A/ PL (A is the plausibility of A in light of the
evidence - a neasure of the extent of which the evidence fails to
refute A Bel (A =1- P1(A .
4.Focal elenent: A subset S of ois called a focal elenent of
Bel if nM{S > 0 or pr(S=S) is positive. The sinplest belief
function is the belief function whose only focal elenent is the
whole frane e, in this case Pr(s=e) = 1, and this belief function
is called the vacuous belief function. If Bel is vacuous then Bel
© Bel = Bel , for any other belief function Bel . A belief
function is called a sinple support function if it has at nost one
focal elenent not equal to o. If a sinple support function does
have a focal elenent not equal to o (i.e., if it is not vacuous),
then this focal elenent is called the focus of the sinple support

function. The union of all focal elenents of Bel is called the



core of Bel. If all focal elenents of Bel are singletons, then
Bel is ternmed as Bayesian [10], The focal elenents for Bel; © Bel >
e ...0 Bel, Wl consist of all non-empty intersections of the
form F.n . . .n F where F. is a focal elenent of Bel;. The
orthogonal sum of sinple support functions with a common focus
will be another support function with that focus. S mlarly, the
orthogonal sum of dichotonmous belief functions wth a comon
di chotony will be another dichotonous belief function with that
di chotony. The information in Bel or Pl is also contained in the
comonality function Q which is defined as QA

=Pr | s2A1l for every subset Aof o, Q (A =£ ( (-1)'B|+l
PL(B | 0O*B<A), P1 (A =£ ((-1))B*o(B 1| 0* B <a),
for every non enpty subset of A of franme of discernnment o havi ng
finite elenments, where |B denotes the nunber of elenents in the

set Band Q(e) =1 andp (0O = 0 for any belief function.

2.6 | npl enentation:

The franework [29] for inplenenting includes the follow ng steps:
X) Specifying a set of distinct prepositional spaces nanely, frane
of discernnent each of which delimts a set of possible world
si tuation.

2) Arriving at conpatibility rel ation speci fyi ng t he
interrel ati onshi ps anong these set of prepositional spaces.

3) Assigning quantitative belief for the prepositional space.

4) Reasoning by establishing paths for these bodies of evidence to
nove through these franes by evidential operations, converging on

spaces where target questions can be answered. Sone initial
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| npl enentation was carried-out in [54],

The nmmjor steps involved are know edgebase creation and

r easoni ng.

2.6.1 Know edgebase:

It consists of a gallery of franes and their conpatibility
relations anong them This involves delimt a prepositional space
of possible situations and one of which is true at any given tine.
The frane of discernnent consists of the set of all features and
the task is to identify a single feature which holds good for
that particular location. This frane can be denoted by the set
op = { d-l, 4, ...,Ig_l,,rql } and each el enent q. corresnonds to a
particul ar feature of a scene under consideration.

Exanples of franes are Area (upland area, plain |and,
pi ednont zone), Tone (red, yellow ash, grassy-green) etc..

Exanple of a conpatibility relation Area-features ((upland
area, nountains), (upland area, hills)).

Prepositional statenents can be represented by disjunctions
of elements fromthe frane. Frames can be represented as graphs
consi sting of nodes connected by direct edges. For each el enent a
node is included. Nodes have edges pointing to other el enments of
other frane. For exanple O mght correspond to the statenent,
the area is plain in such case D would be represented by the
subset of elenments from oep that represents different types of

pl ai n.
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Belief values are assigned [4] to the individual
propositions in space. Additional franes of discernnent may be
defined. In order to identify the drainage pattern present in the
given area, a frame of discernnent can be established which
represents different drainage patterns eg. Using conpatibility
relations the frames can then be related  This relation includes
the elements from the related franes which can be true

si mul t aneousl vy,

D,E..... N1, N DX ©g*-:-¥ °y

Using this conpatibility relation °p g .8 compatibility
mapping Cp_sp Can be defined for trahslating statements [32]
expressed relative to frane °pto the statenents relative to ©°g.

A conpatibility relation is represented as a graph that
i ncludes the nodes from the franes that it relates wth
connecting to conpatible elenents. Drected edges define the
conpatibility mapping from one franme to another frame noving
forward al ong the edges. |nmage understandi ng systemis nade use of

for analysing the inmage in order to arrive at belief values to

each of the observabl e features.
CGALLERY

obser -
vabl es

t ar get

(apbicy) areconpati bl e
Fig 2. 2. Know edge representation
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A good know edge representation schene nust be flexible to
include or nodify features, serve as a tool wth which a space of
alternative formulations can easily be explored. Oce a
nodification is conplete the argunent should automatically react
to the changes, updating any conclusions that depend upon it.

A common frane can al so be established that captures all the
information relating to translation of statenents between vari ous
sets of frames.

As nore aspects of interest are added, the nunber and
conplexity of frames and conpati bility mappi ngs increases. (e can
establish a single conplex frane that includes all aspects of
interest or establish a network of franes that includes a distinct
frame for each aspect of interest. Deriving conclusions using
network of interrelated franes and single conplex franme may not be
sane. However reasoning based on a well forned inter connected
frames constituting a gallery is sound.

The steps involved in creation, nodi fication etc., of
know edgebase or gallery are gi ven bel ow
1. OQeate agallery: Gallery wth different frames havi ng el enents
and their conpatibility relations anong them is to be created
first. For each frame of discernnent, a database of its elenents
and a set representation is created, so that given an elenent of a
franme, its set representation can be known. Set union and set
I ntersection can be easily inpl enent ed.

2. Wodate a gallery: Franes in the gallery, elenents of a frane

of discernnent, the conpatibility relations of the franmes in the
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gal l ery can be updated whenever any change take place.

3. Wrk as a pre-defined gallery: Once the user establishes a
gallery, he need not create it every tinme instead he can use the
appropriate gallery file already created, from the database.

4. Delete a gallery: Gal lery can be del eted whenever such need
ari ses. It wll automatically delete the associated franes,

conpatibility relations and all related files.

2.6.2 Reasoning for interpreting a target scene:

The aimis to establish a line of reasoning based upon both
the possibilistic infornmation from evidence domain or multiple
sources of information in the gallery and probabilistic
information from the target scene for identifying the likely
features on the scene. The gallery delimts the space of possible
situations and this evidential information establishes the
| i kel i hood of these possibilities. Bodies of evidence (nultiple
sources of information) are expressed relative to frames in the
gallery and conpatibility mappi ngs are used for establishing paths
to nove through franes where target questions can be answered, for

identifying features on the scene.
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Fusi on

Transl at e
dsting
etc. .

Each body of evidence is expressed interns of a frame in the
gallery and is represented as a nass distribution (eg nm) over

prepositional statenents discerned by a frane ( eg:. o.)

0]

m = 2 A > [0,1] such that
£ m(A;) = 1 and

AisoA
m, (¢) =0

Intuitively, nmass is attributed to the nost precise
propositions a body of evidence supports.

The basic elenents which aid in the identification of
different features in satellite inmage [51] are given here under.
a. Tone/colour: Tone/colour is used by the expert to identify the
vegetative cover, snow, clouds, water bodies, soils etc..
Evidence relating to various features can be conputed using the
frame tone and the conpatibility relation between the frames tone

and features.
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b. Textures Texture is created by tonal repetition in groups of

objects that are often too snall to be discerned as i ndividual

obj ect s. Texture is the wusual inpression of roughness or
snoot hness, is a valuable clue in interpretation. Mstly, the
pl ains have a snooth texture. The given area should be

processed to conpute the roughness of the area.

c. Shadow  Shadow provide information not apparent from other
sources and are particularly helpful for objects which are very
small or lack of tonal contrast with their surroundings. Shadows
usual ly indicate steeper tones and hence, evidence that the area
I s an upl and can be support ed.

d. Gontext: In the land formanalysis, context is very inportant.
VW can identify a plain as a coastal plain, if it is bordering a
sea, and as a playa if it is surrounded by upl ands.

e. Pattern: Pattern or repetition is characteristic of nmany nan
made/ natural objects. Pattern or spatial arrangenent of objects
is inportant clue to their origin or function or both. Dr ai nage
pattern gives sone evidence supporting certain features.,

f. Shape: The shape or formof sone objects is so distinctive that
they can be identified solely based on this paraneter.

g. Sze (area): The size of an object is one of the nost useful
clues to its identity. A location is an isolated hill if its
aerial dinension is less and is present on an extensive plain.

h. Associati on: This clue is nost wuseful or helpful in
identification of |and forns. A flood plain is associated wth
several features such as river terraces, back swanps, natural

| evees, abandoned channels etc.. A sandy plain in a desert is
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associated with several types of sand dunes such as parabolic,
| ongi t udi nal dunes, barchans etc..

Dfferent types of evidence donmain and evidences are to be

sel ected such that reasoning can be applied to specific types of

problens. Follow ng options are avail able for an evi dence donai n.

Qotion 1. Al: i.e. the domain can be any subset of the frame of

di scernnent o

otion 2. Singleton elenents: i.e. the domain is the individual

prepositions of a frame of discernnent.

otion 3. Herarchical hypotheses space: only some sub-sets are

consi dered, which forma strict hierarchy.

Qotion 4. Partition: The evidence domain is the field p* where P

Is a partition and P* is the set of all unions of elenents of P.
Appropriate evidence domain for a frane of discernnent in the

gallery, and the type of evidences used are selected to arrive at

solutions. Follow ng types of evidences can be sel ected.

1. Al: The evidence is carried by the power set of a frane of

di scernnent, o.

2. Sinple support functions: A belief functionis called a sinple

support function if it has at nost one focal elenment not equal to

whol e frane, o.
3. Dchotonous belief function: A belief function is called
di chotonous belief function with dichotony {A A if it has no
focal elenents other than A, A and o.

Evidences are analysed using different evidential operators
converging them on spaces related to which the target questions

can be answered.
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2.6.3 perations on evidences:
Various operations on evidence domain and evidences are
described bel ow

2.6.3.1 Fusion: This operation is used to determne consensus
(singl e body of evidence) fromseveral bodi es of evidence obtai ned
from i ndependent sources. Enphasis is on points of agreenent and
deenphasi ses on points of disagreenent. Owce multiple bodies of
evi dence representing independent opinions are expressed rel ative
to the sane frane of discernnent, they can be fused or conbi ned
[45] to represent the consensus of the original disparate
opinions. Select different conbi nation rules based upon the type
of evidence domain and the type of evidences selected relative to
a frane of discernnent. Following rules can be applied for this
pur pose dependi ng on evi dence domai n and type of evi dences.

a. Denpster's rule [50]: Denpster's rule [[5 rule] of conbination
can be used when the evidence domain is the power set of o and the
evidence is also carried by the power set of o. It is defined as
fol |l owns:

-1 " |
ml ©m2 (C) =k (Piﬁ gl(éi)CmZ(B__])) I f ¢ 2 0°¢ ml® m2 (e)° =

]
where k = £ ot 1 ™, (B;)
Ai N Bj 2 o
Denpster's rul e both comutative and associative and
therefore multi pl e bodi es of evidence can be conbined in any order
wth out affecting the result. This rule is based on the

conj unction of evi dences.
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b. Qotimstic rule of conbination [Z/]: Wen the evidence domain
and the evidence are carried by the power set of o0, optimstic
rule of conbination is selected which is based on the disjunction
of evidence and provides a good approxi mation for conbining bodies
of evidence which disagree with each other or contradict wth

each ot her. The optimstic rule of conbination is defined as
fol | ows:
-1
m(A) = K I m F + ¥ m, (G.) - Y m (F:)m (G.)]
[F.eQ. (F) c;.en‘:‘z(J1 F.QG.* ¢ f (G
i1 J 1 i779
F.,G.e Q.
1l a 1
k = Y m _ (F,) m (G.)
F.QG.# o' 1 J J
1 a
fi. = The union of the elenents Iin the mnaxinmal set of

i nteracting el enents.

Fy/Fyseo.,F  are focal elementssf the nass distribution m,

and G,G,...,G are the focal elenents of the mass distribution
m n. is nmaxinmal set of interacting elenents i.e. every elenent
of this set interacts with every other elenent directly or
indirectly. 'A is a focal elenent of a resulting nass
distribution which is defined as:

A= F;1 U [JU

[FieUQi jeQi Gj ]

c. Bayesian approximation [25 [50]: Wen the evidence domai n and
evidence carried by the power set o, one can conpute the bayesi an
approximation Bel of the original belief function Bel for each
body of evidence and then conbi ne these bayesi an approxi mations
using Denpster's rule of conbination.

The bayesi an approxi mation Bel of Bel is induced by the basic



probability assignment (bpa ) m defined by
m(A) - m(B) /L m(C) |c|, iIf A is asingleton
AcB cgo

m (A) = 0 otherwise

The factor [ £mc) |G ]" 1is called the bayesian constant of
C <o

Bel Wi ch represents neasure of precision.

Snce the bayesian approxination Bel 1is bayesian, the
conbi nation of bayesian approximations of belief functions is
conputationally less involving than conbi ning the belief functions
t hensel ves using DS rul e.

d. Barnett's technique for singleton hypotheses [43]: When t he
evi dence donmain is singleton elenents and their negations, and the
evi dence being conbined are sinple support functions, focused on
singletons or their negations Barnett's fornula can be used to
conbine the belief functions for the different elenents of the
frame of discernnent.

Step 1: For each of eeo, Bel. is a sinple support function focused
on the singleton {e}and Bel, is a sinple support function focused
on its conplenent {e}. Bel 1, and Belg are then conbi ned using
Denpster's rule to obtain dichotonmous belief function Bel (Bel; ©
Bel ;) focused on {e},{e}.

Step 2: For each e £ o, Be’s |eece| can be conputed using the
foll ow ng formul a.

Pl1 (A =k (1 +ez=€ o | (1 - °) - T, o~/ (1-o") where

A ©
+
kl=1+1 o/ (1-°) -~ me / (1-0")
©€0
and of = Bel (e}, € = B&l  { o)
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The nunber of conputations required by o increases only
linearly with the nunber of elenents in o.
e. Barnett's technique applied to partition [43]: Apartition of a
frame of discernnent o is a set of disjoint nonenpty subsets of o
whose union equals o. p* is used to denote the set consisting of
all unions of elenents of p: p* is the field of subsets of 0. Wen
the evidence domain is the partition p and the evidence is the
sinple support functions for and against elenents of p, Barnett's
techniqgue can be applied to conbine the  belief functi ons.
@(Belrl P € p), Were BelrIo I s di chotonous with dichotony {p.p}.

As Dbefore the sivrrpl e support functions for and against
elenents of partition p can be conbined to obtain the dichotonous

bel i ef function Bel

PUA) =k (L + 1 P’/ (1-p") - g P/ (1-p")

pep EP

for every el enment A of p* wher e

k=1 + =p'/ @-p")- U p~/ (-p")
pep pep

where p'= Bel (P), Pp" = Bel (p)
where Bel is carried by p, its value for elenents of p determne
its values for the other subsets of o.
Bel (A = max {Bel(B)IBS A, B ep )
P1(A) =min (PL(B) | B2A, Bep)
f.Grdon and Shortliffe algorithm [15] [ 34] [44]: Wen the
evidence donain is a hierarchical hypothesis space and the

evidence to be conbined are sinple support functions for and

agai nst hypotheses that can be arranged in a tree like structure.
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Gordon and Shortliffe's technique can be applied.
The al gorithm and the corresponding fornulas are as follows:

Let T denote the set of subsets (except for o it-self) in the
hi erarchy of hypotheses and T’ denote the set of all conplenents
of subsets in T (this is also a subset of 2® but entities in T/
will not be generally in T i.e negation of hypotheses).

Sep 1: For each subset X in T conbine all confirmatory evi dence
to obtain a bpa m, using the formila

1l

mx_(xi) = (l-sl) ( 1-82)... (1-Sk)

Wiere s S .. Sy are the sinple support functions confirmng X. .

1’
Gonbi ne al | disconfirmatory evidence to obtain another bpa m (or
n, ) using the above formula for confirmatory evidence except
th;t now s,, S, . ... "k are sinple support functions representing
the evi dence disconfirming x..

Bot h m, and m,_(or m.-)gl, are sinple support functions focused
on x.and X. (X.) respectively.

Step 2: It is required to conpute
n,=m Om ©...x. €T, and mpy =m em © .. ., xe T
1 1 o] i

The values of m, (A for A can be obtained using the follow ng

formulas m, (A =k my (A)zg,x m (c) if A eT, my(A) = k gm (o) if
A=o0

1 .
Were k = 1=y 17K =1 (mp(®) )xg';ﬁmx (o) -

Step 3: Conbi ne disconfirnatory evidence by step-w se conbi nation

of the rr;(i's in T and cal cul ate m, € rr;f(1 t hen (mn © m§1) e n;cz
etc., for all x. in T in such a way that (meem=) is an

4

57



approximation t 0 (mye mc) . Belief assigned to a subset Aby e is
instead assigned by © to the smallest super set of Ain T if A
itself is not in T.
There are different fornmulae in step 3 dependi ng upon whi ch of the
three rel ationships hold between X and A X £ A XA = ¢ Or X > A,
where X is a subset of TUe and A is a subset of T.
Inall cases Kk =1/ (1-k’) , where k/ = my(A) £ m,(x) .
)
Case 1; x € A
m, € mg(X) = Kk m, (x) mz (0)
Case 2: xXnA=9¢ { i.e,, Xn A = Xx):
i. If X UAisasat in T U oe:
mpe my(x) = K (mp(x) + mp(xuA) mgp (A))
ii. If X uA innot in T u o:
m, o mx(x) =K m, (x)
Case 3: X > A
i. If XnAis not aset inT:
m, € m (X) =ka(X)
ii. If xnAis inT
mp € my(x) = Kmy (X) myz (0) .
Gordon and Shortliffe claimthat conbining evidence in a breadth
first fashion, from higher to lower levels wll result in an
opti mal approxi nmati on.
The algorithm conputes belief to only subsets in T.

Thus for Ain T, Bel (A can be conputed by summng net belief in A

with belief assigned to all its descendants. However, it wll not
i n general be possible to conpute Bel (A, since Awll usually be
in T but not in T Thus the notion of the belief interval
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(Bel (A), I-Bel(A) is lost in this schene. Conpeting hypot heses
woul d need to be conpared based upon Bel alone wth out regard to
the wdth of the belief interval,
g. Shafer and Logan's algorithm for hierarchical evidence [43[44]:
Wen the evidence donmain can be reduced to hierarchical
hypot heses space and the evidence being conbined are sinple
support functions with evidence for and against the hypotheses in
the tree, Shafer and Logan's al gorithm can be used to conbi ne the
belief functions which is linear in its conputational conplexity.
It conputes belief intervals for the hypotheses in the tree. The
algorithmis as foll ows.

Al gorithm

Let A denote the set of all nodes in the tree except e.

Let Beln for each node A in A be the single dichotonous beli ef

function with dichotony {AA}.

: v
For any node A in the tree, Bel. is the orthogonal sum
of Belgfor all nodes Bin Athat are strictly bel ow A
For each node A in Bely denotes the orthogonal sum of

Bel gforall nodes Bin Athat are neither below A nor equal to A

A denotes the set of all daughters of a nonterninal
node A

For each fNoge A in 24, we set

A, = - =
2 Be} A(A)'AO_ BelA(A)

A ~ ob — ” —

3 BelA (A), A, = Bellgﬁ)

A - A
A " (Bel,©pely) (A, AT= (BeleBely) (A

—
—

S
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+
At - pe1” (A | A = Bel' (A
. . v .
If Ais atermnal node, then Bel. is vacuous, and therefore
A, "A, =0 ,A =al and A" =a_.

For each node B other than e and its daughters, we set

pt = BedY (B , BT =Bel* (B

*

+ .
B, = Bel, (BuA where Ais Bs mother,

A
\ 4 . .
Step 1: To conpute (Bel,) {A,A) for nothers of sibs of termnal

nodes. This can be done using the follow ng forml a:
To calculate Ay, and A, fromB and B for Bin s
Al =1- Kk

A = kn B~/ (1-B") where k™' = 1+ Z B'/(1-B")
A BeSA

This is followed by the calculation of Bel,e (Bel:) (A A by the
foll ow ng fornulas:

A"=1-k(1-2a) .(1-ay)

A~=1-k (1-ap) (1-a) where k™" =1- Al A7 - A7A]
After these operations have been conpleted for every node A whose
daughters are all termnal nodes, we pretend to prune all these
termnal nodes fromthe tree and we repeat the process with the
new sibs (sets of all daughters) of termnal nodes and so on,
until we calculate (Belj) {A, A} for the daughters A of e.

Step 2. V& calcul ate Belg (A and Belg(ﬁ) for each Ain & using

the follow ng fornulas:

Al =1-x(1+3% B/ -8 -1 B/ (1-8Y))
BeS
B=2A° BA°

AT = 1 - kK (1- a) / ( 1 - ahH
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where x™1 - 1 + B*/(1-B%) - =n. B8~/ ( 1-B*
L B0 - g / ( 1-8%)

Step 3: We go back down the tree, when we go from A to
it's daughters, we find Bel. ® ( Belj}) (A, A) using the following
formulas:

al - 1-k(1-ah 7/ (1-4)

AT =1-k ( 1- a7) / (1- ay)
Were x* = (1-a7)/ (1 ~af) + ( 1-a0) / (@-a]) -

( 1-a% -a0) / (a-A] -3y )

Then we cal cul ate Bel;(B) , BelZ(ﬁ) and BelZ(B v A for each B in
Sp using the foll ow ng forml as:

B, =k (at (B* - A ) + (1-a; - A}) B} )
1

B” = 1-k (1-A;) (1-B;) where k~ M T At

=1- 2. A - A 3,

2.6.3.2 Dscounting: It: is an evidential operation that adjusts a
mass distribution to reflect its source's credibility (expressed
as a discount rater € (0,1) . If a source is conpletely reliable
(r=0) discounting strips away all apparent infornation content
i.e discounting has no effect, if a source is a unreliable (rd),
di scounting strips away all apparent information content;
ot herw se discounting lowers the apparent information content in
proportion to the source's unreliability. It has the effect of
widening the evidential intervals, reflecting increased ignorance.

D scounting is defined as foll ows:

=r + (1-r) m (o) otherwse
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2.6.3.3 Translation: Using this evidential operation a body of
evi dence can be noved away fromits original context to a related
one, to assess its inpact on dependent hypotheses. If a body is to
be interpreted to a question expressed over a frane different from
the one over which the evidence is expressed, a path of
conpatibility relations connecting the two franes is required.
The mass distribution expressing the body of evidence is then
repeatedly translated frane to frane, by way of conpatibility
mappi ngs until it reaches the ultinate frane of question. | n
translating m. fromframe e to frame o by way of conpatibility
nappi ng C._ . the following conputation is applied to derive the
transl ated mass distribution mo_
mcaB(Bj) = £ mo, (Ai)
C

A.c \/ Bj.C_ °p

where C, _.(A;) = {bj I (ai’bj) € °a, B’ 2j€ Ai}
Intuitively, if we (partially) believe A and A inplies
B., then we should have the sane (partial) belief in B . Thi s
net hod when applied to nove mass distribution anong frames that
represent states of the world at different times is called
projection. Projection operation is used to nove a body of
evidence away from its original tenporal context, to a related

one.

2.6.3.4 Sunmarisation: Sumarisation elimnates extraneous details
froma body of evidence or nass distribution by collecting all the

extrenely snall anounts of nass (determned by a threshold t €
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[0,1]), attributed to propositions and attributing the sumto the
di sjunction of those propositions. The resulting body of evidence
or mass distribution is slightly less informative than the
original, but it remains consistent with the original.

m (A;)-m (A;), A * S
= S + m(s), otherw se

S=vuv A
O*m(A,) <t

S=%Y m(a;)
Ozm(A.) <t

2.6.3.5 dsting: General sense of a body of evidence can be derived
using this operation which produces a single statenent that
captures the general sense of a body of evidence, wthout
reporting uncertainty. d sting pr oduces a (bool ean
val ued) statenent that attenpts to capture the essence of nass
di stribution. In other words, it attenpts to summarise the
contents of a body of evidence in terns of a single statenent from
the frame, void of any uncertainty or ignorance. The gist of a
nmass distribution is the nost pointed statenent from the frane
whose support neets or exceeds a selected level. The gist G of a
nmass distribution, nm is defined relative to a gist level g €
(0, 1)
G=U A, , GE2 £ or all A, BeG A ¢G

Spt (A;) = Spt (Aj) > . g

251 = 1251
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Spt (Ay) > St (A) o |Agl > |3, |

2.6.3.6 Interpretation: The truth of a given statenent, based upon
a given body of evidence can be determned using this evidential
operation. The positive and negative effects of the truth of the
given statenent using the body of evidence are produced during the
process. To interpret a body of evidence relative to a frame ©,,
we calculate belief intervals for the various subsets of oa. The
belief interval for a proposition Aﬁ I's conputed as follows:

i 3
Bel (a;) =3 m, [A;], Pl (&;) = 1 - Bel (g, - Ay)

Aca. &
[Bel (a5), P1 (a) ] c [0 1]

The lower bound of an evidential interval indicates the
degree to which the evidence supports the proposition, while the
upper bound indicates the degree to which, the evidence fails to
refute the proposition i.e the degree to which it remains
pl ausi bl e.

Al though evidence nmay point to subsets of the franme of
discernnent o wthout pointing to any particular elenent, one is
often, interested in final conclusions about the elenents of o.
Wien belief intervals of elenents of o are given there is no
unique, way to order them with respect to their degree of
certainty. There are different orderings [50] possible, on these

belief intervals.

1. mninmal ordering <Z1mn | s defined by
(x,¥] < =_; (X ,¥1iff v <= x.
let c,d € o, W wite c <= ;,d for Bel(c),

pl(c)]<=_; [Bel(d),pl(d)] and c=p, dfor e<=py,d Ad <=p;puc-
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2. average ordering <=  is defined by
[x,y) < =,, (XY iff (xty)/2<= (x'+y")/2.
Llet c,d € o we wite ce=<_.dfor [Bel(c),pl(C)]<=av[Bel(d),pl(d)]
and c=_, d for c<=,_dAd <=,vC*
3. plausible ordering <= . is defined by
[x,y] <=py[x/,y/]iffy<> Y.
Let ¢c,d € o we wite c<= .diff pl(c)<=pl(d) oOr m(c)<=m(d)
4. belief ordering <=. . is defined by
[%,¥] < =g (x',¥y'] i ff x <x’.
let c,d € o, we wite c<= .diff Bel (c;)<=Be1(d)

Reasoning using nmultiple sources (evidential reasoning)
has been successfully applied to problens in conputer vision,
intelligence analysis etc., with different options for evidence
domai n and evi dence avail able and this reasoni ng system provi des a

a good framework for automated reasoning for a variety of

pr obl ens.
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2.7 Case study of evidential reasoning using expert's know edge:
In order to identify gconorphological features in a
t ar get scene (topoxnap, satellite image) wusing evidential
reasoni ng, know edge of geologists who are experts in this field
is used to build gallery or know edgebase. This gallery consists
of know edge from multiple sources and it contains franes and
conpatibility relations anong them This gallery will reveal the
infornmation content of the target scene. (Certain types of
features whose presence or absence support the presence of certain
geonor phol ogi cal features. The gallery is organised properly to
represent various franes and is used to know exactly the features
present on the satellite inmage or topomap. This nethodology is

described in the follow ng sections.

2.8 CGeonorphol ogi cal features to be identified:
Mountai ns = hl

| nsel bergs/ Bornhardts = h2

Irregular hills = h3

Donmal hills = h4

A ateau = h5
Mesa = h6
Butte = h7

Asynetrical ridges = h8
Symnetrical ridges = h9
Deltaic plains = hl0
Pedi plains = hll

Pl annar surfaces = hl2
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Marine platforns - hl3
R ver terraces - hl4
Rolling plains - hl5

P ednont plains = hl6
Coastal plains = hl7
Terrace plains = hl8
Qut wash plains = hl9
Sandy plains = h20
Playa = h21

Al luvial plains = h22
Sea = h23

R ver = h24

Pal eori ver course = h25
Al [ uvi um = h26

Upl ands = (hl, h2-h4, h5-h7, h8-h9)
Plains = (hl1l0-h22)
Hlls = (h2-h4)

Plateau |lands = (h5-h7)
R dges = (h8-h9)

R ver = h24

Ohce the features to be identified are determned infornation
is collected about the process of manual inage interpretation. In
other words we attenpted to understand the nmanual process in which
the geologists identify the above set of features froma satellite
image. Certain specific types of features whose presence or

absence in nmap/inage supports the presence of certain
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geonor phol ogical feature. The infornmation as collected from
experts is sunmmeri sed bel ow
In the first list the features in the toposheets and the
correspondi ng hypot heses that are being supported are as foll ows:
1) dosely spaced contour |ines (hl-h9)
a) 1) spreading over large area (hl
2) closely spaced in sone areas and around these areas they are
wi dely spaced (hl)
3) wadely spaced contour |ines suddenly group together
indicating foothills (hl)
b)contour lines form concentric ellipses (h8,hh9)
1) closely spaced concentric ellipses are close together on one
side and farther apart on the other side (h8)
c) contour lines are circular (h2, h4)
d) contour lines are oval shaped (h3)
e) closely spaced contour lines around an area where there are no
contour lines at all (h5,h6,h7)
1) area of the region with no contour line is less than 4 sg cm
on 250000:1 topo sheet (h7)
2) area of contourless region is between 4 to 16 sq cm (ho6)
2) Wdely spaced contour |ines (hl0-h22)
3) Thin drainage lines join up to formthicker |ines (hl-h9)
1) radial type of drainage pattern (h2,h5, h6, h7)
2) annul ar drai nage pattern (h4)
4) Very few drai nage patterns (hl0-h22)
1) shall ow drai nage channels (hll)
2) drainage dendritic (hl5)
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3) drainage rectangul ar (hl5)

4) drai nage barbed (hl5)

5) dichotonous drai nage pattern (hl6)
5) No drai nage patterns (hl0-h22)

In the second list the features from satellite images and the
correspondences that are being supported are as follows:
Features from FQC i nage:

1) Tone is light grey (hl-h9, hill)

2) Tone is dark grey (hl-h9, hl5, hl7)

3) Tone is light brown (hl-h9, hl12, h14, h15)
4) Tone is dark brown (hl-h9)

5 Bright to red nottled tone (hl10, h22)

6) Tone is bluish col our (hll)

7) Tone is light to dark or angi sh shade (hll)
8) Tone is grassy green (hll, hl2)

9) Dark green (hll)

10) Thick lash grey (hl3)

11) Mediumgrey (hl5, hl17)

12) Showy white patches (hl9)

13) Miuddy col our (h18)

14) Big black patch (h23)

15) Red col our (hl1l6, h22)

16) Yell ow col our (hl5, h21, h22)

16)a) Very light yellow (h2l)

16)b) Light yellow (hl5)

17) Light blue (h22)

18) Wite (hl?)
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19) Wi tish grey (hlo)

20) FQC inmage shows up slender black/blue/white coloured Iines
whi ch are braidi ng/ neandering/interl aced (h24)

21) FOC inage shows sone very bright spots indicating salt
deposits (h20)

22) Tone darker than that of the surroundi ng area (h22)

Band 4 i nage:

1) Wniformtone and texture (hl O h22)

2) QGey tone (h2, hl 2-hl14, hl6-h!9)

2) a) GQey tone light grey (hl9, hl6, h2, hl2)

2) b) Gey tone nediumgrey (h2, hl4, hl6, hl7, hl8)

2) ¢) Qey tone dark grey (hl2-h!'4, hl7, h19)

3) Witish (hl?7)

4) Tone very bright (h20, h21)

Sone nor e evi dences supporti ng geonor phol ogi cal feat ures:

1) Promnent crests or peaks (h2-h4)

a) Qest/peak is off center (h3)

2) Broad convex formw th snooth textured surface ()
3) Located between upl ands and rivers (hl O h22)

4) Presence of rock out crops or close to upl ands (hll)
5) Level summts in extensive upland areas (hl2)

6) Rocky sloping surfaces in sea or close to it (hl3)
7) Bench |ike/stepped structures beside river (hl-h9)
8) MNunber of ponds/tanks across (hlb)

9) Fan like features at base of upl ands (hl6)

10) Near to sea/l ake (hil0)
11) Triangular/fan like in shape (hl0)
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12) Hashed |ines/shading in toposheet (h20)

13) Surrounded by uplands (h21)

14) Apron like or triangular in shape (hl9)

15) Stepped area beside a river (hl8)

16) Associated with elongated water bodies comng into the |and
from sea/l ake (hl7)

The information collected from the experts is essentially
unstructured and hence not suitable for inplenmentation using
conputer. The following is the list of know edge as acquired from
the experts is converted suitably in the form of gallery as

di scussed earlier. The structured know edgebase is given bel ow

2.9 Knowledgebase for the identification of Geomorphological
features from satellite images and topomaps.
2.9.1 Topomaps:
A) Drainage pattern
The phrase x(y) indicates y if x i s present
1) DO chotonous drai nage pattern (piednont plain)
2) Annul ar drainage pattern (donal hills)
3) Radial type of drainage pattern (hills, inselbergs, bonhardts,
domal hills, plateaus)
4) Centripetal drainage pattern (playa)
5 Reticulate drainage pattern (Minshy tidal flats)->(deltaic plain)
6) Dendritic drainage pattern (fluvial plain, ped plain)
7) Subparallel drainage pattern (piednont pl ain)

B) Gontour Ilines

1) Very closely spaced contour |ines(steeper slopes)—(upland area)
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2) Moderately spaced contour |ines (piednont zone)

3) Very widely spaced contour lines (plain |and)

4) CQval/circular contour lines in toposheet(domal hills, bornhardts)
5 Contour lines fromclosely spaced concentric ellipses (ridges)

6) ontour lines frommany snmall sem circular arcs (aluvia fans)
7) Contour lines wth a wavy pattern wth a outword convex segnent
i.e anay fromhill side (piednont plain)

8) Hashed lines/shading in topomap (sandy plain)

2.9.2 Satellite i nages:

A) Shadow

1) Common shadows (steeper slopes) (upland area)

2) No shadows (plain | and)

B) Texture

1) rough texture (upland area, pedi plain)

2) nmediumto snooth texture (plain |and)

O shape

1) triangular/fan like in shaped area (alluvial fan, deltaic plain)
2) lobate (palmlike) shaped area (deltaic plain)

D) Tone

1) yellowtone (in FOC light) (sandy plain, coastal plain, playa)
2) light to dark red tone (in FOC light)

(vegetative cover) -> (nmountains, hills, inselbergs, bornhardts,
domal hills, ridges, fluvial plain, deltaic plain, coastal plain,
pi ednont plain, alluvial fans)

3) Qassey green to dark green tone (scrubby vegetation) ->

(nountains, hills, inselbergs, bornhardts, domal hills, ridges.
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pl ateaus, pedi plain, piednont plain)

4) Light to dark ash col our tone

(alluviun) -> (fluvial plain, coastal plain, deltaic plain,
pi ednont plain, alluvial fans)

E) Cont ext

1) area adjacent to sea (coastal plain/ deltaic plain)
2) area adjacent to streami river (fluvial plain, deltaic plain)

3) piednont area (alluvial fans, piednont plain)

A upland area (nmountains, hills, inselbergs, bornhardts,

pl at eaus)

ri dges,

5 plain land area (fluvial plain, deltaic plain, coastal plain,

sandy plain, pedi plain, playa, piednont plain)

2.10 Gallery:

The list of frames constructing the gallery is listed bel ow
The prepositional elenents of each frane is also |listed against

the respective frane nane.

2.10. 1 Fr anes:

Features (nountains, hills, inselbergs, bornhardts, domal hills,
ri dges, plateaus, playa, alluvial fans, piednont plain, fluvial
pl ain, coastal plain, deltaic plain, sandy plain, pedi plain)

Drai nage (dendritic, dichotonmous, annular, radial, sub parallel,

centripetal, reticulate)
Area (upland area, piednont zone, plain |and)
Shape sat (fan like, triangular, |obate |ike)

Shape map (concentric ellipses, concentric circles, concentric
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oval s, wavy pattern, sem circular arcs)

Tone (red, yellow, ash, grassy green)

Texture (snooth, rough, coarse)

Shadow (dense, absent)

The conpatibility relations anong the franes is listed below
Rel ation between two frames F, F2 is denoted by F1-F2. Al

elenents are listed against their respective relation.

2.10.2 Conpatibility relations:

Dr ai nage- Feat ur es

((dendritic, fluvial plain), (dendritic, pedi plain),

(di chot onous, pedinment plain), (annular, domal hills), (radial,
hills), (radial, inselbergs), (radial, born hardts), (radial,
pl ateaus), (sub parallel, piednont plain), (centripetal, playa),
(reticulate, deltaic plain)),

Ar ea- Feat ur es

((upland area, nountains), (upland area, hills), (upland area,
i nsel bergs), (upland area, born hardts), (upland area, donal
hills), (upland area, ridges), (upland area, plateau), (piednont
zone, alluvial fans), (piednont zone, piednont plain), (plain
| and, fluvial plain), (plain land, deltaic plain), (plain |Iand,
coastal plain), (plain land, sandy plain),

(plain land, pedi plain), (plainland, playa))

Shape sat - Feat ures

((fan like, alluvial fans), (triangular, deltaic plain),

(lobate |like, deltaic plain))
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Shape map-Features

((concentric ellipses, ridges), (concentric circles, doma hills),
(concentric ovals, donal hills), (wavy pattern, piednont plain),
(sem circular arcs, alluvial fans))

Text ur e- Feat ur es

((snooth, fluvial plain), (smooth, deltaic plain), (snooth, sandy
plain) , (snooth, coastal plain), (snooth, pedi plain), (snooth,
playa) , (snooth, piednont plain), (snooth, alluvial fans) ,
(coarse, pedi plain), (coarse, alluvial fans) , (rough, nount ains) ,
(rough, hills) , (rough, domal hills) , (rough, bornhardts) ,

(rough, ridges) , (rough, plateaus) )

Shadow Ar ea

((dense, upland area), (absent , pi ednont zone) , (absent ,
pl ai nl and) )

Tone- Feat ur es

((yellow, sandy plain), (yellow coastal plain), (yellow playa),
(red, nountains) , (red, hills), (red, inselbergs), (red, born
hardts) , (red, domal hills), (red, ridges), (red, plateaus) , (red,
fluvial plain), (red, deltaic plain), (red, piednont plain), (red,

alluvial fans) , (ash, coastal plain), (ash, fluvial plain), (ash,

deltaic plain) , (ash, pedi plain), (ash, piednont plain)/ (ash,
alluvial fans) , (grassy green, pedi plain), (grassy green,

pedi nent plain) , (grassy green, nountains) , (grassy green, hills) ,

(grassy green, ridges) , (grassy green, plateaus) , (grassy green,
insel bergs) , (grassy green, bornhardts) , (grassy green, donal
hills))
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An alternative approach is to define each feature as a frane, such

an alternative list is given bel ow

2.10.3 Description of observable franes in gallery:

1) Sand; This frane identifies the sandy deposits on a satellite
| nage.

Sand (sl1,s2), sl = Vast areas of light to nedium yellow tone on
FOC, s2 = Absence of vast areas of light to nediumyellow tone on

FQOC

2) Sand dunes: This frane observes the inagery for various types

of sand dunes

(Sand dunes: A heap or nound of sand shaped by w nd)

Sand dunes (sdl, sd2)

sdl = dunes with crescent/ longitudinal/ parabolic patterns are
present, sd2 = absence of dunes wth crescent/ |ongitudi nal/
parabol i c patterns

3) Desert: This frame identifies the desert surfaces on the
| magery.

Desert (dl, d2) , dl = Vast areas of light brow/ dark grey/ yell ow
brown tone on FOC, d2 = absence of vast areas of |ight brow/ dark
grey/ yel |l ow brown tone on fee.

4) Saltpan: This frane identifies the salt pan |lakes found in arid
environnents on a satellite i nage.

Saltpan (spl, sp2) , spl = A lake with blue brown (deep purple)
tone surrounded by bright white tone areas and uplands, sp2 =
absence of a lake with blue brown (deep purple) tone surrounded by

bright white tone areas and upl ands
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5) Centripetal: This frame identifies a centripetal drainage
pattern on the inagery

Centripetal (cl, c2), cl - presence of a centripetal drainage
pattern, c2 = absence of a centripetal drainage pattern

6) Vol canoes; This franme observes the inagery for the presence of

vol canoes.

vol canoes (vl, v2) , vl = an upstanding |land mass wth a prom nent
radial type of drainage pattern and the peak is either eroded or
jilled wth |akes, v2 = absence of an upstanding land nass wth a
promnent radial type of drainage pattern and the peak is either
eroded or jilled wth |akes.

7) Alluvial fans ;

This franme identifies alluvial fans at the base of uplands.

Alluvial fans (afl, af2) , afl = a series of fan shape forns
conbi ning at the base of an upstanding | and nmass, af2 = absence of
a series of fan shape forns conbining at the base of an
upst andi ng | and nass.

8) D chot onous; This frane observes a dichotonous drai nage

pattern on the inagery.

D chotonmous (del, dc2), del = a series of dichotonous drainage
patterns at the base of an upstanding | and nmass, dc2= absence of a
series of dichotonmous drainage patterns at the base of an
upst andi ng | and nass.

9) Sub parallel: This frame observes for a parallel drainage
pattern on the inagery.

Sub parallel (sbl, sb2), sbl = a series of sub parallel drainage

pattern at the base of an upstanding |and nmass, sb2 = absence of a
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series of sub parallel drainage pattern at the base of an
upst andi ng | and nass.

10) Insel bergs: This frane observes the inmagery for the presence
of i nsel bergs.

| nsel bergs (isl, is2), isl = snmall areas of upstanding |and mnass
over a vast plain, is2 = absence of small areas of upstandi ng
| and nass over a vast plain.

11) dose to uplands: This frane observes the inagery for
cl oseness of the plain to uplands.

Adose to uplands (cull, cul2) , cull = The plain land is at the
base or adjacent to an upstandi ng | and nass, cul2 = The plain | and
Is not at the base or adjacent to an upstandi ng | and nass.

12) Lakes: This frane observes the imagery for the presence of

| akes on a rocky terrain

Lakes (11, 12), 11= a series of lakes with alternating upstandi ng
| and nass between the |akes, 12 = absence of a series of |akes
with alternating upstandi ng | and nass between the | akes.

13) Dendritic; This frane observes the inagery for the presence of

a dendritic drai nage pattern.

Dendritic (drl, dr2), drl = presence of a dendritic drai nage
pattern, dr2 = absence of a dendritic drai nage pattern.

14) Rver pattern. This frame observes the inmagery for the
presence or absence of a neandering or braided river
(neandering:- sinuous bends of a river, braided:- river wth
mul tiple threads of channel subdividing and rej oi ning),

R ver pattern (rpl, rp2), rpl = presence of a neandering/ braided

river, rp2 = absence of a nendering/ braided river.
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15) Xbows: This frane observes the inagery for the presence of

oxbows | akes. xbows (obl, ob2), obl = presence of crescent shape
water bodies with light blue/ deep blue tone on FGOC adjacent to a
river, ob2 = absence of crescent shaped water bodies wth I|ight
bl ue/ deep blue tone on FQOC adjacent to a river.

16) Back swanps: This frane observes the inagery for the presence
of back swanps.

Back swanps (bsl, bs2) , bsl = presence of snmall water bodies or
patches of dark red tone areas adjacent to a river, bs2 = absence
of snmall water bodies or patches of dark red tone areas adj acent

to a river.

17) Reticulate; This frane observes the inmagery for the presence

of a reticulate drainage pattern
Reticulate (nl, n2) , nl = presence of reticulate drai nage pattern,
n2 = absence of reticulate drai nage pattern

18) Estuaries; This frame observes the inmagery for the delta

i nf or mati on.

Estuaries (esl, es2), esl = river joining sea/lake wth a nunber
of distributeries joining a delta / birds foot/ estuaric shapes,
es2 = river is not joining sea/ lake wth nore than one
di stributory

19) Adj to sea: This franme observes the inmagery to see whether the
plain land is adjacent to the sea.

Adj to sea (asl, as2), asl =land is adjacent to a sea (i.e the
adjoin area to the sea up to the point where there is significant

change in the relief) , as2 =land is not adjacent to the sea
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20) Lagoons: This frame observes the inagery for the presence of
| agoons.

Lagoons (lgl, 19g2), Igl = presence of elongated or elliptical
wat er bodi es connected to a sea by neans of tidal inlets, 192 =
absence of elongated or elliptical water bodies connected to a sea
by neans of tidal inlets.

21) Mud flats; This frane observes the inmagery for the presence of

mud fl ats.

Miud flats (nfl, nf2) , nfl = snall water bodies or patches of red
areas adjacent to a sea, nf2 = absence of snall water bodies or
patches of red areas adjacent to a sea.

22) Goastal dunes: This frame observes the inagery for the presence

of coastal dunes.

(oastal dunes (cdl, cd2), cdl = presence of snall areas of white
patches or light yellow tone adjacent to a sea, cd2 = absence of
snall areas of white patches or light yellow tone adjacent to a
sea.

23) Beaches; This franme observes the inagery for the presence of

beaches.

beaches (bcl, bc2) , bcl = presence of a narrow zone of white/
light yellow tone adjacent to a sea, bc2 = absence of a narrow
zone of white/ light yellow zone tone adjacent to a sea.

24) Drainage: This frame observes the inagery for the presence of
dr ai nage.
Drainage (dpl, dp2), dpl = presence of snall streans, dp2 =

absence of snall streans.
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25) Vegetation: This frame observes the inmagery for the

veget at i on.
Vegetation (vgl, vg2, vg3, vg4) , vgl = densely vegetated i.e
presence of light red/ dark red tone on FOC vg2 = sparse or

confined vegetation i.e presence of snall areas of red tone on
FOC, vg3 - grass or scrob vegetation i.e presence of light red or
yellowish green tone on FOC, vg4 = absence of vegetation i.e

absence of red or yellow sh green tone on FCC

2.10.4 The set of geonorphological plains (features) to be
identified fromsatellite i nage:
1) sandy plain (pl

2) deserts (p2

3) playa (p3)

4) vol canoi c pl ains (p4)

5) pedinent plain (p5)

6) pedi plain (pob)

7) rolling plain (p7)

8) fluvial plain (p9

9) deltaic plain (p9)

10) coastal plain (pl0)

1) sand -> pl ai ns

sl->pl
S2 -> (p2, p3, p4, p5,p6, p7, p8, p9, plO)

2) sandunes -> pl ai ns

sdl -> pl
Sd2 -> (pl, P2, p3, p4, p5, p6, p7, p8, p9, plo)
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3) Desert -> plains

d -> p2

d2 -> (pl, p3, p4, p5, p6, p7, p8, p9, plO)
4) Salt pan -> plains

spl -> p3

sp2 -> (pl, p2, p4, p5, p6, p7, p8, p9, plO)
5 GCentripetal -> plains

cl ->p3
Q ->(pl, p2, p4, p5, p6, p7, p8, P9, plo)

6) \ol canoes -> pl ai ns

vl -> p4
V2 ->(pl, p2, p3, p5 p6, p7, p8, p9, plO)

7) Aluvial fans -> plains

afl -> p5
af2 -> (pl1, p2, p3, p4, p6, p7, p8, p9, plO)

8) Dichotomous --> plains

dcl -> p5
dc2 -=> (pl, p2, p3, p4, p5, p6, p7, p8, p9, plo)

9) Sub parallel -> plains

sbl -> p5
sb2 -> (pl1, p2, p3, p4, p5, p6, p7, p8, p9, plO)

10) Insel bergs -> pl ains

isl -> (p6, p7)
1s2 ->(pl, p2, p3, p4, p5 p6, p7, p8, p9, plO)

11) dose to uplands -> pl ai ns

cull -> p7
anz -> (pl, p2, p3, p4, p5 pb6 p8, p9, plo)
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12) Lakes -> plains

11 -> p/

12 -> (p1, p2, p3, p4, p5, p6, p8, p9, pl0)

13) Dendritic -> plains

drl -> (p6, p7, p8)

dr2 -> (pl, p2, p3, p4, p5 p6, p7, p8, p9, plo)

14) R ver pattern -> plains

rpl -> (p8, p9)
rp2 -> (pl, p2, p3, p4, p5 p6, p7, plO)

15) xbows -> pl ai ns
obl -> (p8, p9)
b2 -> (pl, p2, p3, p4, p5, p6, p7, p8, p9, plo)

16) Back swanps -> pl ai ns
bsl -> (p8, p9)
bs2 -> (pl, p2, p3, p4, p5 p6, p7, p8, pP9, plo)

17) Reticulate -> plains

rtl -> p9
rt2 -> (pl, p2, p3, p4, p5 p6, p7, p8, plO)

18) Estuaries -> plains

esl -> p9
es2 -> (pl, p2, p3, p4, p5, p6, p7, p8, plo)

19) Adj to sea -> plains

asl -> (pl, p9, plo)
ajs2 -> (pl, p2, p3, p4, p5 p6, p7, pd
20) Lagoons -> pl ai ns

gl -> (p9, plO)
| g2 -> (pl, p2, p3, p4, p5, p6, p7, p8, p9, Pl0)
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21) Mudflats -> plains

nl ->(p9, pl 0)

n2->(pl, p2, p3, p4, p5 p6, p7, p8, p9, pl0)
22) (Qoastal dunes -> plains

cd -> pl0

Cd2 -> (pl, p2, p3, p4, p5, p6, p7, p8, p9, plo)
23) Beaches -> pl ai ns

bcl -> pl0

bc2 -> (pl, p2, p3, p4, p5, p6, p7, p8, p9, plo)
24) Drainage -> plains

dpl -> (pl, p2)

dp2 -> (p2, p3, p4, pS5S, p6, p7, p8, p9, plo)

25) \Vegetation -> plains

vgl -> (p4, p8, p9)

vg2 -> (pl, p2, p4, p6, p7)

vg3 -> (p3, p5, p7, plo, p2)

vgd -> (pl, p2, p3, pl0)

A case study in which use of evidential reasoning to identify
geonor phol ogi cal features in toponmaps and satellite inages 1is
explained in this chapter. The various steps are viz., list of
geonor phol ogi cal features to be identified, features on toponaps
and satellite images with corresponding hypothesis, structuring
the details gathered to build a gallery having franmes and
conpatibility relations, identifying the geonorphol ogi cal features

by nmaki ng use of the gallery.



GAPTER | |
3.0 Inmage to map registration problem

3.1 Introduction:

Logic is used as one of the inportant tool for know edge
representation and reasoning. The advantage of logic based
know edge representation is that it has a sound theoretical
foundations, hence has unified technique for representation as
well as reasoning. A researchers have been followng first order
logic as well as propositional logic for these purposes. There has
been several techniques and algorithns to carry on reasoni ng tasks
using logic as the nedium of expression. Many researchers have
al so proposed extension of the logic to tenporal logic, default
| ogi c, nonnonot oni ¢ | ogi c etc.. Logi based know edge
representati on and reasoni ng has been successfully applied to many
applications in the areas of diagnostic, expert systens, W3
desi gn and soon.

In this chapter a logic based nethod is proposed for the
purpose of inage to nap registration. Mst often it is required to
identify the sanme portion on the nmap in order to match the
features of satellite inmages wth the map features. This
registration of inmage to map is useful Iin nany contexts such as
map updating, data acquisition as well as inmage interpretation. A
map updating is concerned wth incorporating additional tine
varying features which are acquired by satellite and which are not
available in the map. In order to carry out the nap updating, it
IS necessary to register the satellite image wth the rel evant

map and then work out a correspondence between these features. In
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the context of inmage interpretation, A4S user notices only bare
lines starting from one point and ending at another point in a
satellite image, or aerial photograph. It is very difficult to
infer or interpret these lines i.e what each shall nean. Suppose
the requirenent of a user is to know all roads starting from a
particular location and leading to a specific location. To solve
such problens only spatial infornmation depicted by a satellite
I mage nay not be sufficient. It is necessary to enpl oy techni ques
of spatial reasoning in order to know all roads which nmay also aid
I n successful Al base map registration. A reasoning based feature

nat chi ng nay prove to be useful tool in long termdS research.

3.2 Logical fornulation:

The problemof inmage to nap registration can be formul ated as
a reasoning problemin logic. The fornmulation is discussed here as
a problem in first order logic and then for sinplicity, it is
reformulated in the following section in the form of clauses of
prepositional logic. The formulation is based on features such as
point, line or chain of a edge pixels, extracted from satellite
| mage usi ng i mage processi ng techni ques. This invol ves essentially
two inportant stages, first is to find the edge pi xel using inage
operation and the second is to link a contiguous pixels to
identify point or |inear feature.

Ohce the linear features are extracted from the satellite
image a higher level feature depicting the interrelationship
between a pair of lines is identified. The interrelationships

between pair of lines include a chi crossing which neans each |ine
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crosses the other line, a tee neeting neans each |line touches the
other line (starting or ending pixel of one line is on the other
line) . If starting pixel is sane as end pixel of a chain or line
then such line or chain forns a closed relation. The other
relations interior, exterior, bounds can be arrived by neans of
finding out whether a chain or line is closed or not and the
region wth which the relationship is to be arrived fall suitably
wthin, outside or adjacent to it.

To achieve this goal logic programmng "prolog" is used to
bui | d know edgebase which consists of facts (spatial objects and
spatial relationship details) and rules and free variables in a
given goal statenent are instantiated with different values and
proved true or false in the know edgebase. So all interpretations

which are proved ‘'true’ will be saved in a dynam c dat abase.

3.3 Spatial objects and spatial relationships

Spatial objects are represented as point, chain, polygon
or region. In such representation point wll be represented by a
single vertex. To represent synbol for display purpose point is
used which will not have length or area. Stream of coordi nates
constitute a chain, which will have beginning and end points. It
has length but no area, polygon or region is represented as a set
of limted chains having an area and perineter wth starting poi nt
is sanme as end point. Sonetines line will be used as a spatial
object which will be represented by one or nore nunber of chains.
Polygon is bounded by <chains that enclose an area. Such

informati on can be extracted froma map by the process of vector
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digitization and the simlar information fromsatellite i nage can
be extracted by the help of library of inmage processing routines,.
Spatial relationships are to be known in order to perform spati al
reasoni ng task. The spatial relationships proposed by Reiter [39
are used for the purpose of analysis here.

If a chain cl neets chain c2 at a t junction these two
wll have tee relationship and if cl and c2 neets at X junction
then these two have chi relationship. If a chain is a closed one
then the relationship can be nanmed as closed. |f the region (being
list of chains surrounding it) includes that chain in its list,
then that chain bounds that region. The relationships Iike
interior, exterior can also be established based on the
constraints inposed to derive them As in the case of extracting
spatial entities, spatial relationships can al so be derived using
a set of prograns using the followng logics in case of a

satel lite inmage.

3.3.1 Tee and Chi: If sonme point in one chain is the sane as a
point in another chain, then both chains will obviously neet. |If
this point is the starting or ending point of one of the chain, it
neans that the chain just touches the other. This is a tee
relationship, otherwise it is a chi relationship. e a chi has
been detected between two chains, it is not necessary to check for
ot her chi neetings between the sane two, we need have to check the
two only for a possible tee. For determnation of tee and chi

relations, line file serves as input.
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3.3.2 Bounds: If the region (line or polygon) being a list of
chains surrounding it includes a chain in its list, then that
chain bounds that line (polygon). Polygon file is the input for

this purpose.

3.3.3 Loop: If the first point in the first chain of a line (o
polygon) is sane as the last point in the chain or line (o
polygon) it forns a loop. The input for arriving at |loop relations
Is the pol ygon file.

Spatial database is created for spatial analysis
purpose, hence the non-spatial information has to be linked wth
spatial infornation.

V¢ consider chains and regions only to arrive at inage
axiom set. Aso we wll arrive at these axions by considering
image primtives for inmage object. The inage primtives are chains
and regions. Chains in the inmage depicts linear scene objects in
the scene. Relations tee, <chi, bounds, <closed, interior and
exterior in inmage maps on to joins, cross, beside, |oop, inside
and outside respectively in scene.

Various facts in a real world scene are
1) Shore lines formcl osed | oops
(W) shore (x) >loop (X
H enments in shore line set are also in |oop set.

2) The inside area of a shore line is land iff its outside is
water, its inside is water iff its outside is |and.
(W,y,z) shore (X) Ainside (x,y) Aoutside (x,z2) > [land (y) -

water (z)] ™ [water(y) = land (2) ]
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Elenents x are in shore relation set which forns an inside
relation set with elenents y and outside relation with el enents z,
then elenents y are in land set if elenents z are in water set or
elenents y are in water set if elements z are in land set.

3) Rvers can not forml oops

(M) river (X) > =loop (X

Rver set elenents x can not be in loop relation set.

4) |If aroad or river is beside an area then that area is |and

(W) beside (x,y) A (road (X) v river (X)) > land (y)

Hements x which lies either in road or river set forns a beside
relation wth elenents y which are on |and set.

5 Rvers flowinto other rivers or shores.

(W) river (X) > (3y river (y) ™~ joins (x,y)) v (32 shore (20 A
joins (X,2))

Hements x in river set are also in join relation set wth
elemrents y in another river set or wth elenents z in another
shore set.

6) R vers do not cross each ot her

(W,y) river (X) Ariver (y) > =across (xY)

Set having elenments arrived by conbining elenents X,y in river set
does not contain the elenents of cross relationship set obtained

by using elenments x,y.
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Taxonony of inmage objects can be represented by chains
and regi ons.

Followng relations exists between these |nage

primtives.

Rel ati on nane Meani ng Fi gure

a) Tee (cl,c2) Chain cl nmeets Chain c2 at at
junction

b) Chi (cl,c2) Chain cl neets Chain c2 at a X
junction

c) Bounds (c,r) Chai n ¢ bounds region r

d) dosed (c) Chain c is a closed figure

e) Interior (c,r) An interior of closed chain c
IS region r

f) Exterior (c,r) An exterior of a closed chain c
IS region r
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3.4 Axiom set buil ding:
For every inmage object i
~road (i), ~ river (i), n shore (i), aland (i), -~ water (i).
| mage object i will not depict directly road, river, shore, |and
and water.
Taxonony hierarchy of scene objects is represented by the
foll ow ng formul ae.
(W) scene object (X) = linear scene object (X) v area (X)
(M) =~ (linear scene object (x) Aarea (X) )
(W) linear scene object (X) =road (X) v river (X) v shore(x)
(W) =~ (road (X) Ariver (X) )
(W) = (road (X) A shore (x) )
(M) - (river (X) Ashore (X) )
(W) area (x) =land (X) v water (X)
(W) - (land (X) Awater (X) )
Li near scene object and area are the two nain scene
object primtives. Road, river, shore are primtives for |inear

scene object. Land and water are primtives for area.

Each image relation instance depicts an instance of

scene relation and each i mage object primtive depict scene object
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primtive. Chains and regions depict |inear scene objects and
areas respectively. So tee, chi, bounds, interior, exterior
relations maps on to joins, cross, beside, l|oop, inside and
outside respectively. Unique nanmes fornmulae together wth donain
cl osure forml ae.

Sone nore facts to build know edgebase are given

bel ow.

a) ~road (i), ~river (i), =ashore (i), aland (i), ~water (i)

| mrage object i will not directly depict road, river, shore, |and,
wat er .

b) For every area s

~road (s) , -~river (s,

- shore (s) ,

land (s) v water (s),

- land (s)v - water (s) .

| i near scene object area can have land or water as primtives but
not road, river, or shore.

Fol l owi ng relations exist between scene objects.

a) For every loop (S)

road (s) v shore (s) ,

~road (s) v - shore (s) ,

= river (s).

For all elenents s in loop set lies either on road set or shore
set and not on river set. Road or shore form loop, but river can

not form | oop.

93



b) For every linear scene object s which is not |oop

road (s) v river (s),

~road (s) v ~river (s),

-~ shore (S) .

For all elenents on |inear scene object which are not in |oop set,
lies on road or river set but not on shore set. Road and river
wll not form Loops. Shore line forma | oop.

c) For every cross relationship (x,Yy)

~river (X) v ariver (y)

Henents x and y in tw sets and formng cross relationship wll
never lies on river sets. Rvers wll not cross each other.

d) For every loop relationship (X,y,z) wth loop (X) , y inside of
X and z outside of x

shore (x) D (land (y) = water (2))

For elenents X in shore set which are also in loop relation form
outside relation with elenents z in water set and inside relation
with elenents y in |and set.

e) For every beside relationship (X,y), X not |oop

land (y)

H ements x on chain which are not on loop relation and form a
beside relation with elenents y in |and set.

f) For every beside relationship (x,y), X being |oop

road (x) D land (y)

Henents x in road set which are on loop relation also form a

beside relation wth elenents y on |and set.
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g) For every linear scene object x not loop

river (X

For all elements x on river and not on loop relation can have
joins relation either with elenents y in river but not in |oop set
or elenents z in shore but not in | oop set.

For the purpose of inplenentation, imnmage objects chains
and regions are used in both (inage,scene) domains. |n napping we
Wil treat direct mapping say for exanple chain to a suitable
scene object nanely road, river, shore. The relations tee, chi,
bounds, interior and exterior are one and sane in both i rage and

scene.

3.5 I npl enent ati on:

PRCLOG representation of spatial objects, spatial relationships
and rules (facts in a real world scene) are given here under.
| nput |ists:

1) Ghain-list ([cl, c2, c3 ...])

2) Region-list ([rl, r2, r3,...])

3) Loop-list ([c5 c6,...])

4) Tee-list ([c2, cl], [c2c3,...)

5 Chi-list ([c3, c4],...)

6) Bounds-list ([cl, rl], [c2 r2],...)

Predi cates to check for various scene features,;

1) Bounds-Véter (x) :- Water-list (y) , bounds (x,A , nenber (Avy) .
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2) Bounds-road-or-river (x):- Road-list (y)' Bounds (AX), nenber
(AY);
Rver-list (z), Bounds (AXx), nenber (A2z).
3) Tee-wth (x,y) :- Tee (x,A , nenber (Ay) ;
Tee (AXx), nenber (AYy) .
4) Chi-with (x,y) :- Chi (x,A , Mnber (Ay) ;
thi (AX), nenber (Ay) .
5 Both (ABX) :- nenber (AX), menber (B/X) .
6) Shore-Véter (Ay) - Shore-list (B, not (nmenber (AB);
Water-list (z) , menber (y,2).
Rul es set to infer scene object :
Road :- Chain (xX) , Road-list (1),
Road-list (g , not (nenber (X 0Q)),
not (Bounds-Vdéter (X)),
not (Tee-wth (x,0Q)),
deci ded, append (1, [x] , k),
retract (road-list (1)), asserta (road-list (3c) ) -
Rver :- Chain (xX) , Rver-list (1),
road-list (q , not (nenber (X,q)),
Shore-last (r) , not (nenber (Xx,r)),
not [Bounds-Véter (X) ],
not (loop (X)) ,
Tee (Xx,-) ,
not [Tee-wth (x,Q],
not [Chi-wth (x,1)],
deci ded, append (1, (X), k),
retract (Rver-list (1) ) , asserta (Rver-list (k) ) .
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Shore - Chain (x), Shore-list (1),

Road-l1ist (g), not (nenber (x,Qq))/

Rver-list (r), not (nenber (xr)),

Bounds (x,A, Bounds (x,B, not (A- B,

Land-list (y), Water-list (2) ,

not (both (ABYy), not (both (ABZz)),

Loop (X),

not (Tee (Xx,-)),

not (Tee-wth (x,1)),

not (Ghi (x,-)), not (chi (-, x),

deci ded, append (1, [X], k),

retract (Shore-list (1)), asserta (Shore-list (k))-
Land :- region (x) , Land-list (1),

Vter-list (qg), not (nenber (Xx,Q)),

Bounds (A X), Bounds (Avy), Shore-Véter (Avy),

deci ded, append (1, [X], k),

retract (Land-list (1)), asserta [Land-list (k) ].
Water :- region (x), Water-list (1),

Land-1ist (q), not (nenber (X, Q)),

not (Bounds-Road-or-R ver (X)) ,

Bounds (A x), Bounds (Avy), not (nenber (VY,l)),

deci ded, append (1, [X], k),

retract (VWter-list (1)), asserta (Wter-list (K).

3.6 Qutline of inplenentati on:
The chains and regions form input data. Each chain is

represented with a set of coordinates or contiguous pixels and
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regionis represented by list of all chains that bound the region.
Set of spatial relationships between spatial objects are
conputed next. The next step is to build axiom set as nentioned
above. These two i.e rules and facts (set of spatial objects and
spati al rel ati onshi ps) are to be nerged. The process of
I nterpreting or spati al reasoni ng S to know possible
representations of spatial objects (chains and regions) in the set
of scene objects (road, river, shore, land, water) for inage to
map registration. The spatial reasoned information if desired can
be highlighted wth a typical or specific colour along wth
non- spati al I nf or mati on. Sone initial | npl enent ati on was

carried-out in [55],

3.7 Steps followed for spatial reasoning:
a) Define processing / mapping rules to check feasibility:

This is inplenented using PRLOG Al axions which are
constraints on the i nage, scene and nappi ng are used as predi cates
or rules. These rules will govern what could be what in the inmage
and scene.

b) Input the i mage :

Wsing a 'C programby inputting the coordi nates through
key board or digitizing the i mrage we get chain and region |ists.
c) |l mage object rel ati onshi ps :

The lists of chains and regions are to be checked to see
the relationships they can form between thensel ves. In this
process tee, chi etc., lists will be generated. A 'C programis

used for this purpose.
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d) Generate all possible spatial reasoned or interpreted details

The possi bl e conbi nations of all spatial objects as to
what the chains could be (road, river, shore) and what the
regions could be (land, water) are arrived using a 'C program
e) Test the feasibility of wvarious conbinations and output the
results:

Each conbination stated in step (d), is used as a goal
(possible interpretation) statenent in the PROLGG programto check
whether it is feasible i.e., proved 'true. Such possi bl e
interpretations or spatial inferred details are updated into a
dynam c dat abase.

3.8 QONCLUSI ONS;

The approach followed in this study can be very
effectively used by any AS user for his/her benefit for inage to
map updation, inmage interpretation and data acquisition. As
selective back tracking was not possible in TURBO PROLOG a 'C
programis witten to generate possible interpretations one by one
to be checked in PROLGG program Recursion was also tried but sane
sol uti on had repeat ed.

Due to deficiencies in TURBO PROLAS certain nodul es
were developed using 'C language. Each tine single Ilikely
interpretation detail wll be generated using a 'C program for
proving it in PROLGOG program The interpreted or spatial reasoned
details (which are proved true in the PRAOAGG code or
know edgebase) will be saved in a dynam c dat abase. At the

end the dynamc database will contain all possible interpretations
to be available to a QS user for inmage to nap registration.
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CHAPTER-IV
4.0 Object-Oriented gateway to CIS:

4.1 Introduction:

Data about spatial objects (spatial and non-spatial data) is
stored in spatial database, which is the central elenent of AS
Spatial database nmust be an useful abstraction of reality and it
nmust support operators for the nmanagenent and analysis of
database. The data in a dS conmes from various sources ViZzZ.g
satellites, aerial photographs, ground observation etc.. New
applications require customsed data types and interfaces which
the conventional AdS is lacking, because they are static and
inflexible. Present day applications uses conplex structured
geonetric entities, which inherit features from other entities
also. So, need has been felt to develop a system which support
conplex spatial objects. Hence, nodelling involves structural
obj ect s.

Due to various reasons stated , need has been felt to devel op
an object-oriented AS, which uses class hierarchy and structural
object orientation which provide efficient neans to nodel conpl ex
geogr aphi cal objects. Behavioral object orientation feature in
object-oriented data nodel allows user to create specific data
types and operators for a particular application. (pbject-Qiented
data nodel (QONV permtts spatial and non-spatial characteristics
of one class of feature to be inherited by related feature types.
All spatial and non-spatial data related to a class of feature are
stored together using object-oriented approach, which will help in

creation of conplex data nodel s.
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AS user is interested to access data (i.e external aspects)
irrespective of its internal representation which is hidden from
the user. To inprove perfornmance, fix a bug etc., it is essential
to change the inplenentation of spatial object. The feature of
encapsul ation (information hiding) of object-oriented data nodel
can be nade use of in developing a AS Need has been felt to call
a variety of functions i.e., to have specific behavior at run tine
using sane interface. This can't be achieved in traditional AS
So, feature of polynorphism of object-oriented data nodel can be
used in AS

The vari ous sophi sti cat ed tool s avai | abl e W th
object-oriented data nodel has notivated in developing an
object-oriented AS which will enable in creating conplex real
world spatial phenonena with ease. As, developing new AS using
object-oriented concepts is costly, an object-oriented frontend
(which is application i ndependent) to existing AS is designed. In
order to facilitate system to be wuser friendly, graphical user
interface (GJ) is to be provided, and this is al so incorporated.
SO0, object-oriented gateway to AS consists of object-oriented

frontend to AS, and AJ nodul es.

4.2 Theoretical basis:

The terns/features used are briefly explained bel ow [16],
4.2.1 (bj ect:

It is a convenient collection of data that represents a
meani ngful entity in application. It represents an individual,

identifiable item wunit or entity, either real or abstract, wth a
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well defined role in the problem donmain. objects serve two
purposes. One, they pronote understanding of the real world and
two, they provide a practical basis for conputer |nplenentation.
(bjects may be any thing existing, |ike book, person, polygon,
forest etc., and not existing physically but well defined, such as
synbol table, binary tree, a chemcal equation. An object has a
state, behavior, and identity in object-oriented data nodel. The
structure and behavior of simlar objects are defined in their
common class; the terns instance and obj ect are interchangeabl e.

The state of an object enconpasses all the (usually static)
properties of the object plus the current (usually dynamc) val ues
of each of these properties. A property is one inherent or
distinctive characteristic, quality or feature that contributes to
nmaki ng an object uniquely that object. Al properties have sone
value. This value mght be a sinple quality or it mght denote
anot her object. Behavior describes how an object acts and reacts
in terns of its state changes and nessage passi ng. The behavi or
of an object is conpletely defined by its actions.

4.2.2 (bject identity:

Each object should have a unique identity to denote the
obj ect independently of its behavior or state. This inplies that
all objects have identity and are distinguishable by their
exi stence and not by descriptive properties that nmay have. Mbst
programmng and database |anguages use variable nanes to
di stinguish tenporary objects. Most dat abase systens use
identifier keys (primary keys) to distinguish persistent objects,

m xing data value and identity.

102



4.2.3 (d ass:

An object class describes a group of objects wth simlar
properties (attributes) , comon behavior (operation), comon
relationships to other objects, and comon senantics. Person,
cycle and process are all object classes. The abbreviation class
Is often used instead of object class. Mst objects derive their
individuality from differences in their attribute values and
rel ationships to other objects. However, objects wth identical
attribute values and rel ati onshi ps are possi bl e,

VW can abstract a problem by grouping objects into classes.
Common definitions such as class nane and attribute names are
stored once per class. Al objects of a class can benefit fromthe

code reuse by witing all operations once for each cl ass.

4.2.4 Conpl ex object:

It is used to represent objects that are conposed of other
objects as parts (conponents) and/or containing other objects as
values/reference to their attributes. Two types of reference
senantics exist between a conplex object and its conponents at
different levels. The first type, wihich is called 'ownership
senmantics' applies when the sub-objects of a conplex object are

encapsul ated with in the conplex objects and are hence consi dered

part of the conplex object. This is referred to as the
‘is-part-of' or ‘'is-conponent-of' relationship. The second type
which we call ‘'reference senantics' applies when conponents of the

conpl ex object are independent objects but sone tines nay be

considered as part of conpl ex  object. Thi s is called
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‘is-associated-with' relationship, since it describes an equal
associ ati on between two i ndependent objects. The desire of current
dat abase users is to abstract these conplex objects wth out

di sturbing the structure (in natural way),

4.2.5 Encapsul ati on:

Encapsul ation (also known as information hiding) consists of
separating external aspects of an object, which are accessible to
other objects, from the internal inplenentation details of the
object, which are hidden from others. Encapsulation prevents a
program from being so interdependent that a snall change has
nassive ripple effects. The inplenentation of an object can be
changed with out affecting the applications that use it. Qe nay
want to change the inplenentation of an object to inprove
performance, fix a bug, consolidate code, or for porting.

Encapsul ation is not uni que to object-oriented | anguages, but
the ability to conbine data structure and behavior in a single
entity nakes encapsulation clearer or nore powerful than in

conventi onal | anguages they separate data structure and behavi or.

4.2.6 Hierarchy and inheritance:

Anot her inportant characteristic of object-oriented systemis
that they allow type or class hierarchies and inheritance. These
two are interrelated. Type hierarchies and class hierarchies are
conceptually different, but because in the end result they often
| ead to nean the sane thing. Herarchy is often explained in terns

of class. dasses may form a hierarchy (wth super cl ass -
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sub class relationship) such that objects in any given class are
autonatically mnenbers of its super class. Al nmethods and
attributes that apply to a class, apply to its sub classes as well
and this is called inheritance.

| nheritance is the sharing of attributes and operations anong
classes based on a hierarchical relationship. Each sub class
i ncorporates, or inherits, all of the properties of its super
class and adds its own unique properties. dass hierarchy is the
rel ati onshi p anong cl asses where one class shares the structure or
behavi or defined in one (single inheritance) or nore (nmultiple
i nheritance) other classes. This inheritance defines a kind of
hi erarchy anong classes in which a sub class inherits from one or
nore super classes, a sub <class typically augnents or redefines
the existing structure and behavior of its super classes.

An object class a inherits the attributes and nethods of an
ancestor class b if and only if they do not conflict with the
attributes and nethods that have been defined for a directly or

for any ancestor class of c that lies between a and b.

4.2.7 B nding:

Binding is the act of associating nane to a type. It is
generally seen in terns of tinme when the action takes place.
Static binding or early binding neans that the behavior of an
object is fixed at the tine of conpilation. Dynamc binding or
| ate binding neans that the actual behavior of an object is known
only at run tinme. So, binding is not nade until the object

designated by nane is created.
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4.2.8 Pol ynmorphi sm

The binding of specific behavior, anong the different
i npl enentations, at run tine is known as polynorphism It is also
Known as over loading. It can be facilitated to both objects and
operators. For objects, it represents a concept where a single
nane nay denote objects of many different classes, that are
related by sonme common super class. It can be terned as object
pol ynorphism For, operators, terned as operation polynorphism
sane operator nane or synbol (i.e., an operator or a function) is
bound to nore than one different inplenentations, depending on the
type of object or the type of the paraneters passed. Pol ynorphi sm
is the result of interaction of inheritance and dynam c bi ndi ng.
It is one of the nost powerful features of object-oriented
pr ogr amm ng (AP and distinguishes QP from traditional

pr ogr anm ng.

4.2.9 Extensibility:

It assenbles the pre witten nodules and classes into new
tail or nade systens. The technol ogi cal i nprovenents can be quickly
incorporated into the reusable nodules and thus the system can
always remain up to date. The devel opnment of new systens becone
rapid and economcal. New techniques can be evaluated w th out

maki ng significant nodifications.

4.2.10 bject-Oiented DBMS [20] [52];
This is a DBV wth an object-oriented data nodel (GIN .

object-oriented database nanagenent system (AIB) apart from
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supporting the object-oriented features expl ained above (4.2 1 to
4.2.9) should also provide DBM5 features such as persistence,
secondary storage nanagenent, transacti on nanagenent, concurrency
control, recovery and query al ong W th structural

obj ect-orientation (support of conposite objects) and support user

defi ned data types

4.3 Need for object-oriented AS (GO3S [4]]:

The conventional A Ss are static and inflexible wth regard
to new applications that nay require customsed data types and
interfaces. Ceonetric entities which are conplex structured in
nature, posses inherited features of other entities. Also there is
a need to support conplex objects. Mdelling of structured
objects, adoption of energing standards and integration of
efficient access nethods for large spatial databases are falling
into the challenging areas in developnent of any QS In
conjunction with RDBM5, proprietary QS databases are also to be
used which resulted to use OQODBMs for A S dat abases [3]].

So, Kkeeping this i n» view, in object-oriented 35S, class
hierarchy and structural object orientation provide efficient
neans to nodel conplex geographical objects. In addition,
behavi oral object orientation (support of user defined types and
operators) allows to facilitate support of specific data types and
operators for particular application. Mreover the object-oriented
approach inplenents a system where all spatial and non-spati al
data relating to a class of feature are stored together permtting

the creation of conplex data nodels. QOODB permts spatial and
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non-spatial characteristics of one class of feature to be
inherited by related feature types. (bject-Qiented approach al so
encapsul ates all applicable operations with in each class of
features so that operations on the feature are nmanifested equal |y
in the spatial and attribute data. Al topological relationships
can be stored for each instance. pject-Qiented approach is
havi ng clear advantage in conparison wth the fixed set of data
types and operators that is typical for nost comercial GXSs that
exist. So, using object-oriented database design which offers nost
sophisticated tools, real world nodels of spatial phenonena in a

AS can be created wth ease at present.

4.4 (hject-Ciented AS (CO3YS vs AS

Fol l owing are the conparisons between A S and O3 S
4.4.1 Generic concepts:

The generic concepts of an object-oriented database design
are object, classification, relationship, inheritance relationship
and aggregation. Inheritance relationships anong the various
objects are enbedded conponents of geographic entities. Conplex
real world entities can not fit in relational database, so
artificial deconposition into several relational tables becones
necessary with common attributes (foreign keys) for linking. By
deconposing efficiency is decreased and there is a possibility of
|l osing the senmantics associated with data. But in QO3S the user
is able to manipulate the conplex objects as if they were single
units. So, the generic types nentioned above help the user to

nodel /abstract the conplex entities in natural way. In traditional
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AaS, a conplex object nmust be deconposed over different relations.

4.4.2 Adhoc query facility:
Adhoc query facility is not possible wth AS but provide

menu driven queries and restricted class of queries. Programmng
| anguage interface to AS provide user to query in adhoc nanner
and interactive interface to AS is best used for pointing a
geographic object on the display and put query centered on that
object. AS can offer nore flexibility when it can handl e searches
both in spatial and object centered ways.

(bject extensions to SQAL (OSQ) are proposed in TITARS
object-oriented data nodel for AS [18. These extensions include:

The ability to invoke any nethod on any object directly from
the query |anguage for use either in predicates in selects, in
relational operators or for updates.

The ability to define class sensitive |anguage nacros that
interpret query statenents in accordance to class context (a query
over | oadi ng operators)

The ability to group query statenents together in singl e
units of execution, with inter query comunication via tenporary

rel ati ons managed by the system

4.4.3 (Concurrency:

Most of the applications require operating in multi user
envi r onnent . Dat abase systens wusually provide nechanisns to
facilitate controlled sharing of data and resources. Thi s

controlled sharing neans that certain data itens can only be read
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or updated by a selected group of users. Only authorised users who
have ownership permssions are allowed to change the data. Due to
data encapsulation and multiple inheritance features of QO3S the

situation is |ess conplex to support controlled sharing.

4.4.4 D stribution:

Large anount of data fromdifferent sources is common in AS
applications. The perfornance of the system can be inproved if the
data can be stored in different locations wth-out affecting the
integrity of the database. Wth out losing the integrity and
consistency the updates/retrievals are to be perforned and the
distribution of data is transparent to the user. D stributed data
managenent has nade significant progress since the introduction of
rel ational nodel and object-oriented nodels. Traditional AS data
nodel s, on the other hand, do not lend thenselves easily to the
distributed data managenent. A so conpl ex geographi cal objects and
user defined data types will be supported in nore natural way in

a3 s

4.5 Need for cooperative environnent [2]:

For any application of AS, data. is generated by nultiple
sources (digitized, satellites, ground observati on, weat her
station, aerial photographs etc..) and this data is accessed,
processed and transforned by nany users and available for use to
other users also. Lack of coordination anong all these different

users of data may render |arge anmounts of work usel ess.
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Activities related to geographic applications involve
nodel | i ng geographi c phenonena (source of nodelling reality).
Model i ng takes place by applying successive transformations to
sone input data, which results in creation of derived data. This
derived data can not be interpreted correctly (probably by experts
in other domains who may have to use this derived data) wth-out
t he know edge about how data was created and gl obal nodel of which
it is part. Furthernore, the conplex nodels used require the
col |l aboration of several people/experts and they nmay have to use
the nodel which is designed by others. One nore problem added to
current situation is the nodel itself nay undergo changes as nore
know edge and precise data becones available in future. Hence,
there is need for considering cooperative environment in the
design of nore sophisticated A S

The nai n aspect of cooperative nodelling is that, multiple
agent s I Nt er act wi th each ot her to Create conpl ex
structures/ nodel s. Another aspect is tenporal cooperation, t he
data sets nay be used and accessed years after they are created.
This raises the issue of defining cooperation between actions
executed may be years apart. Existing AS do not provide any
support for the cooperative work. So, there is a need to
facilitate cooperative environment, and still allow ng users to

take advantage of A S
4.6 Need for graphical user interface (QJ):
The performance and efficiency of any system can be | ooked

and felt by user, only when proper interface is provided. In case
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of information systens, interface in interactive manner or through
programm ng | anguages avail user to build their application and to
perform queries. Gaphical user interface (GJ) is, no doubt, so
user friendly and becomes nmust in case of AS The spatial
analysis system involves large volunes of data, display of
geographi cal objects like maps necessitates the option of QGJ. )

Main use of AS is performng spatial queries in different
ways before comng to conclusion for any decision naking
application. To support spatial query, GJ is one not to |eave.
So, AQJ is also an inportant issue of consideration for the

success of QOOd S.

4.7 Aimof object-oriented gateway to G S

It is much better if existing AS is converted to Q03 S, as
it is very costly to devel op new QO3 S.

So, the aim of object-oriented gateway to AGQS is two fold,
one is to develop an object-oriented frontend to existing S
such that the flavor of object-orientation and the power of
handling spatial data/objects of QGQS are blended together to
evolve a fully functional, flexible, application independent, user
friendly @S Secondly, to provide AQJ, schema building facility,
aut omat ed change propagati on, and version control in existing AS
It is also possible to achi eve cooperation between users working
in two different underlying AS, developing two sub nodels of a

gl obal application.
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4.8 oject-Oriented data model (OCDV):

Data nodel can be seen as a collection of conceptual tools
for describing data relationships, data senantics, consistency
constraints and operations. A data nodel describes on the abstract
| evel objects and their behavior. Data structure is a specific
| npl enentation of data nodel and it fixes perfornance aspects such
as storage utilisation and response tine. oject-Qiented data
nodels are proposed for taking care of characteristics which
differ from those of traditional business applications such as
conpl ex data structures, longer duration transactions, newer data
types for storing inmages or large textual itens and need to define
non-standard application specific operations for applications |ike
CAD CAM i mage and graphic databases, AS and multi nedia
dat abase.

Fig 4.1 bel ow shows the concepts drawn from different areas

towards the devel opnent of an object-oriented data nodel (QGOIV.
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As shown in Fg 4.1, various concepts from traditional
dat abase syst ens, semantic data nodel s, obj ect - ori ent ed
programmng are put together to form an object-oriented data
nodel . The dat abase features viz., persistence, sharing etc., are
required for any data nodel. The object-oriented data nodel
originates fromthe tradition of semantic data nodelling, but it
takes view of data that is closely aligned wth object-oriented
pr ogr amm ng | anguages.

The entities in an object-oriented data nodels uses single
nodel [ i ng concepts: the objects. The (bject-Qiented paradigm is
based on five fundanmental concepts [4.

1. (bject is used to nodel every real world entity and is
associated with a unique identifier.

2. Each object has a set of instance attributes (instance
vari abl es) and net hods. The val ue of an attri bute can be an obj ect
or a set of objects. This characteristic permtts arbitrarily
conpl ex objects to be defined as an aggregati on of other objects.
The set of attributes of an object and set of nethods represents
the object structure and behavi or respectively.

3. (hject's status is represented by the attribute val ues and can
be accessed or nodified by sending nessages to the objects to
| nvoke the correspondi ng net hods. Mt hods define the operations to
mani pulate or return state of an object. jects can also
communi cate wi th one another by sendi ng nessages. For each nessage
understood by an object, there is a corresponding nethod that

execut es the nessage.
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4. (bjects sharing the sane structure and behavior are grouped
into classes. A class represents a tenplate for a set of simlar
obj ect s.
5. A class can be defined as a specialisation of one or nore
classes. A class defined as a specialisation is called a sub class
and inherits attributes and nethods fromits super class.
Aggregation and generalisation nechanisns of senantic data
nodels in addition let the wuser represent relationships anong

obj ects and anong object collections.

4.8.1 Senantic data nodel s:

The QOODM uses senmantic data nodels to represent conplex
obj ects because traditional relational nodels are inadequate such
as limted expressive power (senmantic content) and nunber of
problens can not be naturally expressible in terns of relations.
Spatial systens are a case where the limtations becone clear
[53].In a typical spatial system a polygon is deconposed into
rings, which are agai n deconposed into set of chains. The pol ygon
W Il have attributes polygon ID, chainID ring ID ring seq. R ng
wll have attributes ring ID chain ID chain seq. The attri butes
of chain are chain ID, start node, end node, Ileft polygon, right
pol ygon and attributes of node are node ID point ID

The attributes of point are point ID x coordinate and y
coordinate. Each of these is a relation. This nodel of polygon as
a set of relations, though conplete, is |low |level and depends on
user's capability of deconposing the conplex objects or entities

into relations. Senantic nodels aimto provide nore facilities for
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the representation of the user's view of systens. These nodels
(ex: entity-relationship nodel, functional data nodel, senantic
data nodel) as well, decouple these representations from the
physical inplenmentation of the databases. These provide nore
powerful abstractions for database schena than the relational,
hi er ar chi cal , and network nodels can support. Aggregati on,
general i sati on, specialisation and association are various
abstraction constructs wth the first two being proposed by Smth

& Smth (1977).

4.8.2 Aggregation and generalisation:

Aggregation refers to an abstraction in which a relationship
bet ween objects is regarded as a high |l evel object. Aggregates are
abstract entities that contain heterogeneous conponents. I n
relational terns, an aggregated tuple has attributes that are
t hensel ves tuples of different relations. This relationship can be
nested to any depth. Aggregation in one way of representing
hi erarchical structure anong tuples of different relations. The
classes or types are constructed by attributes or conponents and
there is likely sane attribute belongs to two classes but
corresponding objects do not share .the instance of conmmon
attribute.

(eneralisation refers to an abstraction which enabl es a cl ass
of individual objects to be thought of generally as a singl e named
object. Henents of a class can be specialised and grouped into
sub classes. A sub class inherits all the properties of it's

parent class. Henents of a sub class also belong to their parent
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class. This sub <class nechanism is called generalisation.

(eneralisation views a set of objects or a set of types/classes as

one generic type/class. In case of objects we call it as
‘classification' (i.e., 'class' in QM and in case of class we
call it as 'type-type' generalisation or sinply generalisation.

All properties of the generalised type can be inherited dowword

to the constituent types. The arrows indicate the direction of

general i sati on.

Fig 4.2 Generalisation hierarchy

In fig 4,2, enployee and student together constitute higher
| evel type person. Student is a generalisation of AS and Physi cs.
The attributes of person are inherited by each constituent (eg:
enpl oyee and student). These abstractions can be nodel l ed i n OODB

Wi th the concepts hierarchy and inheritance.

4.8.3 A ass hierarchy and i nheritance:

The class hierarchy specifies the 'is-a relationship anong
classes. If two classes c;, C, are related with 'is-a relation,
l.e cy 'issa@c, then all properties (including attributes and

nmet hods) defined on c, will also be defined on ¢c;,. c, is called a
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sub class of c, and c, is a super class of c;. The inheritance
concept says that the properties specified for a class are
inherited by all it's sub classes in the hierarchy. This is
simlar to the generalisation construct in senantic data

model | i ng.

4.8.4 Class lattice and nultiple inheritance:

|f a class can have only one super class, the class hierarchy
forns a tree. Sonetines, it is useful for a class to have multiple
super classes. This generalises the class hierarchy tree to a
directed acyclic graph (DAGQ, sinply called a lattice. In a class
|attice, a class can inherit properties from nultiple super

classes. This feature is known as nmultipl e inheritance.

4.8.5 Additional features of OODM

The following additional features, an QODM can support in
addition to the basi c concepts.
4.8.5.1 Conposite object [2]]:

Many applications find ituseful to provide an 'is-part-of
relation between an object and the object it references in
addition to 'is-a relationship. This is simlar to aggregation
concept in senantic data nodelling. A conposite object can be
defined as an object with a hierarchy of exclusive objects that
forma tree structure. However, it can also forma DAG structure,
i f conponent objects can be shared. The conposite objects are
often treated as units in data storage, retrieval, and integrity

enf or cenent .
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4.8.5.2 Version control:

Version control captures the record of evolution for data
objects. Wers in CADCAM dS etc., environnents often desirous
to work with multiple versions of an object, before selecting a
right one that satisfies as their requirenents. An object version
can have only one previous version. Two properties, pr evi ous
version, and next version, mnmay be used to express the appropriate
t enpor al rel ationships anong object versions. Next  version
property can be multi valued, thereby allowng a given object
version to have nultiple successors and this version history

generally forns a tree structure.

4.8.5.3 Equi val ent objects:

| n sone applications such as desi gn dat abases, an object can
have different representations that are equival ent, the purpose of
which is to inpose constraints on the databases. OODM uses generic
objects to represent the senmantics of equivalent objects
explicitly. A generic object contains attributes that identify
different representations of the sane object. Mdifications in one
representation are reflected in others by adding constraints to
the definition of generic objects.
4.8.6 Data operations in GCDM

So far we have seen conceptual schema part of CCDM i.e., how
the real world is represented as objects and rel ati onshi p bet ween
these objects. The second part 'data operation' in OODM i nclude

schena definition, database creation, data retrieval and data

updat e.
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The schenma definition operations are high |evel operators/
used to describe application schenma structure, various class
definitions and relationship anong the classes (class hierarchy).
In AS, CADCAM etc., applications the requirenents of the user,
source data, environnent changes with tinme, hence the definition
of schena is |iable to be changed, which generally does not change
I n business applications. In order to nodify the schena definition
the operators simlar to 'change class', 'add class', 'delete
class', and 'change class hierarchy' are to be provided.

The operations for creating database have the form

G eate object (object nane, object definition) or

Add object (object nane, object definition) , are used to
input the data in the required form (structuring the data) .

The operation for data retrieval is of the form
retrieve (object nane, list of attributes, list of conditions)'
‘List of attributes' specify the attribute names of interest
specified as [all], [al but atbl], [ at b3, at b4] etc..
‘List-of-conditions' has the form [atbl |ogical operator value],
[defaul t] etc..

The operation of data update is of the form

updat e (object nane, object val ue).

Al'l operations stated above can be perforned by naki ng use of

an interface | anguage.
4.8.7 bj ect - Ori ent ed dat abases:
An object-oriented database system (GQIB) is a DBMG wth an

object-oriented data nodel (AN , and the key feature of OODB is

120



the power they give the designer to specify both the structure of
conpl ex objects and the various operations which can be applied to
these objects. Developers have selected one of the approaches
ment i oned here under:

Extending a relational system to support the concepts of
obj ect s

Extending an object-oriented programmng |anguage to include
persi stence, sharing etc., database features.

Many QODBs have been developed to neet the requirenents of
various applications viz., CAOCAM CASE docunent processing
etc., by nmaking use of one of the above approaches. Know edgebase
representation schenes are to be incorporated in OQODB to support
Al applications. QGion developed by Mcc and Iris devel oped by HP
will fall into the category of extending a relational system
Genstone (by servo logic), Encore (by Brown univ), and object
store (by object design) are the QODBs as an extension of
obj ect-oriented programm ng | anguages. The first one was devel oped
using 'snall talk' and next two were built on C . A though nany
QCDBs have been proposed using these approaches, they differ in
their interpretation of OGOOM Al QOXDBs (proposed/ devel oped)
support the concept of conplex objects and obj ect encapsul ati on at
different levels. They can be categorised on the |evel of object

orientation.
4.8.8 Structural object-orientation:
A data nodel supporting the construction of conposite objects

is called structurally object-oriented. So the object (tuple) do
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not have to be atomc (as in the case of relational nodel), but
may be conposite in turn. A systemthat supports conposite objects
nmust provi de specific operators, such as, duplication and del eti on
of objects with their sub structures, or navigation through an

object structure. This is sonetines called operationally object

orientation. It should provide atomc types (eg | nt eger ,
character) and certain type constructs (eg tuple, set, list)
which will enable users to construct application specific conpl ex

data structures. Structural object orientation can be used in a
natural way to nodel built in objects (i.e., objects enbedded in
other objects in the sense of part of hierarchy) or to specify
shared objects which are included in several other objects
simultaneously. 'QGass’ construct is generally used to attain
structural object-orientation in QOOBs. To nmaintain reference
bet ween the objects and conponent objects object ID plays a vital
rol e.
4.8.9 Behavi or object-orientation:

A data nodel is called behaviorally object-oriented if it
supports wuser defined types and the definition of operators
(nethods) that are applied to these types. Ohce the user defi ned

type and its associated operators are specified, this newtype can

be used like a system defined type. Qperators or nethods are
defined by an interface (nane, | nput  par anet er s, out put
paraneters) and a programto conpute it. The QDM w ||l take care

off operators not applying to inappropriate objects. To, apply an
operator, one only needs to know its interface; no know edge is

requi red about its inplenentation.
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In order to increase portability of an application, it shoul d
be generic and i ndependent of the specific hardware configuration
irrespective of the way the data nodel is defined and the success

of object-oriented system design.

4.8.10 Model I i ng real worl d phenonena [11]:

The enpirically real world wverifiable facts referring
geographical reality which constitutes a spatial information
system is to be nodelled. This data nodel is a I|limted
representation of reality since the facts may not be certain, and
is constrained by the finite, discrete nature of conputing
devices. The spatial databases representing real world phenonena
is conposed with logical units, spatially referenced entities nust
be abstracted, generalised or approxinmated in the process of
creating the database. In spatial databases, nodelling plays a
major role and controls the view of the world which the user
ultinately receives.

Fromthe user's point of view it is suitable to start wth
the real world. The world consists of fully defined and
i nconpl etely defined entities/objects. The inconpletely defined
spatial objects set is the source of the problem and i ncludes
spatial objects from different sources depending on the needs of
any user. Euclidean geonetry to reason about spatial arrangenents
and network topology when plan a trip or navigate any autonobile
are the nostly used nethods to conceptualise space by whi ch nost
of the applications can be addressed. It is not that reality

changes, but the concepts used to structure perception of the
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situation differs. In order to cope with the conplexity of the
realisation, we have to abstract details and concentrate on the

aspects that are inportant for the task at hand.

The environnent where the nature of the variations, the
objects that can be identified and the identification nmay vary
with the discipline, spatial scale and personal opinion gives few
probl ens for exact nodels of real world phenonena or reality. The
better nodel for conplex real world objects is to regard them as
sone type of conplex continua and because they can not be seen in
their entirely, they can only be described by sanpling and
reconstructed by interpolation. A AS will be successful only if
it can present the user, an accurate view of the world, and to do
SO requires efficient access to a database, and the use of

accur at e dat a nodel s.

4.9 Different approaches to O0d S

The object-oriented term has received attention recently in
the AS literature as nany of the conputer science concepts of
object-oriented programmng and databases have stinul ated
discussions in the spatial context. The object-oriented notion of
object identity is clearly nore conpatible with the object view of
reality than the field view, and the systens currently being
marked as object-oriented, rather than |ayered, seemto be ained
at those applications in which the object view is nore acceptabl e.

Following are different approaches to QO3S for which sone

pr ot ot ypes have been developed as an attenpt to use
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object-oriented nodel in AS technol ogy. These approaches can al so
be used, to develop a non object-oriented AS nodel .

1. The extension of OCDB functionality to existing AS

I n this appr oach capt ure, mani pul at i on, anal ysi s,
presentation capabilities of the spatial data are availed by the
as and the storage, nanagenent and other object-oriented
features are to be enhanced over the existing AS e exanple in
this line is the coomercial AS S CAD of S enens NXDRCF wth
its data managenent conponent DB, offers nunerous database
functionality.

2. The extensions of an existing DBVM6 by geonetric and
geographi cal functionality: For this approach, OODB seens to be an
interesting option. A Kkernel consisting of geographical and
geonetric building blocks can be built on underlying OODB as base
classes. These building blocks are <classes and nethods for
representation and nanagenent of spatial information. CGher AS
functionality can easily be build wth the help of kernel. The
first prototypes have been developed in this line are based on
and Post gr es (odot is the O0O3S developed based on this
par adi m

3. The coupling of AS with existing DBM5, is a hybrid approach,
in which sonme or all geographical infornmation are stored in
specialised structures, and attribute information is stored in
DBNVS.
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4.10 Approach followed for QO3 S
As explained already, there are nmany advantages if dS is
devel oped on object-oriented concepts. The followng are steps

followed in achieving this goal.

4.10.1 An object-oriented frontend to any A S

This is an extension to an existing @S In this there is a
clear separation between the underlying QS and the extension part
and this separation plays an inportant or vital role in achieving
the portability, extensibility and (cooperative) nodel | i ng

capabi lity.

Fig 4.3 Block diagram of object-oriented gateway to G S

For the functionality, such as spatial data managenent, data
storage and spatial query processing, we have to rely on
underlying @S ject-Qiented frontend inplenents the nodelling
capabilities, the underlying system |lacks. The underlying QS can
be heterogeneous dSs developed in different appr oaches.

Portability can be achieved, as the frontend is the upper | ayer
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for different AS e has to rewite the parser, which is
responsi bl e for communi cati on between frontend part and underlying
@S This frontend is not restricted to an interface |ayer
between/ it allows users to nodel conplex objects and for building
schena. The frontend will augnent the underlying QS wth features
| i ke, object identity, structural object orientation, and
behavi oral object orientation, which in turn nay perform nultiple
transactions or nmultiple calls to wunderlying GS To \attain
extensibility, inheritance and reusability are helpful. In order
to facilitate cooperative nodelling, the frontend supports
version control, nultiple views of nodelling and autonmated change
pr opagat i on.

The systemmay be a tool, w th which users abstract and nodel
the data of their interest or the system is the outcone of
nodelling of tools which manipulate the data of wuser's interest.
The information system developed in first approach gives overall
nodel ling authority to the user, thus it is flexible and support
varities of applications, where as the one developed wth, later
approach suffers fromcertain [imtations such as inflexibility,
static and gives narrow view to the user, but it nay be sinple to
use, because user nerely follows the existing nodel for which
tool s are provided.

User has to be tuned to nodel or sone tools it supports to
use an information system which is developed in latter approach.
Wser finds greater difficulty when his need, application context,

or data changes. UWser can not build any schema for application.

The user has to build his own schema for each application, which
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is a difficult task. The limtation can be overcone by providing
an easy environnent to define the schema and GJ. It reduces nuch
of the key in work as user need not deliver many commands to built

schena. Thus the forner is superior to |ater.

Here, the main effect is to convert an already developed G S
wthout facilities for creating schema into a dS which 1is
flexible and allows the user to design his own nodel of the real
worl d phenonena or geographical reality. The QJ nakes use of
graphics on a bit mapped video display. Gaphics provides better
utilisation real estate, a visually rich environnent for conveying
information, and the possibility of what you see is what you get
video display of graphics and formatted text prepared for a
printed docunent. In GJ, the video display, no longer confined to
echo text, but beconmes a source of input show ng various graphical
objects in the formof icons and input devices such as buttons and
scroll bars. The user can directly nmani pul ate these objects on the
screen using a pointing device nouse or key board. G aphic objects
can be dragged, buttons can be pushed, and scroll bars can be
scrolled. The user can directly interact with objects on the
display, rather than one way cycle of information from the key

board to the programand to the vi deo displ ay.

4.11 Design:
4.11.1 I ntroduction:
The object-oriented approach views a system as a set of

objects, each object having a well defined operations, and a
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transformation function that transforns the objects by performng
operations on the objects.

The object-oriented design nethodology consists of three
parts:

Cefine the probl em

Devel op an infornal strategy

Formal i se the strategy

The third step has, further, four phases
1. ldentify the objects and their attributes
2. ldentify the operations on the objects
3. Establish an interface and
4. |1 nplenent the operations

These three steps can be nerged and then divided into four
stages, which follow software engineering life cycle. The soul of
the design wll be found in the control concerns  of
object-oriented design. The stages are

Anal ysi s

System desi gn

(bj ect desi gn

| nplenent ati on

This object-oriented nethodology is proposed by Runbaugh et
al . The et hodol ogy consists of building a nodel of an application
donmain and then adding inplenentation details to it during the
design of the system They called this approach as object

nodelling technique (M). Snce the design follows the sane

approach as QWL it is necessary to brief about this nethodol ogy.
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1. Anal ysis:

It is concerned wth understanding and nodelling the
application and the domain wthin which it operates. The
conceptual view of the proposed system is arrived based on the
initial input to this phase: the problemstatenent. In this stage
nodel will be built of the real world situation showng its
properties. The analysis nodel is a coarse abstraction of what the
desired system nmust do, not how it will be done. The objects in
the nodel should be application donain concepts and not conputer
| npl enentati on concepts such as data structures. The output from
analysis is a formal nodel that describes the objects and their
relationships, the dynamc flow of control, and the functional
transfornati on of data subject to constraint.

2 System Design:

The overall structure is determned in this phase. Duri ng
systemdesign, the target system organised into sub systens based
on both analysis structure and proposed architecture. The system
desi gner nust deci de what perfornance characteristics to optim ze,
choose strategy of attacking the problem and nake tentative
resource all ocati ons.

3 (bject design:

During this phase, design nodel is built based on analysis

nodel but containing inplenentation details. The desi gner adds

details in accordance with the strategy established during systens

desi gn. The focus of object design is data structures and
algorithns needed to inplenent each class. Both application
domain objects and the conputer donmai n objects are described
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using the sane object-oriented concepts. During object design,
practical designs are produced by elaborating, refining and then
optimzing the analysis nodels. During the object design stage

the shift in enphasis is from application concepts to conputer

concept s. The basic algorithm is chosen first to inplenent each
major function of the system and object nodel is optimzed for
ef ficient i nplenentation and this nodel structure is then

optimzed for efficient inplenentation.

4 | npl enentation:

The object classes and rel ati onshi ps devel oped during object
design are finally translated into a particular programm ng
| anguage, database, or hardware inplenentation. Pr ogr amm ng
should be a relatively mnor because all the hard decisions should
be made during design. In this inplenentation phase, it 1is
i nportant to foll ow good software engi neering practice so that the
design is straight forward, and the inplenentedsystem renains
flexible and extensible. Sone initial | npl enent ati on . was
carried-out in [56],

Through the system devel opnent cycle i.e. analysis through
design to inplenentation, object-oriented concepts can be appli ed-
In all the above phases, the OMI net hodol ogy uses three kinds of
nodel s to descri be the system

a) the object nodel, describing static structure of the
objects, in a system and their relationships

b) the dynamc nodels describing the interactions anong the

obj ects of the system and
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c) the functional nodel, describing the data transformation
of the system

The three nodels are orthogonal part of the description of a
conplete system and are cross linked and each nodel is anplified
and acquires inplenentation details as devel opnment progress.

In functional deconposition technique which is nost direct
way of inplenentation, consisting of dividing the system into
subprograns, transferring control between sub prograns concentrate
upon the algorithmc abstractions. The nature of the abstractions
that may be conveniently achieved through the use of subroutines
islimted.

The functional devel opnent nethods suffer fromthe follow ng
limtations:

- do not effectively address data abstractions and
i nf ormati on hi di ng;

- generally inadequate for problem domains wth natural
concurr ency;

often not responsive to probl emchanges in space and hence
the systemcan be fragile.

Massi ve restructuring by deconposing functionally is required
if the requirenent changes. In object-oriented approach focus is
on identifying objects first fromthe application donmain and then

on filling procedures around them
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4.12 Anal ysis:

Analysis of the system starts with the problem statenent,
which is to develop an object-oriented frontend to an existing QS
in order to enhance it as fully functional, flexible, application
| ndependent, user friendly @S Providing GQJ is also part of the
problem statenent under consideration. These two can be
conbinedly grouped under the title "(pect-Qiented gateway to
as.

The analysis phase enphasizes building real word nodels,
using object-oriented view of the world. The main task is to
examne the needs from the perspective of the classes and objects
found in the vocabulary of the problem donain. Apart from
providing "object-oriented frontend to existing AS' , by using
obj ect-oriented concepts, the system nust take of the transparent
line of separation between frontend and the underlying @S The
two main objectives are to provide object-oriented concepts and
aJ.

The QOCODB described previously is ainmed at the description of
object-oriented concepts that are incorporated in frontend. The
high | evel abstraction, "Schema for an application" is the nain
objective, to achieve, which we decided to provide the user wth
the facility to create schena for each application.

The objective of providing G is to mnimze the training
overhead to users as nmany existing AQSs force the users to undergo
training in order to use the system and nake the system so user
friendly, even for novice users. The primary function of AS M z.,

capture the data (spatially referenced attributes), analysis,
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query and display are to be provided in an enhanced or
object-oriented way.

In AS can be nade fully functional and flexible, if it
allows the wuser to build the application wth high [evel
abstraction "schema".

Wiile developing the system the followng tasks are to be
consi dered and anal yzed.

1). | ncorporating object-oriented concepts discussed already
(GCDM GODB)

2). Establishing AX for user friendliness

3) . Frontend should act as the gateway to the underlying QS
(i.e./ capture, analysis, query and display in spatial context)

A . Providing an effective comuni cati on between underl yi ng
@S and frontend

5) . To have high level abstraction for an application by

providing "building the schema" facility.

4.12.1. Schena:

It is the logical organization of entities and definition of
their properties for a particular application. |In object-oriented
dat abase systens, each entity in the real world is represented as
an obj ect.

The concept of 'class' is proposed to classify the objects,
whi ch have sane characteristics or sone abstraction level i.e.,
characteristics of objects are defined once per class but not for
each object. (Qperations which can be applied to each object of a

class are also defined in the class. In the schenma cl asses that
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are

part of an application along wth the hierarchical

rel ationship anong classes are defined. Wile defining the class,

user has to give class description as follows.

NAME: Nane of the class
CLASS RELATI ONSH P The relationships wth other classes are
defined, to specify class hierarchy.
SUPER (LASSES: List of super classes
SUB AASSES : List of sub classes
STRUCTURE . The aggregation hierarchy which represents the
structure of objects in the class is specified.
REFERENCE NAME: The nane which is to refer the conponent
obj ect
DOVAI N The nane of the class to which the conponent nust
bel ong
METHODT The operations which are applicable for every object
in the class are specified. Two kinds of nethods are
avai | abl e here:
Daenon Method: This nethod is invoked when a specified object
is created or nodified. It can be specified in the form
d ass nanme: Action
Qoer ati onal et hod: This nethod is used to nanipulate a
class or object. It can be specified in the form
Message: Action

Fig 4.4 dass description
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d asses are nanaged to form a hierarchy with reference to
their abstraction level or their relations, and the descriptions
are -inherited according to the hierarchy. 1In order to facilitate
the abstraction constructs M z., generalization, aggregation user
is allowed to define two types of hierarchies in the schena. The
first one is class hierarchy and the second one is aggregation
hi er ar chy. Schena definitions consists of the definition of
cl asses and cl ass hi erarchy.

Adass hierarchy is defined as the super class-sub class
rel ati onship anong the classes in the schena. It provides the
user a way to generalize one or nore classes as a single class.
This aids wuser in specifying the relation between classes
(abstraction at class level) i.e., all objects of a class are
related to all objects of another class. The sub class inherits
all the attributes and nmethods of its super class. dass nay
inherit properties fromnmultiple super classes also. |If there is
any conflict anmong attributes of different super classes, the
I Medi ate super class attributes have higher precedence.
Structural correctness of class hierarchy is to be maintai ned
whi |l e user is defining class hierarchy.

W define a class hierarchy as <correct if +the graph
representing the <class hierarchy neets the followng two
condi ti ons.

Condition - 1

Either the condition (a) or (b) holds for any pair of classes

connected, (A B, in the class hierarchy graph, but both of then

are not satisfied.
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a) These exists one direct path fromAto B

b) |If there are multiple paths from A to B, each passes
through at | east one node (class)
Condition - 2

For any class A there is no cyclic path that starts from A
and reaches A

Aggregation hierarchy is defined in class description which
is used to represent the conplex objects (conposite objects).
Conpl ex object <classes are defined using references to other
cl asses. The referencing instance variables (attributes or
conponent objects) have non atomc values. Their domains are the
sets of all instances of the referenced classes. The user nay be
given a set of primtive (int, real, char, boolean etc.) and non
primtive (string, point, line, polygon etc.) predefined classes
to use as references in the definition of conplex object classes.
However, wuser can also use his own defined classes as references
in the description of class. It is abstraction at object |evel.
The relation is defined between an object of a class and an obj ect
of another class. The relationship nay be "part-of" or
"contai ned-in" explained belowis used to reflect the nodification

in AS by allowing the user to nodify the schena.

4.12.2 Schenma nodification [49:

In this section, operations for nodifying a schena and their
effect are described. These operations are for class hierarchy,
aggregation hierarchy, nethod, and as well as changing a class

namne.
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There is no nanme conflict in the hierarchy:

No situation involving definition of nanes or nethods which
correspond to the sane nessage in the nmultiple super classes. Al
of them are wused comonly for schema definition and schenma

nodi fi cati on.

4.12.2.1 Operations for class hierarchy:

The followng operations are applicable only for the class
which <classifies as the "root object” in the aggregation
hi er ar chy.

Add a cl ass:

This operation is used to add a class to existing schena.
The newy added class wll be, automatically, put in class
hi erarchy according to specification in class hierarchy in class
descri pti on.

Del ete a cl ass:

Existing class can be deleted from the schema using this
oper ati on. Before deletion, the class is renoved from the class
hierarchy and all sub classes of class being deleted are redefined
as sub classes to its super classes. However root classes in class
hi erarchy graph can not be renoved.

Hi er ar chy Change:

This is wused for <changing super/sub class relationship
between a class and its sub class. The conditions to be satisfied
are gi ven bel ow

— Adding super/sub relationship:

This is to add a super/sub relationship between two
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exi sting cl asses. This operation is successful only if the
resultant class hierarchy graph satisfies the conditions specified
for structural correctness.

— Deleting super/sub relationship:

To delete a super/sub relationship between a class and
its sub class this operation is used. In case a class wth only
one sub class, this operation can not be appli ed.

4.12. 2. 2. perations for aggregation hierarchy:

In order to change aggregation hierarchy, the follow ng
operations can be used. The wuser is allowed to nodify the
aggregation hierarchy defined in a class, but inherited structures
of object defined in other classes cannot be nodified. These wl|l
affect the structure of class in class description.

Add attribute:

This operation is used to add new attribute to an existing
class. The attribute may have its domain either fromprimtive
classes or user defined classes. |In case an attribute is defined
in wth its domain as user defined class, then that class shoul d
not be super class/sub class to the class for which attribute is
bei ng added.

Del ete attri bute:

An existing attribute can be deleted sinply by specifying the
reference nane of that attribute.

Change nane:

The nane of the schema or any class of schena can be changed.
This can be done by specifying the current nane and 'new nane'.

The new nane should not be conflicted wth schema nane or other
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cl ass nanes.

Add/ del ete a net hod:

Qperations are to be provided to add a nethod to a class or
to delete any nethod from cl ass. However nodification of nethod
IS not permtted.
4.12.2.3 Propagati on of changes:

As already explained user is allowed to nodify schena. The
system should take care of senmantics and integrity of objects that
have been created earlier to nodification. This can be achi eved
by propagati ng changes to classes and/or objects.

Propagati on of changes to class definition:

Whenever a class definition is changed it is to be propagated
to other classes in the class hierarchy. These i ncl udes:

Addition of new instance variable (attribute); Wen an

attribute is added to a class, then it should be propagated to all
Its sub classes, because the newy added attribute has to be
inherited by the sub class. If the newy added attribute 1is
defined in any of its super class then the corresponding inherited
attribute is suppressed.

Deletion of an instance variable (attribute); If there is

any attribute, with sane nane, defined in any of the super cl asses
then it is to be inherited by the current class. Al soO nessages
have to be passed to all its sub classes so that they change their
structure accordingly.

Addition/deletion of class; Here all the super classes and sub

cl asses of current classes have to change their class relationship

accordi ngl y.
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Propagation of changes to object instances:

Whenever schenma is nodified, changes are propagated to other
classes first so that they change their structure and/or class
hi er ar chy. After that all the classes involved in the change,
either directly by user or propagati on of change by other classes,
are to propagate these changes to existing object instances. For
instance, if a class is deleted, this is propagated to all of its
sub classes. Then all the objects of all sub classes are to be
nodi fied by renoving attribute values that are due to inheritance
property fromthe class being deleted. This is also valid in case
of changes in <class hierarchy (i.e super class/sub class

rel ati onshi p).
Exanpl e: d ass hi er ar chy:

Met hod area() is defined to find out area of an object of
admnistration, wll be applied to each object of each descendent
of class Admni strati on.
4.12.3 In between object-oriented frontend and A S

The entire system can be viewed as two |ayers one over the

ot her. The upper layer is the object-oriented frontend and the
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lower layer is an existing AS wth forner used for building
appl i cati on schena. The user interact with the frontend only.
The frontend's responsibilities are availing AS functions to user
and providing object-oriented data nodeling capability to user.
The underlying AS and frontend nust have effective communication.
The two communications are frontend requesting the underlying QS
for sone task (eg. digitize, store, overlay), and the other is the
conmuni cati on/ feedback from @S to frontend. Acknow edgenents and
infornmation regarding tasks perforned by AS as a consequence of
frontend's request are comuni cated. So frontend is entirely
dependent upon GS for its functionality. The required task from
frontend has to be converted into a request or operation which the
underlying @S knows. This task is acconplished using parser or
interpreter.

4.13 System desi gn:

The basic approach to solving the problem is selected in
system desi gn stage. Wiile in analysis, the focus is on what
needs to be done, in systemdesign the overall structure and style
are deci ded. The object-oriented data nodeling capabilities is
distributed anong the four sub systens viz., schema nanager, class
manager, object nanager, and system nmanager.

The frontend is under the control of system manager. System
manger has the responsibility of correlating the @S and schena
(upper layer). The sub systens are described bel ow
4.13.1 Schena nmanager :

'Schema creating facility is provided by schenma manager. The

structure and behavior of schena are explained in object-oriented
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anal ysi s phase.

Fg 45 (hject-Qiented gateway architecture

The major responsibilities of schena nmanager are gi ven bel ow
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Schenma creation for each application:

The schenma manager creates schenma after checking for the
correctness of all the information. The user is required to give
schema nane, structure of schema and class description of classes
in order to create a schena.

Schema |isting and vi ew schena:

Existing schema is nmaintained by schena nanager to
know existing schema to enable users to create new schena. The
schema structure (Partially or conpletely defined schema) and
classes of that schena are shown to the user. Bef ore nodi fyi ng
the existing schema, user nay W sh to view schema structure.

Resol ving conflicts:

Gonflicts like " duplication of nanes", 'referencing a class
or object which is not pertaining to this schema are resol ved by
schema nmanager only.

A ass hierarchy and aggregation hierarchy nmaintaining in a schena:

Schena nmanager naintains these two hierarchies in each sche-
nma. These two hierarchies can be defined or changed.

Modi fyi ng the schena, and propagation of schema changes to class

manager .

Schena database has to be reflected with schenma changes
whenever the schema is nodified. These changes are to be
propagated to class manager and obj ect nanager.

Managi ng Schena dat abase:
Schena dat abase constitute schena struct ure, cl ass

descriptions and objects infornmation of each class. Soring*
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retrieving and nodifying the schema information is taken care by
schena manager .
4.13.2 d ass nanager :

Main function of class nmanager is to cooperate wth schena
manager in order to maintain the schema. The nmain tasks of class
nmanager are |isted bel ow

d ass creation:

All classes defined in a schena are to be created. Wsing the
class description, class is created by the class nmanager after
checking its correctness.

Viewclass or class |ist:

The class structure (its relationship on the class
hierarchy), and attributes along with their domai n class are shown
to the user. Before any user nodifies the class, user may wsh to
view the class structure. In a single schena, duplication of
class nanes are prevented by the list of classes.

Modi fyi ng the class and propagati on changes to obj ect nanager;

Adding an attribute, deleting an existing attribute, addi-
ng nethod and changing class hierarchy are included in class
nodi fi cati on. After nodification of the changes, they are
propagated to object nanager in order to change the objects of
that class, already created.

Respondi ng nessages from schenma nanager:

Messages inply the changes that are propagated from schena
nmanager. The schenma nmanager requests class manager to change the
occurrences of a class in all other classes that is being del eted

from schena. Now the class definitions of all classes which are
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having references to the deleted class are nodified.

4.13.3 (bj ect manager:

After the schema is created, the wuser then concentrates
mainly on creating and mani pul ating the objects. The structure of
the object i.e., <class structure to which the object belongs,
i dentifies, references to conponents and primtive attribute
values are stored in a database nmaintained by frontend part. But
the spatial data, pertaining to spatially referenced entities are
stored by the underlying AS The references to such data are
mai nt ai ned by object nanager. The inportant functions of object
nmanager are as foll ows.

Qreati ng obj ects:

Data fromdifferent input devices in different formats are
captured for creation of an object. An object with different
attributes is created by keying attribute val ues from key-board,
or digitize maps, or specify data (renotely sensed, transformnation
of existing data) in sone files. The underlying capture routines
are to be invoked for this purpose by the object manager in
coordination wth systens nmanager which in turn sends requests to
as
Modi fication and retrieval of objects:

The changes | ncor por at ed Iin class definition or in
class hierarchy are from class manger to object manger. The
objects are suitably nodified according to the changes nade in the
cl ass. (bjects can be explicitly nodified by the user. The

inmportant task of object manger is to retrieve the objects. I N
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order to answer queries and to display objects, the required
objects are retrieved by object nmanger and passed to either to

di splay routines or system nanager.

4.13.4 Transaction and nap nodul es:

Transaction in AS applications is totally different from
that in ordinary database systens, because it includes operations
over spatial objects. The analysis functions which the system
provides are used to perform operations on spatially referenced
entities. Map is a tool necessary to enable the user to perform
transaction over the spatially referenced objects. A special kind
of object class is a map which contai ns ot her geographi cal objects
Wth respect to a reference to a system Mp objects can be
derived by specifying map boundaries and objects that constitutes
a map. Various anal ysis functions such as overlaying of maps, add
maps, cut or zooman existing map etc., which are provided by A S,
are used to mani pul ate maps to generat e new naps.

So, transaction which is the main part of frontend relies on
underlying AS Transaction consists of analysis and query
processing. The underlying AS is invoked to acconplish these two
t hrough systemnmanger. The transaction is suitably fragnented into

tasks and a request is sent to AS for each task.

4.13.5 System nmanager :
System nmanager's responsibility is to coordi nate all the
managers and it has overall control on frontend. The requests from

obj ect  nanager, schenra nmanager, and transaction part are
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transfered to the AS by Invoking parser. System nanger process
the reply or feedback given by the underlying AS and the result
IS communi cated to schenma nmanager and object nanager. The result

nmay be a data file nane or reference to sone conponent object or

out put of sone anal ysis function.

4.13. 6 Parser:
The request delivered by system nmanager is converted by
parser into requests or operations or comands which the

underlying QS can understand. So, design is independent of A S

4.14 (Obj ect design:

(bject design is a mapping process, and keeps everything
ready for inplenmentation. This is called nmapping process in the
sense that, the ideas, strategies, and nodels devel oped earlier
are mapped onto objects, data structures and algorithns. The
anal ysis nodel is extended with specific inplenentation decisions
and additional internal classes, attributes and operations by
object design. During analysis, the discovered objects serve as
the skeleton of the design, but object designer nust choose anong
different ways to inplenent them depending on the | anguage
selected (C can be used as it supports directly object-oriented
programmng) for inplenentation. The details of object design are
given in the general object-oriented notion of class diagrans and
obj ect diagrans proposed by Booch [9],

The existence of classes and their relationships in the

| ogi cal view of the systemare show in a class diagram The class
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structure of the systemcan be viewed in a single class di agram
The class diagram captures the structure of classes that form
system architecture. The objects existence and their relationships
in the logical design of the system are shown in an object
diagram bject diagrans are prototypical, in the sense that, each
one represents the interactions or structural relationships that
nmay occur anmong a given set of class instance, no natter what

specially naned objects participate in the actual inplenentation.

Fig 4.6 A ass di agram

d ass diagramis shown above and it. shows the naj or cl asses
and their interaction wth other classes. The classes have vital
contribution in the systemdevel opnent. Each class is intended to
do specific task identified during systemdesign.

A S schema, ASclass, ASobject are classes correspondi ng
to schema nmanager, class nanager, object nanager respectively. The

gateway control utilities which is responsible for integration of
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classes in the systemis the central conponent of class di agram
The whole system is nonitored by this and it acts as a bridge
between frontend and underlying AS The parser is invoiced
whenever it has to communicate wth the underlying AS This keeps
track of user actions with AQJ environnent. The QX part displays
the graphical w ndows (wdgets) requested by various classes on
the screen and communi cates the user actions to system manager or
other classes. The object table is to maintain the objects and
their offsets of each class (user defined class and not to be
confused wth cl asses designed) in each schena. The vari ous object
di agrans which correspond to the classes in the class diagram are

gi ven bel ow.
(hj ect di agr ans:

The class designi.e its fields, nenber functions, functions
used that are not nenbers is clearly show in object diagram Just
by looking at the object diagram which contains the sub class
al so, it becones easy to understand the conplete set of nenber
functions of the sub classes. The object diagrans for the classes
viz., (QSschema, dSclass, (QSobject and other supporting

cl asses are descri bed bel ow
1. A S schena:

The instances of A Sclass are present in d S schema. Each
instance of QS schena corresponds to a schena defined for an
application. This contains all the classes of that schenma and
schena database. To performtasks |ike creating schema, nodifying
schema, deleting schena, various nethods are show in object
diagram It uses the routines 'hierarchy validation' for checking

and naintaining the hierarchy class in a schena.
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Fg 47. A4S schema
2. ASclass: The ASclass contains the class structure in terns
of its super classes, sub classes and attributes. The methods
defined in ASclass create class, view class, and nodify class

hi erarchy, rel ationship.
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Fig 4.8 (bject diagram QA S-class

3. ASobject:

AS hject maintains objects of each class. It responds to
the propagation of <changes in schema (i.e., whenever class
definition is changed it nodifies the objects) and it is part of
obj ect manager. New object, old object, the two classes inherit

the structure of ASobject and are responsible for creation of
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the objects. A Sobject points (wth next pointer) to another
object in the schena. Dsplay of objects on the screen in QGJ

environnent is done by the nmenber function view).

FHg 49 (bject diagram QA S object
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4. (bj ect tabl e:

It is the hash tabl e nai ntai ned by the systemnanger and used
by ASobject. The list of objects and corresponding offsets
pertaining to a class are available in object table. It also
points to another object of object table so that hashing list of
all classes of schenma are maintained in linked list of object
table. Append(), setoffset(), delete are nethods defined to
create, and nodify the hash table. For know ng the existence of a

particul ar object, the nethod exists() is used.

154



5. Draw schena structure:

|t provides graphical user view of a schena. Wen the user
wants to view the | oaded schema, the schema is shown as a directed
acyclic graph (DAG. This structure is generated and mai ntai ned by
this class. It also takes care of the subsequent nwodifications of

t he schena.

Fig 4.11 (bj ect di agram
Or aw schenma structure

Conpl ete design is explained so far. V¢ started with brief
description of object-oriented desi gn techni que. Various phases of
general object-oriented design are explained. Mjor tasks are
identified during problem analysis phase. The  proposed
architecture is clearly described. At the end maj or cl asses, class
di agram and object diagrans are identified and role of each class

in the systemare expl ai ned.
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CHAPTER V

5.0 Conclusions and future directions:

In chapter-1, we have discussed the three conputer
applications wunder spatial infornati on section, vi z., first
generation applications involving nunerical  conputing, second
generation applications involving conmercial data processing and
third generation domnated by conputing wth geonetric and
pi ctori al objects resulted in developnent of various data
structures such as arrays, list structures and multi-key access
structures. Then characteristics of spatial data were explai ned.
They are objects being accessed by unique nunber and
representation of an object is an integral part of data structure.
Geographical Information System (@S and a spatial data base
system which is a special kind of QS are described along wth
conponents of @AdS viz., data collection, data managenent,
retrieval and transformation, display. The QS features are dealt
whi ch include use of prinmary transformation tools which include
sinple spatial analysis tools and use of conpound information
tool s whi ch make use of mathenmatical nodels or expert system Need
for building expert system and expertdatabase system along wth
its categories are explained. The necessity to use reasoni ng which
i ncl udes reasoning using logic, reasoning using rules, reasoning
using franes and senantic nets, nonnonotoni c reasoni ng, reasoning
under uncertainty, evi denti al reasoning are discussed. The
advantages of wuse of Artificial Intelligence (A) in building

know edgebase system for AS wth Al playing predomnant role in

deriving a decision support system wth QS acting as a spatial
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database i.e., a special kind of AS to store spatial and
non-spatial data has notivated in solving problens viz., reasoning
using multiple sources of infornmation to identify features in a
target scene, inmage to nmap registration problem and buil ding
object-oriented gateway to AS in this dissertation is explained.
The aim of the thesis and present work and organisation are

described in later sections of chapter-I.

The first objective of this dissertation i.e., developing an
evidential reasoning technique to reveal the infornation content
of a target scene using multiple sources of Infornmation is
described in chapter-I1. Introduction to spatial r easoni ng,
spatial reasoning as described by different authors, and earlier
works on spatial reasoning viz., A gebraic approach to spati al
reasoni ng, fuzzy logic based expert system to AS a |ogical
franework are explained. Various reasoni ng techni ques uses single
set of information which is clear and unanbi guous and single |ine
of reasoning is adopted in order to cone to conclusions. |In order
to identify features |ike nountains, plannar surfaces etc., in a
target scene, nultiple sources of evidence constituting evidence
domai n, involving basic elenents |ike tone/colur, texture, shadow
etc., incase of satellite image have to be nade use of to devel op
know edgebase or gallery which contains frames along wth
conpatibility relationships anong them The various evidential
operat or s gi sting, sumari sation etc., are to be applied

depending on the way the gallery is nade use of, to nove through

these franmes where target questions can be answered to reveal the
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information content to know about various features. S0, need to

use evidential reasoning is described.

The various terns used viz., frame of discernnent, basic
probability assignnent, belief function, f ocal elenent are
expl ai ned. | npl enentation details are also described. The
f ramewor k for inplenenting includes: specifying frame of
di scer nnent , arriving at conpatibility relations anong them

assigning quantitative belief, reasoning by noving through the
gallery by naking use of various evidential operators to reveal
the infornmation content of a target scene is explained next. The
maj or steps in evidential reasoning are: building know edgebase
or gallery and reasoning to reveal the information content of a
target scene and these are described in subsequent sections of

chapter-11.

The basic elenents tone/color, texture, shadow, context,
pattern, shape, size, and association are used in identifying
different features on satellite images. The various evidential
operators viz., fusion, discounting, translation, sunmarisation,
gisting and interpretation are used depending on the way the
gallery is nmade use of, and are explained in detail. Wile naking
use of fusion operator various algorithns viz., Denpster's rule,
optimstic rule of conbination, Bayesian approxi nation, Harriett's
techni que for singleton hypotheses, Harriett's technique applied to
partition, Grdon and Shortliffe algorithm Shafer and Logan' s

algorithm for hierarchical evidence are to be used depending on
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the way the evi dence donai n and evi dences are used are expl ai ned.
A case study which wuses geologists knowedge, to identify
geonor phol ogi cal features using evidential reasoning in toponaps,

satellite images is discussed in length in later sections of

chapter-I11. Various geonorphological features to identify are
nmount ai ns, inselbergs/born hardts, irregular hills, domal hills
etc. . The features in topomaps such as closely spaced contour

lines, wdely spaced contour lines etc., along wth correspond ng
hypot heses are descri bed. In simlar Ilines features wth
correspondi ng hypot heses of geonorphol ogical features on satellite
i mages (FQC and Band-4) are explained. The infornation gathered
from experts is structured properly to build gallery or

know edgebase.

The frames include the list of features to identify
dr ai nage, area etc., with conpatibility relations | i ke
drai nage-features, area-features etc.. Alternate way is descri bed
in which franmes are described wth each franme for one feature
such as sand, sand dunes, desert etc., and are used to identify
geonor phol ogi cal features in the target scene. Future directions
to evidential reasoning are inclusion of additional features to
identify |ike sub ways, canals etc.. So, evidential reasoning can
be very effectively and efficiently applied to identify various
features in topomaps and satellite inages, using nmultiple sources

of informati on which are inprecise, and uncertain in nature.
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Chapter-I111 explains the need for inage to map registration
which includes nmap updation, inmage interpretation, and data
acqui sition. Advantage of reasoning using logic is explained. The
portion of a map is to be registered wth the sane portion of a
relevant satellite inmage so that the changes in environnent are
suitably carried out to various spatial objects in the map. In
this process inmage interpretation is also achieved. Spatial
objects viz., chains and regions are considered. The spatial
objects and spatial relationship details are obtained by naking
use of coordinates describing each spatial object or by
the digitization process, and using various |ogics respectively.
Tee, chi, bounds etc., relationships are obtained in this process.
Axiomset is built using 'PRALGG which contains spatial objects,
spatial relationships, and rules which govern real world scene
such as rivers do not cross each other, rivers flow into other
rivers or shores etc.. Inplenentation steps are described. A 'C
program is used to arrive at spatial objects, and spatial
relationship details. Al feasible solutions proved 'true in the
know edgebase i.e., 'PRAAO5 programme are updated into a dynamc
database. As selective back tracking was not possible in
'"TURBOPROLGG, a 'C programme is witten to generate possible
interpretations one by one to be checked in 'PROAGG code. Due to
deficiencies in "TURBOPROGOG, certain nodules are witten using
'C language. The interpreted or spatial reasoned details (those
feasible solutions proved 'TRE in 'PRAGG code) are saved in a
dynam c database to be available to AS user for solving inmage to

map registration problem Future directions are. including nore
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image primtives such as railway lines, culverts, national
high ways, points etc., inclusion of nore attributes such as
| engt h, adjacent to which inage primtive etc.. Mre inage
primtives and attributes results in arriving nore spatial
relationships like points inside a region, region adjacent to
another region etc., wll further enhance the capability of the
devel oped system to interpret nore features in a better way.
(bject-Qiented nodel ling advantages (explained in chapter-1V) can

be extended to build the know edgebase.

Chapter-1V discusses about object-oriented gateway to 4GS
Necessity to have object-oriented frontend and graphical user
interface (GJd), are described. The various terns used are,
object, object identity, <class, conplex object, encapsulation,
hi erarchy and inheritance, binding, polynorphism extensibility,
and object-oriented DBMS are explained. In order to support
conpl ex objects, nodelling structured objects, customsed data
types and interfaces, object-oriented QS (AES has to be
devel oped. The steps used for this purpose are described. The
conparisons of A0O3@S vs AS viz., generic concepts, adhoc query
facility, concurrency, distribution, cooperative wor ki ng
envi ronnment, graphical user interface are explained. The aim of
obj ect-oriented gat enay I ncl udes provi di ng obj ect - ori ent ed

frontend to underlying @S and GJ are descri bed.

The feat ures of tradi tional dat abase system viz.,

persi stence, sharing, query |anguage, concurrency, transaction.

161



features of semantic data nodels such as aggregation and
gener al i sati on, concepts of object-oriented programmng Vviz.,
conpl ex object, object identity, class and nethods, encapsul ation,
I nheri t ance, extensibility are conveniently nerged and an
object-oriented data nodel (AXN is developed. These are dealt in
detail in subsequent sections of chapter-1V. \ersion control,
equi val ent object etc., which are additional features of OCDM are
explained. (pbject-Qiented database can be obtained by extend ng
the relational system to support the concepts of objects, and
extending object-oriented programm ng | anguage to include
persi stence, sharing etc., of database features. These aspects are
covered in later section. A data nodel is structurally
object-orientation if it supports construction of conposite
objects and is behaviorally object-oriented if it supports
user defined types and definition of operators (nethods) that are
applied to these types. Mdelling real world phenonena, different
approaches to OOdS viz., extension of QOB functionality to
existing AS, extension of an existing DBM5 by geonetric and

geographi cal functionality are descri bed.

The approach followed for developing an object-oriented
gateway is described in next section of Chapter-1V. It includes
provi ding an object-oriented frontend to any AS For spatial data
analysis we will rely on underlying AS (pject-Qiented frontend
uses object-oriented data nodel ling concepts which the underlying
as |acks. The communication between existing AS and

object-oriented frontend is achieved by a parser. Al the
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object-oriented features (explained above) are augnented to AS by

t he frontend.

(bject-QOiented gateway design aspects viz., analysis, system
design, object design, inplenentation are explained in latter
sections of chapter-1V. The tasks of analysis phase are
object-oriented concepts inclusion, establishing QGJ, providing
communi cation between AS and frontend via parser, high |[evel
abstraction for an application by providing 'schena building
facility. Schema building, nodifications to schena (add a class,
delete a class, affecting hierarchy changes, add attribute, change
nane, add/delete nethod, propagation of changes to class and
objects) are explained. System design describes the approach to
solve the problem The over all structure is described. The four
sub systens are schena nmanager, class nanager, object nanager, and

syst em nanager .

The object-oriented frontend is under the control of system
manager. Schema creation, schenma listing and schena viewi ng are
under the control of schema nmanager. dass manager is used for
class creation, view and list class, nodifying and propagation of
changes to object nmanager and responding to nessages from schema
manager. (bject nmanager is used for object creation, nodification,
and retrieval of objects. Transaction and map nodules uses
underlying AS capabilities viz., nanipulation, analysis, storage,
query pr ocessi ng. System  manager pr ocess request s from

object manager, schena nanager, and transaction part and are
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transfered through parser to AS The replies from AS are
communi cated to object manager, and schena nmanager. The object
diagrans of A S schema, ASclass, ASobject are al so expl ai ned
in chapter-1V. The future directions to object-oriented gateway to
AS are incorporating equival ent object concepts, i.e., to keep
track of different representations of sane object and buil ding
client-server nodel. In a cilent-server nodel a single server work
as kernel which is rich in functionality and wll be used

by different clients on client A Ss placed w de apart.
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